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1 Introduction 

The matrix determinant, DetA, can be considered as a polynomial with 
a specific sign alternance [ 1 ) : 

n 

DetA = I:(-ll+ia;jDetA;j 
i=l 

on the other hand, any polynomial can be treated as 
a vector or a matrix determinant so that, e.g. 

a -b c 
DetA 1 x O = ax2 + bx + c 

0 1 X 

(1) 

(2) 

The recent studies of the solutions of unstable inverse problems for 
systems of linear algebraic equations (SLAE) demonstrated that a vector
matrix transform of the SLAE's r.h.s. results in a significant improvement 
of solution techniques as compared with standard ones [ 2 ]. From the 
standpoint of reversible mathematics [ 3 ] there the main qualitative gain 
has been made due to a dramatic increase in mathematical reversibility 
of the problems under study. To state it in other words, the degree of • 
reversibility defines the level of irreducible information losses. 

2 Irreducible polynomials over the Galois 
field GF(2) [ 4 ] 

These polynomials are used to be treated as basic vectors for constructing 
different error-correcting codes. For example, all the irreducible polynomi
als for n = 1-4 are shown below in matrix patterns (3-10). 

2.1 Matrix patterns for n=l (11=2) 

These can be reconstructed, with +1 = -1 in GF(2), as 



and 

Det I ~ ~ I = x + l 

2.2 Matrix patterns for n = 2 (12=1) 

Here the only irreducible item is 

1 1 1 
Det I 1 x O I = x 2 + x + l 

Q 1 X 

2.3 Matrix patterns for n=3 (13 ~ 2). 

Here again we deal with two items as follows: 

x l 1 
Det I 1 x O I = x3 + x + l 

0 1 X 

X X l 
Det I 1 x O I = x 3 + x2 + 1 

Q 1 X 

(4) 

(5) 

(6) 

(7) 

Finally, for n = 4 we have three matrix patterns shown below in section 
2.4. 

2.4 Matrix patterns for n = 4 (14 = 3) 

These three polynomials can be reconstructed as follows: 

X X X l 
lx00I 4 3 2 

Det I O 1 x - 0 = x + x + x + l 

Det 

Q Q 1 X 

x x O l 
l x O 0 
0 1 X 0 
Q Q 1 X 

= x 4 + x 3 + l 

2 

(8) 

(9) 
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X- Q 1 1 

Det lx00I 4 
0 1 x O =x +x+l (lo; 
0 0 l X 

3 A qualitative analysis of matrix pattern 
structures 

The accepted algorithm of computing the above matrix determinants de
fines the main structural features of the reconstructed matrices: the variable 
first row used to select the relevant polynomial version and the_ invariant 
remaining matrix part. All the reconstructed matrices are specified by the 
main diagonal filled with_ x's and the lower diagonal filled with ones. The 
increased computational complexity of matrices as compared with the rel
evant vectors is imaginery since the only variable element of these matrices 
is the first row. 

4 Multivariate vector-matrix transforms 

over infinite algebraic fields 

The situation drastically changes when one tries to do the same vector
matrix transform in a multivariate case. Let us take a standard matrix
vector SLAE like 

At= f +n (11) 

where A - a coefficient matrix, t, f and n - column vectors of a true 
solution, an input data set and an additive error (noise), respectively. 

For two variables, x 1 and :r2 , the solution is quite simple: 

I 
a1 -a2 I 
X1 X2 

= a 1x1 + a2x2 (12) 

However, there is no simple combinatorial solution for three or more 
variables. For example, in trying to solve this problem for four variables, 

x1,;r2,:i:3 and X4, by simple complementary techniques one arrives at a 6x6-
matrix like 

3 



* * * * * * 
* * * * * * 
* * * * * * I (13) 
1 0 0 1 0 0 
0 a1 -a2 0 a3 -a4 

0 X2 X1 0 X4 X3 

where three upper rows must be filled with zeros and ones in a still 
unknown pattern. 

5 Conclusions 

Nonstandard vector-matrix transform techniques have been applied to 
obtain a novel algebraic representation of different polynomials over finite 
and infinite algebraic fields. The irreducible basic vector polynomials with 
n = 1-4 allow a simple matrix form to be obtained over the galois field 
GF(2). The most difficult case corresponds to multivariate polynomials 
over infinite algebraic fields. 
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'If 

1/lntOl.l.leHKO 8.1/1. 
O6paTHble KOM6HHaTOpHble BeKrop-MaTpW!Hble 

npeo6pa30BaHHA HaA KOHe•U-jblML-1 L-1 6ecKoHe'!HblMH 

anre6pa1-1'1ecKHMH nonAMH 

E10-b2-391 

noKa3aH0, 'ITC creneHHble nonHH0Mbl MO>KHO paCCMaTpHBaTb n1-16o 

KaK BeK;Opbi, n1-160 KaK .QerepMHHaHTbl KBaApaTHblX Marp~u. Hai1AeHbl 

KOM6HHaT0pHble aeKT0p-MaTpH'IHble npeo6pa30BaHHA AflA scex nonHHO~ 

MOB creneHH n. =. 1-4, HenpHB0AHMblX HaA K0He'IHblM noneM ranya GF(2). 

noKa3aHo, 'ITC ysen1-1'1eH1-1e P.aJMepHocrn nepeMeHHOH s nonHH0MHanb

HblX Bblpa>KeHHAX npHB0AHT K. cyll.lecTBeHH0MY ysenH'leHHtO Cfl0>KHOCTH 

peweHH~ COOTBeTCTBYtOl.l.leH o6paTHOH K_OM6HHaropHOH JaAa'IH peK0H

crpyKUHH HCKOMOH MarpHUbl. 

• Pa6ora sbinonHeHa s na6oparop1-11-1 sb1coK1-1x Jttepr1-1i1 OI/IAl/1. . ' ' 
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It has been shown that power polynomials can ,be considered either 

· as vectors or· determinants of square matrices. Combinatorial vector-matrix 

transforms have been found for all the polynomials of degree n = 1-4 irre

ducible over the .finite Galois field GF (2). An increase in the dimension of· 

-polynomial variables is ,shown to result in a subst.antial increase in the 

complexity of solvir:ig the corresponding inverse combinatorial problem 

of the recon~truction of the searched matrix. 

The investigation has been performed at the Laboratory of High Ener, 

gies, JINR. 
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