


“L.Introduction

The discrete-diécrete‘ma'thenmtica.l model of unstable inverse problem .

‘ (UIP) can. be reduced to a system of linear algebran, equatlons (SLAE) hke ,

At _ f = ’“.)‘

where A - the coeflicient (desngn) nxi- umtnx t (
and f —a nonsy r.h.s. input data vector. B S ‘
 Let us assume the input. vector f to be- (omposed of a strmlured“

“a tr’u‘e' .‘kolutiou, vcct.or :

: component s, consisting of relatlvely broad (Gaussian, Brelt-nguumn o

- etc) peaks and a smooth background support fg,dueto a prevnous ‘incorrect:

i background subtractnon and tbe smoothulg eﬂect of the’ 1. h.s couvolutlou,

x “‘At.

Then the I. h 8. vector can wntten down a8 AR »
f h+m+h }d@“d,ff“@y

‘where B . T | =
(IR fz =z= (0,0.r,,’())?‘» L @

'2 Possible infOrmatidn lossee in convolution o

Tbe co-nceptual analysis of the lh 8. convolutron in- (1) demonstmth ’
the two followmg sources of information losses [1]. :

‘One of the most 1mportant sources seéins io be due to the eo—called
orthogonal erosxon, when o ' '

~

o where t; -an mvua)ble A-ortbogonal component nnd tv a8 v1s1ble A nonorhtogonnl
" component [2]. . : E

A ¢lear lndlcahou of this erosion to be a real danger ig suggested by thci

Y
R

- funda.mental Riemann- Lebesgue lemma [3]
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a—!w i “(2, B)Sm(as )ds_, 0 S
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which states that an orthogonal nonzero factor, sinas, when multiplied by a
nonzero one, a(z, s), can result in a pure zero r.h.s,, i.e. in a noninformative
product.

With this controversal situation at heud we will try to analyze the
structure of the column vector ¢ corresponding to the complete true input

information.
In general, we name an informative element any nonzero r.hs. term

from (1).

3.The structure of i-vector

3.1. The first source of information losses — the spectrum
component, is

The A-matrix is a discrete image of the linear operator, A, to yield
=AQls+ta+tz)=fs+fo+ [z (6)

that closely resembles (2). :
The smoothing action of the A-matrixisthe ﬁrst source of peak broademug

and information loss, observed in fs.
Under ideal conditions, the corresponding ts-component can be viewed

as a set off §-function-like peaks, py, interspersed with zeros; ;

ts = (1,0, 0»1’2:""?”) | (7)

3.2. The second source of information losses — the background
component, t{g

In a matrix formulation the orthogonality relation looks like
AAT = AA~ =1 (8)

where AT — the transposed matrix, A~ - the inverse matrix and I - the
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diagonal identity matrix;

10070 -
010 0.-
I=|lo o0 1.0 (9)
0001
A scalar matrix, S, is defined as
S=eof (10)

where o — a scalar factor.

" In our standard matrix-vector formulation an equivalent ” quasiorthogonal”

version of the I-matrix is the following unit column vector; ‘
u=(,1,..,1)7 (11)

80 that the corresponding "scalar” vector is '
tp=au . (12)

It must be noted that the unit column vector, u, acts in (1) as an
A-matrix row summator, thus producing-a smoothed (background) part,
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information loases.. This is especially clear in the all-matrix version of (1),
where Tp = al.

3.3.The third source of information losses — iz

The third source of information losses in a transfer from an Lh:s. to an
r.h.s. in (1) cen be due to
. tA0 e (13)

In. a close analogy to (5) this situation mirrors the problem of finding
a general solution of (1) which is composed of both homogeneous and
inhomogeneous terms. The homogeneous term corresponds to .

Alz =0 (14)

The quasiorthogonal convolution, Atg, becomes the second source of

It is known {4] that a nontrivial solution of (14): }
iz - (15)
is feasible only for an A-matrix with an incomplete rank,
r<n , v_ (16)

where n is the dimension of the A-matrix.

Thus, to check for third source of information losses in the SLAE (1)
needs regular control computations of the rank, r. The latter problem is -
known to be the most difficult to solve in linear algebra at large.

3.4. Some model alternatives

The first alternative for the above solution model can be derived from
the linear nature of the operator A: ) S

® At+d)=f+n S
where d — the t-error and n -~ the f-error. Other noise models can be
incorporated in the same simple way. o

Another model can be adapted from the moduler arithmetic approach
widely used to describe error-correcting codes {5):

s=Alt+d)=z+e ' (18)

where s-the so-called syndrome term, z-the term corresponding to an error-free
code and e — the nonzero error-detecting term. The latter model is directly
linked to the error-free computation strategy developed within the framework
of modular arithmetic and P-addic numbers approaches [6)].

Conclusions

The true solution of the SLAE (1) i3 shown to be composed of three
main componepts. One of these components is due to a solution of the



homogeneous version of (1), while the two remaining ones stem from a

. solution of the inhomogeneous version of (1).

Any real losses of the information contained ina complete Lh.s. t-vector
can proceed through three interdependent channels.

To sum up, the author would like to acknowledge the late Profs. C.Lanczos
and A.S.Householder for their cognitive and inventive insight into the fundamental
problems under study.
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“O6wan crpyKTypa peLUEHMM : RN
‘ Heycromwablx 05paTHbIX 3ap.aq o

n0K33aH0 4yTO 06Luee BeKTOpHOe pEIJJEHMe CMCTEMbl ﬂMHeMHbIXr'

‘,nanre6pamecr<wx ypaBHeHMM (CﬂAY) At = f, MOXHO npencraamb k
. B Buae BeKTopa-cronGua t= tS + tB + tZ' roe ts - cneKTpaanan KOM-
‘IOHEeHTa, tB - dJoHoaan KOMHOHeHTa Mtz — pewenue OAHOPOAHOM
- CNAY, Aty =z = -(0,0,. 0)-r KomnOHeHTa ts COCTOMT U3 6-06pa3Hb|x
‘ ; HMKOB tg =au, raea — CKaan unu=(1,1; 1) an 3aToMm tZ =z
T0ﬂbKO p.nn A- Manwu nonHoro paHra ¢ r=n. Takum 06pa30M aAnA -
KOHTPONA * BO3MO)KHbIX norepb MH(bOpMauMM npw peLUEHMM CNAY .
- Heobxoanmo NPOBEpATL. BENUUMHY paHra A Manwubl B Tedenme ecero '
: npouecca BbNMCHEHMH : :

' Paﬁora eblnonHeHa ‘B ﬂaﬁoparopuw BblCOKMX 3Heprm4 OVIHVI

Coofuienye Q(’nse:mneuyucro uHc'T'nTyTa' S1ePHLIX HecaeioBanmit. Hy6ua 1992

vv,yllyushchenkoVI L E1092:342
"',The General Structure of Solutlons of Unstable o S TP S
‘Inverse Problems : R

The general vector solutton of systems of Imear algebrarc equatlons
(SLAE) At =1, is shown to be expressed as a .column vector t= tS
+ tB + tZ, where 1g—a spectral term tB —a background term.and tZ
a solut|on of the homogeneous SLAE Atz- z=(0,0,. O)T The term

. ts conslsts of &: functron like peaks the next term, tB = au W|th a scalar

‘ : ‘a and u= (1 1, 1) ‘while tZ =z only fora ‘full-rank A-matrlx (r=n). ‘
E Thus to control |nformatlon losses needs a regular check of the A- matnx o

: rank dur|ng the whole computatlon process ' '
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