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1 Introduction '·-' 

The experience ofte11s of in.~·~stigation.s in e~p~riJnental d~tci.. halldfulg in, high 
energy physics ranged from bubble chambers with film data taking.tomodern 
el~ctr.onic experiments (see for examp~~ surveys [1, 2, 3]) show~ that th,e se~rdt 
for partiCle tracks on. the projection of detected events is· an inevitable part of 
any data. processing' procedure. . ... > .· • •· . • • . . '.· 

In many experime~ts in which the. inf~r~ation. i~ stored event by ~vent. 
to a permanent storage m~dium (the magnetic tap~), the spe~d of: the data 
Rfquisition (10-100 sec~1)is higher than th~ speed of writing to the'tap~(1 :.__ 
lOsec-1). And if these.speeds are even comparable,.there is the necessity to 
decrease the numb~r of data rec~rded. on the .tape due to econ.omy of magn~tic 
tapes and computing timeforoff-lin'e pr~~essing . .This. problem.is especially 
import~1lt in the case ofrare or forbidden decays, when the majority of events 
appear ,due to the random superposition of backgrol?nd tracks. 

Methods are well known which are based on the local following ~f .every 
separate track such as the variable slope histogram method [1] or the stringing 
method [2]. Unfortunately, in their practical applications in particular in the 
most actual ~ases of multitrack events these methods are too time consuming. 
Because of that20 years ago an idea was born.t~ split t4edata processing into 
~~~: -

1. prefiltering, which allows a consider~ble decrea.Sein .the ~olume of the 
data t~ be written on the permant1~fstorage due toJhe elimination of 
noisy counts and the extraction of\t~e'linear track ~lemerits (t~is stage 
could be implemented in the on-line mode by hardware reali.Zation of the 

filtering algorithms [4, 5, 6]); 

2. the off-line stage of the track and event .recognition (see for example [7]) . 
• " ' > 

However, being oriented mainly to film data handling, these two-stage proce­
dures appeared to be very expensive and not fast enough for very intensive 
streams of events in modern ele~tronic experiments (ui>.toJ07 -108 events per 
second). At the same time the. signific(l.ntly smaller noise level and the higher 
reliability, of such track .detectors as multiwire and. strip chambers render it 
more p~ssible to apply}~he,p~inciple,componen(method [3,8, 9] ~~a· in p_artic­
ular.the global methods of track recognition .• We mean .here the methods when; 
-~ 'i~&cks are at once seai~hed ~ri ~h; vie~ 0~ the ~~is ?! difre~~~t ~rii~~~~ 
of the closeness of these track points [10, 11, 12). The main advantage of the 
global method iS the possibility of parallelism [7). 
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It is necessary. to point out here that the. the~~etical ~rounds of all· above' 
methods are based on two main assumptions: the independen-ce and the nor­
mal distribution' of measurement errors. But-~ noted in [13, 14; 15), this is 
not valid in the case' of discrete detectors. The errors of nieasureme.llts are in 
f~t correlated and their distribution is not normal but uniform with the width 
specified by the wire or strip spacing. As' shown in [14] without' a pro~f, taking 
into account the discrete nature of the detector with tlle help of the Cheby­
shev metrics could improve the. accu~acy ~f track parametef'reconstru'ction by 
a. factor of VN, where N- is the·number of measurements. This evaluation was 
confirmed in [15] on the b~is of the apPlication of the algorithm; suggested 
by authors, to the simulated trackS: This alg~rithm W(LS local in the seni;e of 
its sequential applying to every track from the given event; This prompts us 
to deal with looking for a global algorithm suitable for parallel implementing 
in the frame of the idea of tw~r-stage processing: prefiltering in the first stage, 
which decreases significantly the information, and the event recognition in the 
second stage. · ·. 
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Figure 1: The ARES spectrom-
"' eter: 1 - target; 2 - cylindrical 
~,~if~\,. proportional chambers; .3 : scin- · 

. till a tors; 4 - lightguid.es; s·- ph~ro 
tomultipliers; 6 .. - magnet wind­
ings; 7- magnet joke;,8 - poles of 
magnet; 9-: electronics. 
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. The filtering· method for t~acks in discrete detector~ base~· oh the c~llular 
automaton application is described below. Results of the successful· application 
of this method to experimental dataobta.in~d on the:~peetrometer ARES (see· 
fig. 1) during the 'search for the:forbiddtm decay IL+ ~·e+e+e- [2o] and the 
studyofthe riie decay ;+-+ e+vee+ e- [2l]'ar~ given: ' ' · 
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2 ~·:: Physics background 

Let us first consider some specific features of the discrete detectors. The setup 
for track detect~g of charged particles is a system: of severalcyli~drical mnl..: 
tiwire proportional chambers and a target located Jn the ~center. .A multi wire 
proportional chamber consists of a. pl~ne1 grid with equidic;t~nt a.D.ode·wires,. 
which is placed between two parallel planes of grounded cathodes~ Every .wire 
iS connected with its amplifier. The permanent positive potential is suppdited 
on it .. When. a charged particle ~rosses thE! grid, an el~dron avalanch~· app~ars · 
in the chamber gas and· causes the n~g~ti~e p..;'Ise ~n the. ne~rest whe .. J3eca.use 
the< distance between the cathode'planes' is 'mu~h 'less th'a.n the linea~ size of 
the~ chamb~r, rthe pr~blem c~uld be ~~nsid~red . iw~di.ntensional, i. e:· "/e' can 
neglect the bound effect.· . ' · . . '· · .. : ' ' 

·: 

'Figure 2: Equipotential lines 
fu the multiwire prdp6rtioh~l 
chamber. . . 

t ~ 

Fig'!~e·3: ReplacemeJ:it.: 9f a. ~ire 
~luster by two vertical segme~ts . 

·:< 
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Let the wire grid in the.proportiona.l chamber be equidistant from the ca.th.;. · 
. ode planes. In practice the distance L between' the anode and cathode planes· 
(~ 6 rom) is larger than the steps between~ wires(~ 2 mm), the diameter d of 

-1 -'~ ~- ,·,_ ;', ,_· .. _·',$~.- . _ _.." -~-~;:~..:-··: .. ·:~_~:·: 
! 

1The considerations below a.re also valid for cylindrica.l multiwire proportional chambers 
·with a. big ra.dius, when the curvature effects a.re negligible.· ,; 
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wires is negligibly small (~ 0.02 mm). In this cas~ the electrostatic potential',' 
inside the chamber can he-represented as [18]: · · 

Y' ·~- q{(2~ Lis)'-ln[4s~2 (?1"~/s). +4sinh2 (?1"y/s)]},. 
. ~ ~ ~ . 

•, . . , . . . . . .. . . .. . . . . ,. ·' I 

were q = (Vo/2)[(?1"L/s) -ln(ia/s)]-1 is the chargeof the unitle:rigth oft.he 
wile; V0 is the poten~i3l, applied to· the chamber. , . · . 

Equipotential lines m ·.the proportional chamber. are- shown iD. fig. 2 [19]. 
. One can. see that th'e ex.te~~al· equipotential lines ar~ in fact . parallel,·-at the 
same time' they are concentric in. the:n~ighborho~d of sign3l wii~s. if one . 
takes into. account that ~ the' gru; 'th~re are absorbing additions, then one can'. 
assume that' 'theie is some ina.xi~1uri.' diStance. h from the. plane of signal wires-. 
beyond which .we can' neglect the electron gathering.. . .. ' . ' 
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Figure 4:' The distribution .. (from left to right) of si.Dgle, d~uble !1-nd triple 
clusters as a function of the angle of track passing.~ · .· 

.. 
It is confirmed. by fig. · 4. In this figure the dependence . of. the cluster 

width on the angle of the track pass through. the wire chamber for single, 
double. and triple clusters is shown2 • Here the cluster is a continuous g:coup 
of hit ~ues, 'and ~gle is 'cou'nte'd from the verti~~l to the ~hamber. In the 

. same figur~:the thiitliite is the 'cl~ster distrlbuti~~ for the model case, when 
th.e chamber is pre~ented as 'a cha.iri of rectangular cells with the maximal . 
distance h.= 3 mm of electron ga.th~ring. It is clear that this simple model 
is a. satisfactorily. good 8.pproximati~n for the description of cluster forming 
effects in the proportional chamber .. · 

Thus every chamber can be represented as a. chain of rectangular cells·with 
the high degree of likelihood. Chambers ar~ working according to the following 

,,. ' '' - '' \ ... , .· . ' 

. ,Results are obtained on the ARES setup. 
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principle:· if a charged particle track hits the cell, then the wire works inside 
it.' If. the track crosses few' adjacent cells in the.ch'amber; then they all work. 
One cai:t ·note tliat .if in the chamber few adjacent cells work, then the track 
crosses the left side of th.e lower cell and the right side of the upper one\ or 
vice versa (fig. 3). Otherwise it wolild either not have crossed all the hit cells 
or have toucl1ed. one of missing ones .. This is obvious for straight tracks a.nd 
'almost•· true for curved ones with sufficie~tly small curvature. We n-eglect 
these possible errors. Then we replace each group· of adjacent hits by ou'ly two 
segnien'ts' (the corresponding sides of two' ·~tmost 'cells in this cluste~ r. ' 

. -- --~ ., \' ., '~ ", 

3 ·Cellular automata· 

Cellular automata: [16] are discrete dynanuc system~ '\\Those b~~'a.vio'r _is com­
pletely determined by local mutual relations of stat~s ofthes'e systems. The 
space is a uniform grid, every cell of which contains; a' fe~ bits'~£ information. 
Time is going by discrete steps. The evolution law is described by the only set 
of rules, let ,US say by a table. By this table every cell on each step can eval­
uate its new state according to the states of its neighb6rs.·If the appropriate 
set of rules is given then this easy operational mechani.Sni•is sufficient for sup­
porting the whole hierarchy of structures and events. Cdlula~. a,ut.~mata give 
us useful modes for many fields in natural science'.' They created the'general 
paradigm of paralleL computations similar to "I'nring mac~in~s .for sequential · 
computations. · . · .. ',; ·· ·::, . : .. · ., 

Quite an expressive example of the cellular aut~Ii.a.ton i~' i. li. conway's 
beautiful game 'Life'. This game was presented to ~ide p~blicby M. Gardner 
in Scientific American [17] and·wasvery popular ~:th~sev~nties. The 'game 
·'Life' describes the population of stylized organisms 'which' evolves with a time 
due to antagonistic tendencies of birth. and death. ' The· individual of this 
population is the cell in state 1 and state· 0 means the empty space. We .can 
speak about'living and dead' cell~: The mea.Sure ofti~e going on is .the' change 
of the. Life generations which obeys the following rules: · .; ' · · · · 

· 1. The cell. nei~hboi~ are all :ll~i~'g cells :loc~ted in eight surroundi11g~ the 
giving: ~ell. · · · · . 

2 .. If some cell has less than two neighbors it dies due to loneliness. If a cell 
has more than three neighbors it dies due to overpopul~tion. ' 

l • ' • •. ' •. • ' '. !' ~ '~ 'I < 

. 3. If in thd vici~iti'o{ari'empty cell there are' three living cells,' the~ a. new 
·,;·cell will born.· · · ·· ' ·· · ' · - · ,. ·. 
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4. All births and deaths occur simultaneously i:D the moment of generation 
change. Thus the dying cell can help to bear the, new one .but the 
new born cell cannot resurrect the dying one. The death of one cell, 
dec~ea.sing the local population density, cannot prevent. the death of 
another one. 

·t-·' 

Such a. colony can grow all the tiine changing continuously its config~ra.tion·, 
shape and the number .of cells. More of~en, howeyer, the colony. bec~mes 
stable, cycling the same set ()f states. 'l;'he length of the cycle is called the 

. colony period. An example of.the colony' evolution is shown in fig. 5. On the 
left side the numbers of generations are denoted. 

~ 1 
,, 

2 

.4 

,. 

.. 
Figure 5: Example of. 'Life' 
colony evolution. 

.Now, ~~ t'!~e 'b~is of this example, ~e ca.nformulate the gener~ rules for 
cellular ~utoinata: · . · · · . 

1. The cellsta.te is discrete (usually 0 and 1 although there. can. be automata. 
witli a. larger number of stat~s ). ' ' ! ' '. ' ' ' • ••• ' ' 

2. The number, ofneighbor cells is restricted, often they are the nearest 
cells. · · . . . 

3. The rules describing the' dynamic ofthe evolution,of the cellular automa­
ton have usually' a. simple func'tional form and depend on the problem' 
to be solved. · 
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4. Cellular automaton system is clocked, i. e. the cell states change simul-
taneously. · . 

~ .~ 

4 Filter construction in the problem of track recog-
nU~n ' 

Let us try to create' such a. cellular automaton for eVEint filt~ring. It h~ t'~ 
sort out noisy hits leaving only experimental points which belong to tracks. 
The task of an automaton is: 

• to leave cells belonging to track a.s living_ones; 

• to re~tore a.s newborns the' gaps .on the track caused by chiihb~r' illeffl-
ciency; 

• to elimin:ate (to ~ake dead) all cells which correspond to noisy' ~ounts; 

• to divide the rest of living cells into groups, corresponding to different · 
track candidates, on the basis of mutual neighborhood. ; ., · , . 

' < • ~ • ~ •• ' • "' • ' • 

From there, on 1the ground ~f cellular 'a.uto~aton ~ules, we can :foniihla.te our 
requir~ments to' the 'construct~(f'alitoihaton. . ' •:: .. .. . · .. ' 

First, we' d~fine' the living 'cell' a.s the CIU.ste~; i. e. the ~ontinuous. grc;nip of 
hit wires (see fig. 3). ,The deMl cell is 'the empty one which does not cont;u__n 

· a.ny counts.(remember', noisy clitsters sholild 'diehi process ofthe a.uto~a.ton 
evolution); ~To support the vital:·cipaclty of broken tia.Cks(beca~~e 'of.chamber 
miliunction) it -is ne~essR:ry ·to ':Produce. ri~~-'~ellii-'ph~t~m~'. ~hich sh;;~ld 

, ·. . , , .•.. ., , . , ~ ,· , , , , ' .. · r , , , ' 

correspond to clusters i:n the.ca.se ofcorrect chamber :working~: Thepha.ntom . 
cells can also. die 'and be reproduced. again later' but.· we have to follow -them 
since only real du'stehi can'appea.r in the 'final pattern. ,Thus in our cas~ th~ 
cell has four states. . . '.:: ... ' .· ... ··. . . . · .... ; . " .. ,,. ' .•. •• :. 

Secondly, we mfer the rule for neighbor determitiatioll. grounding on the 
discrete nature. of our •track' detectbis. · As shown above the admissible track 

i ~ I <> • .•. > ' ' • ;1 ; • ~ ' - .! '· '. ' • { • • 'I ' "' ~- ' ·.. .. • : : . ' ' . , 

has to cross the opposite utmosf segments of the duster cells. The me~hod 
of neighb~:I deter:Oi.ination is bUlld 'oil'; thiS feature. Ther~ is th~ esse~tia.l 

.,. ,. , <. >-, ~ -:,,-·. ' • ,>' ,., •• :J~ ·-:1·; 'l ··;-::·-~~~:.· ·•• _}·"' ' '~'- ·. ;~ • • 

physics constraint: the track must leave tlie target and reach the last chamber. 
Therefore we can' regard as the ~eighb~rs ohly. those ~~llslyhtg iD-.~j~ent 
chambers thro~'g:h' ~hi~h on~ c~ draw an admis~ible track. Fro~.thel'e . .we 
determine the ~egion of p~tential neighbor~ a.s''the region ~hich is s~ept ~p ht 
adjacent ch8Jilbers by' all a.dmissi~le trackS: · · · · · · i · .. 
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Figure 6: The buth condition of 
cell.:. phantom. 

;.J 

Figure 7: TJ~e crossing of two 
tracks. 

Thirdly, let 'U.~ consider the rules of automaton evolution in 'order to reject 
noise living t~acks. Firstly, we .. have. to ~~s~ore missing. dusters .because. of 
chamberntalfuncti~n .. Due to th~ high' effiCiency of chambers (98 - 99 %) 

. double malfunction of adjacent chMnb_e~s is 'inf~ct}mpQ~sibl~: ( t~e. pro,bability 
of this _case is of order to-:4

) and we can neglect such Cl!BeS. From. here we call. 
assume that if there are not n~ighbors in t.h.ei re'gio~· ~ti>?tential neig~bor~, 
the.nit' i'> a malfunctioll of the given cham}:,~r or .electr<?nic:s: .)n:this case it. 
is necess'ary'toproduce a phanto'm cel1 which is aneighbor qfboth the cells 
pointing t"o it (s~e fig. 6). T~en we hav'~ to destroy noisy-·p~ints, i. e. points 
h~ving t~o· f~w neighbo'i:s .·or too many ~f the~. It is obvi~~s. the. cell lying on 
the single•·trabk has' exactly two neighbors.,In. the.case· ~.fth~ee~track events 
it is Q.uit~· probable the' two tracks are crossing: That ~eans ~be cell on the 
tra~kcrossing h.as four neighbors (twofr?mbotn sides)./I'he.,probability of 
three tracks. crossing in one point iS negligible~ Thus ~e -h~ve to destroy cell'> 

· hiwmgl~s~.than-.t~o.or Jl10r~'thanfour neighbor~.·· ;The probiem of utm~st. 
charr;_bers is' a separate ·one. To' prevent dying out of tracks from. both ends 
it is nec~ss~ry 'io set'the_ C():ridit~o~ai~ch~be~s ~ith numb~r~ 0 <;!-Pd ( N + 1 ).' 
They contain neighbors suppoiting'aU~ells in real utmost chambers. . . _·.· 

'Fourthly, it is' useful to s~p~~ate the birth a'ud de~th of cellS into diirenint. 
stages. The orderof this stage~: is essential.. H.we would-~llmi~'a.te noisy poi~ts 
in the first stage,· then it could destroy the adinissible tracks: . Therefore it. ·i~ 
reasonable to fn'lfil'the birth in the first stage and the death 'in the second~ , 
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. This order is repeated a.fevery step of evolution· to provide survival of broken'· 
.tracks. . . . . · _ . . . i, 

Ill order to sense 'tlie automaton irrival in the stable or cyclic st'~te ~e 
suggest. to calculate the checksum ( CRC) for every generation and stop· iter a-. . . 

tions in the case of checksum equality; Ill the method CRC (cyclic redunda:ncy 
check) all bits of ari array are considered coefficients of a' binary p~lynomial 
and byt~s· of the checksum are' the remainde~ froni division· of this polynomi~l · 
to the known polynomial of degree 16. ·.· . . . -.. ; . . • ; 

---1 

5 Track filtering and results . .. 
; ~ ·:. , ' ' , < • 

The cellular automaton has been tested on three-track events observed in the 
experiment on the search for the forbidden decay, p.+ ~ e+ e+ e-, [20] and the 
study ofthe ~are'dec.ay :;.+ - e+vee+e- [21): Only 10 chambers wer1e used 
in this experiment. It means that every traek contains on the average 10 
experimental points (clusters). · 

J 

Figure 8: An example of how. the 
.cellular automaton works .. 
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Figure 9: The number of filtering 
steps. 

A res~lt.of :the.·~ellular automaton, which was· c;e-~ted • according. to ,the 
above requh-ements, is shown in fig. 8. Crosses. denote clusters -~liminated by. 
tht(iut~maton as noisy. ' . ... . . . . . . ' . . . . ' ,, :. . ' 

The adyant~ges of the auto'maton are its simplicity and high speed of work 
(for ex~mpie;· on~ ca.n replac~ the procedure· ofn~ighbor determinati~~- by 
looking up the ·table, which ~onsidera.blyaccelera;tes. the W:ork). The,exe2ution. 
tm;,;; for on'e step' is 'proportional to the cell.number,· on~ cell h~ndling consi~ts 

' • • - • • • • • ' •• ' 1. " ' ·'' v ~ ~ ' 
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of looking up two tables. These tables contain the information: · 

1. about the presence of neighbors in adjacent chambers; 
; 

2. about the cell state at the next ~tep according to the evolution rules: 

In figure' 9 the. distiiputiou of.the number of filteringst~psis sh9,wn'. Let us 
point ()Ut that the automat{)~ D~eds minim~m two steps in order to make sure .. 
that its work is finished (checksums coincide). About five steps are nee~ed on 
the average to finish the automaton work. .The curve is de~reasm'g slowly ;with 
the number of steps because of spira] tracks and random gathering of noisy 
points in real events (see the long 'tail'·in.fig. 10). · 
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Figure 10: Distribution of the. 
number . of events according ; to 
the number of clusters in event 
before the cellular automaton 
and a:fter (thin line). 
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Figure 11: Distrihution:,of the 
number of clusters in th.e· group. 

{; 

In figure 10 the distribution of the number of e~ents according to the num­
ber {)f ~lusters in event is shown (the thin line shows d~t;ihution after the. 
automaton work). .In the original distribution .one can see that due. to the 
preselection· there are no eventswith the nu~her of clusters. less th~ JO; also, 
the long l:ioi~y·tail can he see~· ranging up to 100 cluster~ pe; event. In .the. 
distribution obtained . as a r~sult of automaton working the. picks a.ie clearly 
seen inth~ region of one- andtwO:.track e~eu'ts which were left in t~~- previ­
ous stage of processing as ~ell as three-ti~ck:events (io; 20 and 3o'dusters 
respectively). ·one can see the cellular automaton can reject the;noise quit'e 
well. Now we' can naturaJ.ly det~rmine the nu~her Of tracks acc~rdmg to· th~ . 
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. . 
number of clusters. Besides,- the-automaton can decrease the volume of data 
needt~d. for further processing almost by a factor of 3: it rejects about 20 per­
cent of events being non-; three-tracks and decreases almost halves the number 
of experimental points from proportional chamber~ due to noise rejection.> 

The most. important r~sult for further' processingis cellS: grouping accord~ 
ing to, the principle of.possihle belonging to track ... In figure 11 there is the 
distribution of the number of clusters in the group marked, by the automaton. 
One can see picks in the region of 10 clusters (one-track gro~p) and 20 clusters~ 
(two-tracks group). It is obvious the local character of the cellular automaton· 
(it takes into account the nearest neighbors only). does not 'allow it to sepa­
r~te close. or crossing tracks. This. problem will be solved in • the next stage of 
processmg. 

6 Conclusion 

The ·method :of track filtering described· above is the first application. of ~ellular 
automata for track data handling in high energy physics, ~ we_ know;. The 
results are quite successful: threefold reduction of input information with data 
grouping accordingto their-belonging to separate tracks. The e~citing r~sults 
(even for the authors tlientselws) are remarkable because they were obtained 
with real data and lift up percentage of useful events, which. simplifies .and 
a.Ccelerates c~~siderably their Ite~t.recognition. · . . · · · 

According to their nature tlie 'cellular automata aic the.idc'al· objects for 
making evolution algorithms parallel. In particular the minimal parallelism (at 
least one processor pe~ ch~~tber) increases the spee'dof calculation by the ord~r 
of magnitude (there are other. reserves): .. So the qes~ribed cellular an.t<;>maton 
for .track filtering can be successfully applied i~ parallel computers (for example 
a transputer farm) and also in on:.line mode if hardware implementation iS 
used. .·.';' 

'\ 
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rna30B A.A. ~ AP-
TpeKoB~~ ~~nbTp Ha OCHOBe Kn 
aBTOMaTa 

On~caHH~~ B HacTo~~e~ pa6 
Ha A~CKpeTHO~ CTPYKType AeTe 
~~Tb _TpeXKpaTHOe COKpa~eH~e I 

6~eH~eM AaHH~X Ha rpynn~ no 1 
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none3H~X C06~T~~, ~TO 3Ha~~T' 
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~~cneH~~. a TaK~e Bon-line 1 

napaTHO~ pean1113a4111~. 

Pa6oTa BblnonHeHa B na6.opa· 
~ aBTOMaTVI3a4~~ O~H~. 
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