


1 Introduction . -

HThre_ ie_ﬁ;pe‘rié,ncyy;; of A,;tél‘;s:’of iiiybééﬁig'a‘.t'ioh;s‘ mexpenmental da,ta.ha.nd]mg mhlgh
_energy physics ranged from bubble chambers with film d’a.t‘a. taking to modern,
electronic experiments (see for example surveys [1, 2, 3]) shows that the search-

for particle tracks on the projection of detected events is an inevitable part of

any da,ta,i_plfocessingbp’roc‘edur»e. U T,

~In many experiments: i‘Ivlv"\‘&’Ahjly(:'h’the,ill‘félhlﬁaii‘()jll“ 1s §toﬂred{ eventby é\iéht
- {o a permanent storage medium (the magnetic tape), the speed of.the data
acquisition (10—100 sec™') is higher than the speed of writing to the tape (1~

10 sec™!). And if these.speeds are even comparable, there is the necessity to
decrease the number of data recorded on the tape due to economy of magnetic
tapes and computing time for off-line: processing. - This problem:is especially.
important in the case of rare or forbidden decays, when the majority of events
appear due to the random superposition of background tracks. ... _
Methods are well known which are based on the local following of every.
separate track such as the variable slope histogram method 1] or the stringing
method [2]. '\Unf(plrtuna,tely;‘ in their practical applications in particular in the
most actual cases of multitrack events these methods’ are too time consuming.
Because of that 20 years ago an idea was born to split the data processing into
twostages: . o Sl )

1. prefiltering, which allows a. consiazérva.jhvlie"decreééeaink;the ‘:\;blume of the
data to be written on the perma.nénf’ﬁ;._s'toia.g‘e dnettb!;jthe‘élimina.tioln of
‘noisy counts and the extraction of the linear track ‘elements (this stage
“could be implemented in the on-line mode by (ha‘rdwa.r’e‘ rea.liZa’.ti(fi: of the
filtering algorithms [4, 5, 6]); RSet i

2. the off-line stage of the track and event‘fecognition (siee._f(:)r, vexa.mplék:[7]).

However, being oriented mainly to film data handling, these two-stage proce-
dures: appeared to be very expensive and not fast enough for very intensive
streams of events in modern electronic experiments (up t0.207 —10° events per
second). At the same time the significantly smaller noise level and the higher
reliability, of such.track detectors as maltiwire: and:strip chambers render it

more possible to apply,the principle gcompo_nenir_ mgthod;[;i,‘S, 9] a.nd in partic-.

ular the global methods of track ecognition. We mean here the methods when,
.the view on the basis. of different cnteria.

“all ‘tracks are at once searched on

"“f the closeness of these track points [10, 11, 12]."The main ‘advantage of the
global method is the possibility of parallelism 7. .
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It is necessary to point out here that the theoretical grounds ‘of all above
methods are based on two main assumptrons the 1ndependence and the nor- -

- mal distribution’ of measurement errors. But’ as noted in (13, 14; 15], this is
not valid in ‘the case of dlscrete detectors. The errors o{ measurements are in
fact correlated and thelr distribution is not normal but umform with the ‘width
specified by the wire or strip spacing. As shown in [14] without' a proof “taking '
into account: the drscrete nature of the detector with the help of the Cheby-‘d' )
shev metncs could i improve the accuracy of track parameter reconstruction by ©

- a factor of VN, where N.is the number of measurements. This eva.lua.t1on was

confirmed in [15] on ‘the ba81s of the’ apphca.t1on of the algonthm, suggested‘ :

by authors, to the snnulated tracks. This a.lgonthm ‘Was local in the sense o{

its sequentla.l applylng to’ every ‘track from the given event. This prompts us
to deal with looking for a global algorithm suitable for parallel unplementmg'f

in the frame of the idea of two-stage processing: prefiltering.in the first stage;

which decreases SIgmﬁcantly the 1nformatlon and the event recogmtlon in- thef’_ S

second stage £

eter: 1 - target; 2 - cylindrical
1. proportional chambers; -3
: tillators; 4 - lightguides;.5 - pho-

tomultipliers; 6 - magnet wind-
.ings;.7 - magnet joke; 8 - poles of

magnet; 9.2 electronics. ., . .,

Foate tle

"The ﬁltenng method for tracks in discrete detectors based on the cellular- B
automaton apphcatlon is described below. Results of the successful apphcatmn :

of this method to expenmental data obtained ‘on the ‘spéctrometer ARES (see-
fig."1) dunng the search for the’ forbidden decay ut = etete [20] and the
3 study of the rare decay 7r+ — e"‘yee [2]] are’ g1ven R

Figure 1: The ARES'ﬁspectronr-'w‘_’ e

- scin-

2. Ph}’sms background S

. Let us first con51der some specrﬁc features of the drscrete detectors The setup'

for track detectmg of charged -particles'is a system of several cyllndrlcal mul-
tiwire proportional chambers and a target located in the center. A multiwire

7 proportional” chamber consists of a plane gnd with equldlstant anode wires, . -

which is placed between two parallel planes of grounded ‘cathodes. Every wue’t
is connected w1th its amplifier. The perma.nent posrtlve potential is supported-

on it.. When a charged particle crosses the gnd an electron avalanche appea.rs( ‘

in the chamber gas and causes the negatlve pulse on the nearest wue Because '
the dlstance between the cathode planes is much less than the hnear srze of’,
the\chamber, ‘the problem could be con51dered two¥dm1en51onal i e we can’

‘ "neglect. the bound effect.
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Frgure Replacement of a wire .
cluster by two vertlca.l segments

Flgure ‘2 Equlpotentla.l ].mes
in the multlwue proportlonal "
) chamber ‘ ~ ’

-

Let the wire grid in the proportional chamber be equidistant from the cath-":-
_ode planes. In practice the distance L between the anode and cathode planes -
(=6 mm) is larger than:the step s between wires (z 2 mm), the dlameter dof

‘The considerations below are also va.lld for cylmdnca.l multlwu'e proportlona.l cha.mbersl”,
w1th & big redius, when the curvature effects are negligible.- el



wires is negligibly small (=o0. 02 mm) In this case the electrostatrc potentral‘;’f‘

msrde the cha.mber can be- represented as [18]: -

L 3 q{(27rL/s) - ln[4 smz(wz/s) + 4 smhz(';ry/s)]},

- were q = (Vo/2) (WL/s) —ln(1rd/.<;)]"'1 is the charge of the unlt length of the

wue, V, is the potential, a.pphed to the chamber »
Equrpotentla.l lines in the proportlona.l chamber are shown in ﬁg 2 []9] :

AOne can see that the externa.l equrpotentral lines are in fact parallel at the'
same’ time’ they are concentnc in the nerghborhood of srgna.l wires. If one_r
takes mto account that in the gas there are absorbing addltlons, then one can,
assume that there is some maximum drstance h from the pla.ne of srgnal wrres‘

beyond whrch We can neglect the electron gatherrng
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clusters as.a functron of the angle of track passing. .

S

It is conﬁrmed by ﬁg ‘4. In this ﬁgure the dependence .of -the cluster
width on the angle of the track pass through .the wire chamber for single,
double a.nd triple clusters is shown2. Here the cluster is a continuous group

of hit - Wrres, ‘and a.ngle is counted {rom the vertlcal to the chamber In the

 same ﬁgure the thm line is the cluster drstnbutlon for the model case, when

" the chamber is presented as ‘a cha.m of rectangular cells with the’ mammal\

drstance h'=-3 mm of electron gathenng ‘It is clear that this simple model
is a sa.tlsfa.ctonly good approxrma.tron for. the descnptron of clnster formlng
effects in the proportlonal chamber. SRR -

" Thus every chamber can be represented asa cham of rectangular cells w1th
the hlgh degree of likelihood. Cha.mbers are worlcrng accordmg to the followmg

zR.esults are obtained on the ARES setup f L

s

v 3 Cell'ular autométéf?fﬂ i

" computations.:

prrncrple if a charged partrcle tra,ck hlts the cell ‘then the wire’ works rnsrde
it.” If the track: crosses few adjacent cells in the.chamber, then they ‘all work.
One can note that'if in the chamber few adjacent’ cells' work, then: the track
crosses‘the left side of the lower: cell-and ‘the right- side of the upper one. or

“vice versa (fig. 3) ‘Otherwise it would either not have crossed all the hit cells

or have touched one of missing ones. This is obvious for straight tracks and

L‘a.lmost’ true for ‘cuived ones with’ sufﬁcrently sma.ll curvature We neglect"
‘these possrble errors Then we replace ea,ch group of a.d_]acent hrts by only two ;
» "segments (the correspondmg srdes of two utmost cells in thls cluster)

B e e T

Cellular automata [16] are discrete dynarmc systems whose behavror s com-
pletely determined by local mutual relations of states, of’ these ‘systems.” The
space is a uniform grid, every cell of which conta.ms a’few bits’ ‘of mforma.tlon

Time is going by discrete steps. The evolution law i is descrrbed by the only set
of rules, let .us.say by a table. By. this table every “cell on. ea.ch step can eval-
uate its new-state according to the states of its nerghbors i the appropnate
set of rules is given then this ecasy operational mechanism:is sufﬁcrent for'sup-. .

‘porting the whole hierarchy of structures and events (‘ellula.r automa,ta, give
- us useful modes for many fields in- ‘natural science. . They crea,ted the general

paradigm of parallel. computatrons srmJlar to 'I‘urlng ma,chlnes for sequentlal'f

Quite an’ ‘expressive example of the cellular automaton is J. _H.‘Conway 5

“beautiful game ‘Life’. This game was ‘presented to- wrde pubhc by M. Ga,rdner

in' Scientific Amerzcan [17] and :was very popular in- the’ seventies. The game

~‘Life’ describes the population of stylized organisms 'which evolves with a time
“due to antagonistic tendencies of ‘birth-and death. " The-individual of this
* population is the cell in state 1 and state’0 means the empty space. ‘We can
“speak about living and dead ‘cells. The measure of time gomg on s the cha.nge

of the Life generatlons whrch obeys the followmg rules: Ll ‘

] ‘The cell nerghbors are all hvrng cells loca,ted in. erght surroundlng the

giving:cell. .

B N some cell has less than two nelghbors it dleS due to lonehness If a cell

o has more than three nerghbors it dles due to overpopulatron

3 "If in the vmmrty of an’ empty cell there are three lrvmg cells then anew
'*'ffcell will ‘born. - : S : :



4. All births and deaths occur simultaneously in the' moment of generation
. change. Thus the dying cell can help to bear the,new one but the
new born cell cannot resurrect the dying one. ‘The: death- of one cell,
decreasing the local population. den51ty, cannot prevent the death: of
a.nother one. - .

3

Snch a colony can grow all the time changmg contmuously its conﬁguratlon,

shape and the: number .of cells.. More often, however, the colony becomes

stable, cyclmg the same set of states. The length of the cycleis called the

. colony period. An example of the colony evolution is shown in fig. 5. On the -

left side the numbers of generations are denoted. '
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Now, on the basm‘ of th1s example, we can formulate the general rules for ’

ce]lula.r automata

l_ 1. The cell state is dlscrete (usnally 0 a.nd 1 a.lthough there can be a.utoma.ta. :

w1th a larger. number of states).

2 The number of ne1ghbor cells is restncted often they are the neuest

cells. SRR

\ 43».' The rules. descnbmg the dynamic of the evolution of the cellular a.utoma.-"
ton have usua.lly a simple functional form and depend on the problem"

1o be solved

——

{4, Cellular automaton system is clocked i..e, the ce]l states change 51mul- :
'taneously '

4 Fllter constructlon in the problem of track recog-
nition ‘

Let us try to create such a cellula.r automaton for event ﬁltenng It has to
sort out noisy hlts leavmg only experimental pomts wh1ch belong to tracks.
The task of an a.utomaton is:

¢ to leave cells belongmg to tra,ck as hvmg ones, »

e to restore as newborns the ga.ps on the tra.ck caused by cha.mber lneﬂi-:
, aency, P ' !

s to ehmmate (to make dead) all cells wh1ch correspond to noisy’ counts,

e to d1v1de the rest of living cells into groups, correspondmg to dlﬂ'erent'
track candldates, on the basls of mutual nelghborhood :

From- there, on' the ground’ of cellular a.utoma.ton rules, we ca.n formula.te our

requu‘ements to the constructed automa,ton ,' ) L
First, we 'défine the hvmg cell as the cluster i e. the contlnuous group of ‘

hit wires (see fig. 3). The dea,d cell is the empty one whrch does not contam

" any counts. (remember, noxsy clusters should die in process of the a.utoma.ton

evolntlon) ‘To support the vital capa.clty of broken tracks (because of cha.mber
ma.lfunctlon) it-is necessa.ry to, produce new cells- pha.ntoms whlch should
correspond to clusters in the case of correct chamber workmg The phantom '

,‘cells can also die ‘and be reproduced a.ga.m later but we have to follow "them
~ since ‘only real clusters ca.n a.ppea.r m the ﬁna.l pattern Thus mlour case the'

cell has four states. , SR 5
‘ Secondly, we mfer the rule for nelghbor determlnatlon groundmg on the
dlscrete nature’ of our tmck detectors ‘As shown above the admlss1b1e tra,ck
has to cross the oppomte utmost segments of the cluster cells The method,_
There is the essentla.l:
physrcs constrs,mt ‘the track must leave the ta.rget a,nd rea,ch the la.st cha.mber ‘
Therefore we’ can rega.rd as the nelghbors only those cells lymg 1n adjacent
chambers through whlch one can “draw an admxssrble tra.ck From there we
determine the’ regron of potentu.l nelghbors a.s the reglon whlch 18 swept up m?
ad_]a.cent cha.mbers by ull admxsmble tra.cks EURPRNCTIATEE BRSNS
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‘Figu?re‘6: The birth condition of Figure 7: The crossing of two
. cell-phantom. .- . tracks.. G

Thndly, let ns cons1der the rules of antomaton ‘evolution in order to reject
noise hvmg tracks Flrstly, we_have to restore missing clusters because of
. chamber malfunctron Due to the high’ efﬁcrency of chambers (98 - 99 %)
g double malfunctron of adjacent cha.mbers is in fa.ct 1mpossrble (the proba,blhty
“of. thls ‘case is of order 10‘4) and we can neglect such cases. - Frorn here we can

assume tha.t if there are not nelghbors in the reglon of potentra.l ne)ghbors‘

'then 1t is-a malfunctlon" of the given cha.mber or electromcs Jn-this case it

T necessary ‘to_produce’

: pha,ntom cell whrch 1s a nerghbor of both the cells

porntmg to 1t (see ﬁg 76) Then we ha.ve to destroy n01sy pomts 1. e. pomtsﬁ, .
' havmg too few nelghbors or too many_ of them It i is obvrous the cell lying on - * t

“the smgle tra.ck has’ exa.ctly two nelghbors In the case of three—track events

it'is qurte proba.ble the two tracks are crossmg ' That means. the cell on the
track crossing has four nelghbors (two from both srdes) :The, proba.blhty of
_ three tracks | crossmg in one pomt is neghgrble Thus we ha,ve to destroy cells
*ha.vrng less than two oI more than four nerghbors T he problem of utmost.
cha.mbers ].S a sepa.ra.te one To prevent dymg out of tracks from both ends
itis necessa.ry ‘to set the condrtlona.l cha.mbers w1th ‘numbers 0 and (N + 1) )

*They contain’ nelghbors supportmg all cel.ls in rea.] utmost charnbers

Fourthly, it'is’ useful to separate ‘the buth and death of cells into devferentl_‘
sta.ges The order of thrs sta.ges is essential. If we would ehrmnate noisy pomtsl
in the first stage, then it -could destroy the admissible tracks Thereforn it ls‘v

reasona.ble to fulﬁl the birth in the first stage and the death in the second

P

.10’ the known polynormal of degree 16

_This order is repeated a.t every step of evolutron to provrde survrval of brokenf~
tracks e : :

In:order to sense. the a,utoma.ton arrival i in "the sta.ble or cychc state ‘we
suggest to ca.lcula.te the checksum (CRC) for every generation and stop itera-
tions in the case of checksum equality. In the method CRC (cyclic redunda.ncy ,
check) all bits of an array are considered coeﬂicrents of a bmary polynomla.l
and’ bytes of the checksum are the rema.mder l'rom drvrsron of thls polynomra.l,

5 Track ﬁltermg and results

The cellular a.utomaton has been tested on three-track events observed in the
experlment on the search for the forbidden decay pt — etete™ [20] and the

~study of the rare decay 7+ — etyeete [21]: Only 10 chambers were. used

in this experiment. It means that every track contains on the average 10
expenmenta.l pomts (clusters) :
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A resnlt ol' the cellula.r automa.ton, Wl]lCll was created accordmg to the
above requuements, is shown in ﬁg 8 Crosses denote clusters ehmmated byﬂ
the’ automa.ton as norsy . K

The a,dvanta,ges of the automaton are its srmphcrty and hlgh speed of work
(for exa.mple, one can . replace the procedure of. nerghbor deterrmnatron by“

. loolung up the ta.ble, WlllCll consrdernbly a,ccelera:tes the work) The, executron

trme l'or one step 1s proportrona.l to the cell number one cell hnndhng consrsts



“of loolung up.two tables. These tables contain the 1nformat10n
] a,bout the presence of nelghbors in adja,cent chambers, '

2 about the cell state at the next step according to the evolutlon rules

In ﬁgure 9 the dlstrlbntlon of the number of ﬁltenng steps is shOWn Let us -
pomt ont that the automaton needs minimum two steps in order to. make sure
that its work is ﬁnlshed (checksums commde) About ﬁve steps are. needed on

“the average to finish the automaton work. The curve is decreasmg slowly with

the number of steps because of spiral tracks and ra,ndom gathenng of norsy

points in real events (see the long ‘tail*in'fig. 10)."
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’ rF1gure 10 Drstnbutmn of the,.

- ~-number. of -events according to -

. the nnmber of clusters in event
before the ‘cellular auntomaton

‘and after (thm line).

- number of clusters in the‘group.

'In ﬁgure 10 the dlstnbntmn of the number o{ events a.ccordmg to the num-.
ber of clusters in event is shown (the thin’ lrne shows dlstnbutlon a.{ter the

automaton work) In the original d1str1bnt10n one can see that due to the

preselectlon there a.re no events w1th the number of clnsters less tha.n 30 a.lso, .

the long 1 noisy tail can’ be seen’ ranging up to 100 clnsters per event In the
dlstnbutlon _obtained asa result of automaton working. the picks a.re clea.rlyvf
seen in the regron of one- und two—tra.ck events whlch were left in’ the previ- _
ous: stage of processing as well as three—tra.ck events (10, 20 and" 30 clusters‘i
respectrvely) One can see the cellular a,utoma.ton can reject the noise qurte s
well. Now we' can naturally determine the number of tracks accordrng to the" ‘“

7
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Figure \".]'1:‘ ~DiStribu"tlon§‘;of the -
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number of clusters Besrdes, the a.utoma.ton can’ decrease the volame of data
needed for further processing almost by a factor nf 3 it rejects about 20 per-

~cent of events being non-three-tracks and decreases, almost halves the number :
of expernnental pornts from proportional chambers due to noise rejection.’

- The most important result for. further processing is cells grouping accord:

: mg ‘to.the principle of possible belonging to track: .In ﬁgure 11 there is. the -

d1str1but10n of the number of clusters in the group marked by the a.utoma.ton ‘

_ One can see picks in the region of 10 clusters (one-track group) and 20 clusters”:

(two—tra.cks group). It is obvious’ the local character of the cellular antomaton
(it takes into account the nearest nelghbors only) does not “allow it to sepa-

‘Tate close or crossrng tracks. This’ problem will be solved m; the next stage of .
processmg : ‘ :

' 6 Conclusmn

The method of tra.ck ﬁlterrng described- a.bove is the first a.pphcatlon of cellular

: automata for track data handling in high energy physics, as we know The
) results are quite successful threefold reduction of input 1nformat10n wrth data
' grouprng a.ccordlng to their' belongmg to separate tracks. The excrtmg results :

(even for the anthors themselves) are remarkable hecause they were obtarned
with real data and lift up percentage of useful events whrch srmphﬁes and ,
a.ccelerates consrderably their next recogmtlon o

Accordmg to their nature the cellular automata are the: 1deal ob_]t,cts for

, '-makmg evolution algorlthms parallel. In particular the mrmmal parallelism (at
- least one processor per chamber) increases the speed of calculation by the order -

of magnitude (there are other, reserves). .So the described cellular antomaton '

- for track filtering can be successfully a,pphed in pa,rallel computers ({or example

a transputer {arm) a.nd a.lso in on- hne mode 1f hardware 1mplementa.tlon 1s
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