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publications [1,2,3] the authors were 

on the construction of the diagnosti~s 

design, methods and computer algorithms 

based estimat1on of its 

instrument- to -the reactor operation 

simultaneously with the system . . 
rate parts first, and then following 

0 
for the IBR-2 diagnostics since the end 

before the results presentation, the brief . . ' 
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disk arid undergo the beginning proc~ssing . e. the FFT 

transformation: and statistical analysis. The filtered and 
i 

transformed instant "noise image", together with all images 

processed before, constitute the , objects for J ,the pattern 
I · ·., ) ''; • . ' ' j. · • 

recognition process. ·Each· of the spectral densities is 
. . I 

treated as a point in the N-dimensional Euc~idean space, 
' : ' ' ~ . ' ., ' . .' j . ;' ; : • ' • : ' ': :. ~ ·: ! '. ' . : 

where N · is ·'the · number of frequency channels:. Subsequent 

spe.ctral dens~ty :am~l{t.ud~~<det~r~ine the' poi~tlposltio~. ~s 
shown earlier in [4,5], the changes i.n' reacto~ pperation for 

, . . " : . ·. ' ' ' ·, • ~ , , ' ~ • o , • I . . ~ . 

properl; select~d· k~~ds of ~p,e,· -~~as~~e~ )sig~als .are 

ref 1 ected by the change· of the pattern cre;ated by the 

respective spectral densities- points- in· the N-dimensional .· . . ··. ... . I . 
Euclidean space. • So. that, e.g. two diffeljent reactor 

' . , , I • 

operation states should . be .represented· by two ··. separate 
I 

c 1 usters oe .N-:-dimemsional points.: The. · prodess of the 

clusters extraction~ ,c.lustering~ constitutes t~e main idea 

of our. diagnostics system.· The normal, st~ble reactor · 
. , , I 

operation is characterize~~ u~~al·~y by .the I one . or few 

clusters ... When .the subsequent~ (1n time) pomt. fills mto one 

.~f . t~em, ,· knowing ·~his:, clus~~r characteristifs, one . can 

1mmed1ately,, determme · the ·• mstant·. •·· reactor! . operat1on. 

Otherwise, when, a• new cluster appears,~ tlie anomalous 

operation . of the, reactor can be expected., The c 1 uster 

analysis and .features selection procedures hel~ an operator 
. . I 

to examine the reason of an anomalous ·reactor oyeration. 

However, -the .long term degradations may [disturb the 

clusters structure in different :ways' • so that ~orne of them 
. . . I 

may be invisible, for a single clustering inethod, especially . . l . 

when well . established .. numerous ·cluster . att~acts single 

"abnorma~!', points ot,. an .incipient degradation. I An approach 

to the detection of both. tJ:te.:..P.b~upt .. and~slow degradations of .... ,_, . .., .... ~.--~ ~-- ' . 

~ !';;,, :_, :;~'· ·i:~;/~i{." .. ~ .. :;:· ~ 
~ . • ......... Aii:Jn, •• ,t •• , \ 
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the reactor
1 
operation are exempli.fied in the: ~ext sections 

of this paper. 

Main characteristics of the IBR-2 reactor and its diagnostics 

- . . . . 
The system briefly described above ·is applied to the 

IBR-2 pulsed reactor (Dubna USSR) diagnostics. The IBR-2 

reactor is· used as a pulsed neutr'on .~ource' .for pe~forming 
the physical investigations on the neutron beams. Its main · 

characteristics· are as follows:· 

• average power regime: 

• maximum pulse power:. 

• frequency of reactor pulses: 

• reactivity modulator: 

2_MW, 

1500 MW, 
1'. ( 

''' -. 5 Hz, 

. ;~; :..:.· two moving 

reflectors: • the 'main: \ ( OPO) 

and additional one (DPO). 

The· pulse energy. (reactivity) is the mos~··· gEmeral 

reactor l?arameter. ·Its fluctuations· are meas'ured 'hrmeans of 

the vacuum and ionization fission chambers.placed mainly in 

the center of the reactor core and on the neutron beam. 'The 

signals are transmitted by means of the respective CAMAC 

blocks. The statistical error•of the power spectral density 

(PSD) for the measured time series length equal to 8192 and 

256-points PSD discrete· channels, is estimated at 13%. As 

the samplingfrequency of the pulse signals'is given by the 

reactor pulse frequency (i.e. 5Hz) the reactor control 

period must be. not less than 30 minutes, and ·the· width of 

PSD discrete channels ,0,01 Hz. ·The control· period and 

statistical PSD characteristics.turn out to be';. the. optimal 

o~es to obtain appropriat'e results ·for the·· following 
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c 1 usters . ana lys i's. The regime. of the 1 ong term r;eactor 

oper..:ation is periodical one i.e. in the single eye e it 

works non- stop two weeks then waits one week with zero 

power. 

In the applied 

al~orithms are used. 
I.:-. ~ . 

diagnostics 

The ..• first 

system· . ~wo c i ust'ering 

one, namely the· mutual 

nearest neighborhood hierarchical agglomeration method 
'~ · ' • I ' ' , \. , 1 :.• , ' • • 

(MNN), was described first by Gowda and Krishna' in [6]. The 

second · one;'·· the • ISODATA .· · n·on-hierarchical clustering 

algorithm is presented by !o~.and Gonzalez in [4]. Both of 

them were used independently in. the. IBR-2 diagnostics 
c : , , ,< • • ~ , • I \ 

[2,3,5]. The required bumber of .c~usters ,for .the incipient 

degradations, detection can not be ·strictly determined ~sing 

some of· the · we 11 :known'." criteria, ·· be~ause thk information 

. about their. appearari6e' ~a/ be h.'idd~n; ih' 'the ea~ly ·stage of 
1 ,: ,, , , ': ,, ,> • ,1' , ·, 1•' •• , ·, 

clusters agglomeration process. The 'reasonable interval i.e. 
• •'' 1. ·" .• ·-- •. , .• ), •• "'''. ;'"''• ', • .,, 

3-10 clusters are examined in this paper in accordance with 

the noises level which is considered, and. the
11 

authors 
1. 

experience. 

The collected M=182 PSDs,: 'which. constitute tlie data 

objects (N=256 dimensional :points)· for the pattern 

recognition· processing, cover. the reactor. operation time 
< 't'" .. ' ' ,. . 

period . from the end of ·t987 to ~he beginning of 1991 i.e. 

the r·eactor operation per:iod with th~ P0-2 version of the 

moving reflector. The region 1 in Fig.1 shows the power 
' ' • ' ~ ,· 1 - < ' 

fluctuations -the average power standard deviations- and the 

MNN-clu~terfng time diagram duri~;g this period. The 

clustering tim~ diagram' prese~ts the cluster number each . . . . . . 
. subsequent -in time-· PSDs be-long· to. The last spectra· 

[183-199] (region 2) refer to the. reactor operation with 

aJ~tificial disturbances. Their role wi 11 be explained in the 

5 
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· with 1:he P0-2 moving, reflector version: ·.The ·region i 1 
represents the normal reador, operation. and ·,the region :2 
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refers to the reactor operation with artificially introduced 
: ,·' \ ' ! ; i ; . • ' - ~ -' '. > ; • • ; • 1 

reactivity disturbances. 
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next section. As shown in Fig.l, during stabili~ation period 

("'<6 : months) the. subsequent PSDs fall into: small · (in 

• quantity),,four "transiti~n" clusters. This parf of· diagram 

reflects. the. stabilization. period of the reactor noises 

after> altering the, moving reflector version fr~J the PO-l to 
the:Po-2 one .. The chister:No.7 in which •almosti.·all fdrther 

.points fall to,··, represents. the roughly stJb~ reactor 
. . -- I 

operation regime. What·. ·is ' the meaning of.· these two 

.underlined terms? 

.:As is. shown in Fig.l, ·the iMNN-clustering time diagram 

reflects · the · · changes :of :the IBR-2 · reJctor power 

fluctuations; The 'main . difference is :.• that· the ·former 

extracts : more ·distinctly· both · the.<\ subsequbnt reactor 

transition states ··and .. · the· moment·' of' · stabilization. 
I 

Additionally, the new clusters in' the disturbances region 

(regiori 2 in Fig.l)~.·are apparent foo.··The violahons of the 

stable operating regim~, which are represe~ted ;by the 

clusters: '.:5th . and· 6th\ ·appearance in Fig.l, imd · their 

disappearance ,.for· the l!iss detailed ;c.lusteringl represented 

by -the·.tinie diagram in Fig.2 (thick line),. signal· that a 
. . I ·. . 

"subtle" .. structure• of the' stable 7th' cluster· (or 3rd _one 'in 
t 

Fig, 2) exists. . · , 

The .clustering time diagram 

,algorithm • (Fig.2) shows' niore 

algorithm,· the. substructure :of. 

stable regime• of' the, reactor 

obt.ained' usingj the ISODATA 

distinctly than 'the MNN . . . . I 
the -so ·· call:ed- roughly 

I . . 
operation~ The · Niemann 

I 

·· nonli~ear transformation [7] of . the '256-dimen~io~al space 
. . . . . . . I . 

into two-dimensional one, lets·one to observe in Fig.3 the 
I 

main,fe~tures of.the cluste~~ st~ctu~e _with thf respective 

cluster1ng ·results. The •solld hne d1v1des th1s· structure 

into . the, two· parts ST-A arid ·ST..;.B respecti:..rel~. The • ST-A 
/ 
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I 
represents the, stabilization period of the reactor noises 

with the new moving reflector: : ver.sion.: · Two tendencies 

(clusters; 1 and '.2 in Fig.3) invisible: for the •· ISODATA 

algorithm' (see Fig.2) are extracted hi the MNN method:'( On 

the other.hand, theST-B shows.the clusters.representing the 

last two years operation period -of the ~BR-2-reactor. Unlike 

the former. one,_: 'this str~cture ·is more compact'. and 

spherical, that conf.irms the correctness of :.treating.· it as 

roughly stable. However, the substructure ~f the ;_third 

·cluster (_3a and .• 3b in .Fig.3) revealed by .... the ISODATA 

algorithm and· degradation disturbances represented by the 

4th and 5th clusters ·require more .:detailed examination in 

order to determine both the ·reasons 'of. such a behavior. and 

their influence on the reactor operation. 

Degradation diagnostics of the. IBR-2 reactor• 

Two ·kinds of the reacto~ . operatimL degradations are 

examined ~n. this .. paper· :using. the pattern recognition 

diagnostics. system. The. first onerefers·to the .case when.a 

floating reactor long time trend undergoes the abrupt change 

or a new trend appears. The second kind, concerns' 'the trerid 

of its. own· i.e i ·~hen, cOnt'inuous • and slow·. trend· reflects the 

reactor operation degradation. :.Both: the first, and the :second 

kinds of degradations are examined· splitting the: full PSD 

freque~cy interval [0,2.5]H_z or. [1.256] frequency channels, 

into three ones: (see Fig.4). The: spectral densities 'ii1 .each 

of .them reflects the main .sources of power fluctuations .. The 

low frequ~ncy interval.-·[O.Ol,0.78]Hz- (or [1,80] frequency 

channel number interval) :cori-esponds, .to the cooling flow 
' < ,. 

/noises, .the follo~ing [0.78,1.65]Hz:to.the,moving reflectors 
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supporting construction vibrations, and in the last one the· 

narrow peak [1. 7, 1. 8] Hz r,eflects the moving reflectors 

vibrations. The PSDs in each of. these frequency windows 

under·go pattern recognition processing separately. 

Il1 . order to cxempl ify the first . kind ·of degradations· 

n~cognition, the new. trend to th~ •normal reactor 'operat'ion 
,. .o. ; '>. . ~ . • j ' 

was introduced by artificial reactivity' modulation i_using the 

rod bf the power automatic regulatimi". The ·three groups of 

rti s hirlJ;-mces with various respecti v'e modulation ':frequencies . . 
were introduced. The modulation frequencies are selected in 

,. •• ¥.. ~ ~ --·~ ~ 

such rt way that their cqntributiops to the PSDs are being 

revealed close to the wide peak; in .the. region 1. in Fig.4 

([1,80] frequency channel number interval). Additionally, 

the reactivity fluctuations in each of the·group ranged from 

1. 6. 10- 6 up 'to' 1. 7 >10:.. 5 fl k/k of thei power pulse energy e.g. 
' ; ,' : ~ . ; ' . .. : ., l < l ' . : ~ . < 

2-20; per cents of its average. As :the time diagrams show 
' . . : ' : . . ' . 

(see Fig.5), both for the low frequehcy PSDs MNN- clustering· 
• l :>· . ./" 

and the full interval PSD~ Mtm-' clu'stering, the new cl~sters 
~. ; : ' ~ ~ ' 

appet\riliJCe i signa led in' the [183-:1 99] subsequent spectra 

number interval. ! ., 
'· 

. As is showrt in Fig. 2,; the abrupt degradations are 

reve~ded by the less det'~il~d· MNN clustering Le. w~1el1 the 

1 esser number of c:l u:st-erL: i~ .adsume~. It evidences that the 

introduced disturbimces ' are .' w~ 11 recognized by: the MNN 

. clustering method. On -the, other hand' it seems to be strange 
• ·, ••• ' • ' ; ' 1 ~ • ' 

that the ISODATA algorithm did not recognize -apart from the 

most ~xtreme one..:. ~ny others', even relatively significant 

disturbances. Tlie expl~natfo.n lie~ in the basic ide~ of the 

ISODATA algor)thni, where the agglomeration:. process is 

pet·for-nJed concerning the established, average , . c 1 uster 

cerrtcrl'. Such an npproach enforces spherical shape of a 

9 
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lo~,,f~equencyr ,([1;80]) ,disturbarH~es : .. influence,. on; the 
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8th;9th;10th;clusters, appearance and. the. part~al Influence. 

of .:the medium[,~frequencies .. dishirbances: .(belo~ging to. the. 

[81; 170]; ;;interval)' .on th~ cluster.·:7 substruct~re existence/ 
{ . ' .: . . ' 

(reflecting.by·the 5th and; 6th clusters);· are,:~hown. ·A slow• 
.l • ;o ' ' ' 

degradation· in the medium, frequencieS:WindO~ ds 1 ShOWn' at: the 

end of .therconsid~red ~eactor operation.period ~theclusters 
. . . . I 

5 .and .'6' ·'appearance,: ;for':the . [81;,..170] :.i*tervaJ time 

diagram). ,.~ 
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cluster, attracting other,·· close.~ small dusters arid points. 

As is shown in Fig. 4, which represents the center of the 

cluster No.3 (see Fig.,2 and Fig.3), the greatest standard 

,deviations in · subseque~t frequency channels are in the 

interval 2 .. The average contribution of this region to the 
' ' \ ' ' 

Euclidean :dist~nce between. 256-aimensional points i~ about 

70 per cents·, whereas the remaining ones 15 'per cents 'ea~h. 
' . .,J . • :. . 

As this frequency region mainly, determines the' size of .the 

cluster and its center position,' all disturbances in the qow 

. frequency windOWI ieVen this large ones 1 tur~ out to be 

invisible for the ISODATA algorithm. The Niemann mapping of 

pattern transformation (see Fig.3) gives _the bett~r: results, 

• distinguishing the· d~gradations::iri th~ for~ of,;two 'Clusters 

4 and 5 respectively,. however~ pladng:them :very close to the 

cluster 3b. 

As is shown in Figs .1, 2, 3, 5, apart from the abrupt 

degradations caused by the reactivity modu·l atio~1 in· the 1 ow 

frequency region, 'recognizeq' as separate new' .clusters' at the 

end of the clustE~ring time diagram, additi'orial substructure 

of .:the'. 3rd (inj Figs.2,3)" cluster· exists. The'' ISODATA 

c 1 ustering .. time diagram ·.for itJ:ie medium·' frequency 'inter~al · 

(interval 2 in Fi'g.4) presented· in' Fig . .S. shows:Jthc\i::~ithe 

fluctuations in just· this interval a~e' responsible' 1for: the 

substructure appearance·.; ·It; shows' also, '· thaf :after· . . 

relatively stable: ·Operation per~od, represented' by ·the 

altern?tel:y occupied 3rd and: 4th i el usters; the new c1 usters 

5th and 6th have appeared recently .. The centers of these 

. clusters shown in Fig.6 are quite different than the 

previous ones. The . peaks are sharper and higher in 

amplitude.· They evidence the resonance-like behavior caused 

by th.e moving reflector supporting device and jacket . 
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1st ;:2iid.. and 3rd the stabilization period at the beginni,ng of . 

the r.~aCtor operation with the. new moving reflector versio~; 
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vibrations. Because this anomalous effect initiates the 

fluctuations of 'reactivity on a 10- 6 ak/k level, up to now 

it · does not require immediate intervention. Hov:~,ver, the 

bonds loose both for the jacket and supporting·device ~f the 

moving reflectors will be.strictly controlled. . 

The last· time diagram depicted in Fig.5 shows the 

cfustering results in the [1.-?,l.B]Hz frequency, window (or 
• . . . ,.J , .... ' 

[175,185] ·frequency chalmel. number interval). It embraces 

_,,. :the' frequency -interva 1 'of . the , narrow . peak : appearance 

reflecting the moving reflectors· vibrations .. The ··Niemann 
' ·-' ' • '. ·.• ·.- . J .! 

mapping of patterns transformation allows'one to:observe in 
• - "' -. •• » ... •• ·- ···-· - •}, j 

Fig; 7 the· respective c f\lster structure. 'transformed ·into two 

dimensional sp~c~. ~fter .. s~abilization:period.represented· by 
•• ~-.•" • ' ' ' . ' _, v. • .- ' ' ~ .,, ' 

the .. "oblate" clusters 1 and· ,3, the well·: established, 

numerous and "spheric" clusters 5' and '6' appeared~·· The 

centers of these. clusters occupied alternately during last 

two years (see. Fig. B) are shifted in respect to<each .other 

by the 'one channel.· This effect is· rather small 'one and ·is 

estimated at 10..: 7 -10l 6 ~k/k of reactivity fluctuations. Such 

fluctuat.ions may be caused by the minute (10- 3 ~rri.·) ·moving 

reflectors mutual location changes at the. subsequent reactor · 

cycle start. 

Discussion and conclusions 

\ 

In the system, whfch th~ authors used for th'e IBR-2 

nuclear· reactor diagnostics, two clustering algorithnls are 

built-in for two sorts ·of expected reactor degradations. As 
- ' • ' • ':. 1 ,,, • ' ~. \ •' f- . -. . -' ' 

the results presented:in the previoussections show; the MNN 

algo~ithm properiy sele~ts th~ £\h~upt tredd ch~ng~s .in the 

>reactor _.operation. ~This faC?t.·. i.a1 apparent ~espec'ially for 

14 
; 

\ 
stabilization period of the IBR-2 reactor and fbr.the period 

, ' 

of artificial disturbances introduced by th~ -. reactivity 
' I 

modulation, ·reflected by the long, wide clusters 1, 2 and 4,5 
' . : - I 

in Fig.3; respectively. This advantage results fromthe idea 
. I ' . 

of clusters agglomeration performed by the MNNjhierarchica1 
. I ' ) 

algorithm i.e. the appurtenance of ,a single .point or a small 

cluster to. the'. bigger. one,.· is. determined· by I the nearest 
. I 

neighbors ·of a point which is just considered~ \That is why; 

the clusters selected by the MNN • clustering ~ay take the 

forms· of. chains\ (clusters: 1 and 2 'in Fig.3' orl 3 •· iri Fig.7) 

reflecting some i >operation ;trends. The··. algor}thm' control 

parameters·. as the·. cut.:..off • radius 'and/or the n~ber ·of the 

nearest neighbors taken •. into consideration·, d~termines the 

·level ·.of different-trends extraction. However>• the· advantage 
, ' . .:, . . , , I 

of selecting chain-like structures. appears. to. •be the 

disadvantage. for the detection of: • both i the , degradations · 

causing, th~- deformations _of the well: establis~ed, numei·ous 

cluster and the' internal substrticture• of- such a chister. As 
. . . . , ·' , . . I . 

is shown .in: the 'previous sections,• such· feature~ of clusters 
. . . I 

. strucbu:e .are. partly ·:or :completely' 'invisible j by the MNN 

o.lgorithm. For;the:ISODATA algorithm unlike the!MNN one, the . . I 
. clusters aggl9meration .. process is determined. rrther by the 

global ·clusters· .·str.ucture than .'·by the. loqal (nearest 

neighbors) . one, · and ' the pattern recognition. ~ubj ects are 

rather the<clusters.of their own~ than the·sepctrate points. 

Because,· the agglomeration process is performe~ due to· the 

clusters. centers with~. determined separation between . them, 
• I 

and the . assumed ·size of the clusters, ·it tnforces the 

spherical shape of clusters. Therefore, each dfjformation of 

this cluster .. shape or its grow in size is refl:ected by the 
, , I . .. . 

cluster partition .. This fact is ·exemplified· in 1Fig.3, where 
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the ISODATA clustering reveals the substructure of the 
' 

cluster 3rd (subclusters 3a and 3b) .. The detection •both of 

the reason of. this substructure·· appearance and th~, small 
' ' 

degradation in • the [81, 170] frequ~i1cy ; •· cl~anne 1' . number 

interval (interval .2 in Fig.4),. shows 'the ISODATA-clustering . . 
advantages .. However,·.· as is pointed above, . in order, to 

preserve the spherical. structure,;. the'. numerbus clusters 

attract the .smalfer ·ones placed •close to them~ For example,· 

the Fig. 3 depicts' . that the different c1 ~sters c:l a~d 2 are 

classified by. the ISODATA' as. a s.ingle one: (see Fig~2), and 

the ·clusters 4 'and 5, '.reflecti,ng significant' re'activity 

·fluctuations, are classified to the. cluster. 31~. 'Summadz i ug, 

we can conclude that the MNN and·ISODATA' clustering methods 

supplement each' other,' .and, for the degradatimlidiagn~~tics 
they should be . used.: concurrently~ . 

Splittin~ •the PSDs• data into 'the' thre~; frequehcy 

windows ' responsible for ' various sources of .. r~activity' 

f1 uctuations, · and · c b.istering .them separately, per~ its the 

authors to increase the sy~tem sensitivity·· by. the: 6rder · uf. 

magnitude •. For the fulL PSD :frequency' ihfe~,_;.al. processing, 

the reactivity flucttiations: at 'a 10- 6 .:.:1()-;!5,· Akfk level· are 

distinguishable, while for' the· separate. frequency .windows 

the 10-,7 -10-;: 6 Ak/k degradations are apparent. It is,~orth to 

'emphasize that .such a splitting is indispensable, • .. when some 

PSD frequency window contribution ·.to the:: Euclidean' •metri cs 

is considerably higher than the. other· ones. , , ... 

In order· to . examine . more · carefully ' the. degradation 

processes, the authors propose the .mapping. of. patterns 

transformations application. Th~ •transformati'on .of the 

N-dimensional' pattern to the two"or'three dimensional ones, 

makes it 
observe 

possible to .visualize the clusters' structure anrl 
their changes during the reactor operation .. 

. '· 16 

Although; the two (or three) dimensional patterns show : 

disturbed- .in comparison with the N-dimensional ones-· 

clusters structure, the pictures like Fig:3 and Fig. 7 give 

impressively. correct results. The pattern recognition 

diagnostics system used by the authors has built-in , two 

principally different mapping of pattern methods (1] : the 

Karhunen- Lo'eve and Niem~nn techniques. The diagnostics 

system enable one ·to' combine both of them, and observe the 

resulting th~ee (or two) dimension~! clustering structures 

[3] . 

The positive effect of the degradations detection in 

some complex device operation (n6t oniy th~ n~clear reactor) 

at their very beginning stage depends on the proper 

selection' ·of both the_ information source (data measured) and 

the method of its processing.· The former requires the 

knowledge,•where'such degradations may'be expected, and the 

latter, what kind of. degradations are ·· anticipated. · Just 
' ! .. '' . ' . <• 

these rules should be'taken into account in construction of 

any reliable 'nuclear reactor diagnostics system. 
12 
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n3B~Hen B., nenenb~B ~.H., K~TOBCK~~ ~­
noAXOA K A~arHOCT~Ke AerpaAa4~~ RAepHoro 
OCHOBaHHbl~ Ha MeTOAaX pacna3HaBaHI;1_R o6pa: 

0CHOBHaR 4enb pa60T~ COCTORna B 06C) 
H~R MeTOAOB pacnaJHaBaH~R o6pa30B B JaAa' 
Tapa H6P-2. 06cyltiAaeTCR ponb "npae~nbHorc 
o6paJoB ~ anrop~TMoe KnacTep~Ja4~~- AHan~ 
np~MeHeH~R ABYX OCHOBHbiX nOAXOAOB .K Knacl 
H~~ paJn~YHbiX ~JMeHeH~~ · AerpaAa4~0HHoro 1 
B np04ecce era 3KCnnyaTa4~~- neTanbHO pac 
H~e cna6biX AerpaAa4~0HH~x VIJMeHeH~~ B pe< 
c noMOiljbiO OTAenbHbiX npo4eAYP KnacTep1113a4~ 

HeHVI!lX CKp~Ta B MaCCVIBe npeAbiAYill~X AaHHb 
pOB. 0TMe'leHa He06XOA~MOCTb ~CnOnbJOBaHVI~ 
ABYX AOnonH!liOilj~X. APYf Apyra MeTOAOB Knac· 

Pa6oTa B~nOnHeHa B fla6opaTop~V1 He~l 

llpenpHHT 06"Le):UllieHHOI'O HHCTIITyTa HAer 

Dzwinel W., Pepyolyshev Yu.N., Kitowski ~ 
Pattern·Recognition Approach to Oegradati 
Diagnostic.of Nuclear Reactor · . / 

The main goal of this paper is to ~ 
in the ~attern recognition methods utili2 
pulsed nuclear reactor (Dubna, USSR). The 
of the pattern recognition techniques anc 
degradation diagnostics of the nuclear re 
and disadvantages of the two clustering a 
mutually supplemental role is emphasizec 
degradation is invisible by a single clu~ 
about it is hidden in the early stage of 
in the cluster shape.· 

The investigation hai been performe 
Physics, JINR: 
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