


1.Introduction

Noise and vibration analysis appears to be a valuable
tool* for non-destructive nuclear reactor condition
monitoring [1,2]. It enables early fault detection and
gives the opportunity to avoid abnormai operation . and
accidental situations. However, three dimensional
(frequency, amplitude, time) noise patterns analysis gets
very complicated. On the one hand, the bulk of information
is useful for deep investigations, but on the other, the
vast of them is unessential, disturbing and deilaying the
proper reaction of an operator to the reactor operation
changes. To make the efficient and convenient tool for an
operator the software system should enable the proper
signal processing speed, its handling must be as easy as
possible and the maximum information should be monitoring
in the form of coniprehensive patterns, relativély simple to
. analyze to perform suitable action. Pattern recognition

techniques for noise analysis gives such an opportunity.
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The pioneering proposition of clustering application for a
reactor control are presented in. [3,4] and still have been
used and developed (e.g. {5,6]). The reliability of such an
approach depends mainly on the proper choice of clustering
algorithm.

In this paper some of pattern recognition methods for °

reactor operative diagﬁostics _are recommended and the
softwére system based on them is presented. In the last but
not %he least chapter, the information obtained by an
operafor is exemplified. The conclusions are reported at

the end of the paper.

2.Diagnostics system description

The IBR-2 diagnostics system consists of two tightly
coupled - parts. The first one, fully automated, 1is
responsible for data acquisition and preprocessing. It .is
represented. by two minicomputers SM 1300.01 equipped with
CAMAC-standard and IBM PC/386, connected by the RS-232, and
software - responsible for statistics‘computations and FFT
transformation,: which- transforms the fluctuations of the
power pulsed energy and positions vibrations of moving
reflectors, i.e. the main (OPO) and the additional ones
(DPO), -into the. corresponding spectral densities- PSD and
RMSs, respectively. As earlier investigations of random
processes [7,8] taking place in the reactor core show . that
the character of spectral densities of energy pulse
fluctuations is tightly coupled with the current reactbr

state, their combination may be considered as a noise image

of the reactor. The subsequent noise images, where an
instant noise image is added to a host of images registered
well before, determine -the dynamic changes of the reactor
state. '

The second part of diagnostics system comprises
software for data processing, which is based on clustering
techniques and may be fully controlled by the user. Each of
PSDs and RMSs, porresﬁonding'to the instant measuremént of
a respective reactor parameter may be represented as a
point in M-dimensional Euclidean space (for our purposes
M=257), where each of its subsequent coordinates is equal
to the value of the spectral density amplitude for a
subsequent discrete value of frequency. Clustering methods
allow one to reveal the M-dimensional structures
constituted by all the points, which are continually
recorded. The tendencies of changes in  various
characteristics of clusters i.e. an abrupt change in the
position of an instant cluster center, a change in its
shape or initiation of a new cluster, give information on
the reactor anomalous operation.

In Fig.1 the software system for nuclear reactor
diagnostics is shown. The backbone of the system i.e. the
clustering and mapping of patterns algorithms (the MNN and
PRR, respectively) and the way of monitoring results and

visualization, are described briefly in the next chapters.

3.Clustering method

A proper selection of the clustering method should be



the first stage to design a reliable tool for reactor
diagﬂostics. The clustering techniques can be divided onto
two main groups [9}: the hierarchical and non-hierarchical
ones. The clustering algorithm ISODATA was the first
applied to the reactor control [3,4} and is exploited up to
now (e.g. [5,6]). It  TDbelongs to the family of
non-hierarchical clustering algorithms. However, the
algorithm ISODATA has several deficiencies which obliged
oneto look for a better method i.e.:

e it gives adequate results rather for static fhan dynamic
systems and néeds several parameters, which must be fitted
to various operation conditions,

. considering the "rigid" clusters structure the new
cluster initiation may be delayed,

e for more sophisticated clusters structures it gives wrong
results [6,10]. .

The hierarchical algorithm, slightly modified in
comparison with the mutual nearest neighborhood method
(MNN) presented in [10}, is recommended here and described
briefly.

Let us assume that N spectral densities are considered
and each of them can be represented by ‘a point X; in M
dimensional Euclidean space w, i.e.:

x_i = (;)v dim w =M Xx. = (x
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and i=1,2,.--1N-

Two kinds of distances between these points are defined.
The first one:

.sl.j = (xl. - Xj)T (xl. - xj) (2)

is the square of the classical Euclidean distance. Whereas,

the second is defined as follows:

mnvij = L.(j) + L.(i), (3)

where L. (J) means the position of the point in the list

of k, ne1ghbors of the X point, wh1ch is constructed in
) :

accordance with the increa51ng S im distance, where m is the

neighboring point number provided that:

s. <R . (4)

im cut . .
As the number of the nearest neighbors ki performing
condition (4) is different for each point i, the maximum

mnv distance is less or equal to:

mnv = max{k.} + max{ {k.} - {max{kj}} } (5)
MAX i 1 i 1 i

and we can concludeythat:

i, js . ' (6)
Vi, Jj; 2 = mnvij < mnvMAx

The'agglomeratlve procedure commences with the situation,

where each point belongs to the one out of N separate and
one-element clusters. The agglomeratlop of them is

performed sequentialiyvin éccbrdénce>with the increasing
mnv distance. For 'the {i,j} pairs of points with equal mnv
distances, an agglomerative procedure is performed; but now‘
in accordance with the increasing sij distance. The process
is continued until all the pairs with the maximum mnv
values will be ‘considered. The final clusters number K

depends on R (cut-off radius) only. To obtain the

cut .
reasonable number of clusters, Rcut must Dbe f1tted once
e.g. at the beginning stage of a diagnostics process, and

may be corrected, if necessary. In the original MNN method



[10] the number of neighbors & for each point ‘are
equivalent and must be given a priori.. Agglomerative
process is finished, when all the points form the single
cluster or a ;rigid" number of clusters specified earlier.
The procedure recommended here gives the "soft“ stop
condition and the number of clusters may vary in time.
Moreover, Rcut determines the minimal Separation between
clusters. _

In comparison with the computational efficiency order
0(NM) for the algorithm presented in [10], the proposed
version is the O(N) order, assuming that for both of them
the distances table D=[Sjj] is computed and stored only
once,  at the start of the system and is supplemented
continually during operation. Using the linked-lists
concept [11] additional memory savings are obtained. These

properties enable the system implementation to use

non-sophisticated, standard, table- standing personal'

computers, that alleviate the system handling and
contributes to costs savings. Additionally, the method
presented here enables one to recognize the sophisticated
clusters structure e.g. branched, spherical, "bridged" and
others [10}, and lets one to follow the ciusters formation

process.

4.Clusters analysis and visualization algorithms

The information on the points distribution among
clusters is very valuable. The single cluster comprises the

points, which are close together or form a specific shape,

due to some “similarity measure" (the Euclidean distance in :
this paper). It may be assumed that all the points whlch;lv
belong to the same cluster refer to the same physical statef
of a reactor. They determine the global character1st1csro§;
a single cluster. If the subsequent point (which representsl

the subsequent measurement) falls to some of the ex1st1ng'

clusters, the actual operational characteristics can bef

determined 1mmed1atelv. Else, i.e. a new cluster is formed
additional studies are needed. However, each new p01nt 1s'
carrying a new. information, which changes more or less a
cluster shape and its . characteristics. Such a strdcturai
change may appear for anomalous operation as well. So that,
not only the cluster occupation but the information on the
clusters structures and their.characteristics appear to. be
valid. As the great dimension of o space,‘their direct
observation is impossible, that involves other methods for
cluster analys1s and visualization. v ‘

To determine the most informative frequencies, several
principal components analysis algorithms are widely used
[4). Two of thém can be invoked"optionally in the
diagnostics system presented here. They are based on a
minimal entropy method and apart from.frequencies analysis,
they can be used for the decreasing of pattern dimenSion:‘
An operator can obtain the information, which group of
frequencies is responsible for,clustefing mainly i.e. which
group reflects the reactor operation changes. The
appearance of the new informative frequencies may -signal
the’.anomalous reactor operatlon and - must ‘be carefully
examined. For each cluster the 1nformat10n concernlng its

representation and compactness is ava1lab1e. The distances



between the clusters centers, an average distance between
spectra and a cluster center and avérage standard deviation
of distances between spectra and a cluster center, can be
computed. The time characteristic shows the cluster number
each subsequent spectral density belongs to.
The cluster analysis entities presented above, gives
- rather poor information about +the clusters structural
changes. To observe them directly the mapping of patterns
methods seem to be attractive. The PRR program, which
constitutes +the second part of the software system
comprises threeAalgorithms‘trahsforming the M-dimensional
Euclidean space 1into two-dimensional. The first ‘one
represents the linear Karhunen -Loeve transformation. As is
shown in [12], it rather poorly preserves a real clusters
structure, especially for the sbphisticated clusters shapes
and the great space dimensiqn. The non-linear mapping of
patterns technique presented by Niemann in [12] is a better
one.

Let us assume that ¢’ is an Euclidean space and:
dim o’'= M, M< M. : 7)
The points in M -dimensional space can be represented as

follows:

o= X’ 9 X g
Xi ( irti2

To preserve approximately the M-dimensional clusters

XKippde (8)

structure, (especially the interpoint distances). in the
M -<dimensional space, the <98={x3:(i=1,2,...,AD} must

perform the following condition [12]:

E((OyQ’) = min E(w,(o’)y ' (9)
(¢] w:
where: " ,
2 2
Blow?) = Z (s k= S5 /-Z S jk 10
kkj k<j )
and N j-1
D)
K< § j=2 k=1

Niemann in [12] presents the iterative and deterministic
technique for a minimum (9) finding. This method- slightly
improved- 1is implemented in the diagnostics system.
However, the Niemann algoqithm. is not able to find the
global minimum of (10), but rather a local one. The
simulated annealing method [13] which may be optionally
invoked should enable one to find global minimum not only
for (10) but for other criterion function as wgll;rAs this
method is very time consuming, authors recommend to épply
it rather for long time ‘inVestigations. Up to now, the
improved Niemann algorithm seems to be sufficient for IBR-2

operation monitoring.

5.Monitoring and visualization

The prograﬁs mentioned above are written in the
FORTRAN' 77 and OLYMPUS standard. The system has been
developed on 1BM PC/386 (387, 20MHz, 1MB) clone. Two work
regimes are available. The first one- "suppressed"- 1is

intended to monitoring reactor operation. It uses a ‘set of



the‘fastest procedures of the software system, is fully
automated and needs the limited operator action only. On
the EQA display the main information is shown, which may be
immediately analyzed by an operator. The second one
-"extended"- is destined for long term investigations.
Then, all the system possibilities can be used. Some of
them are scheduled below.

. The row spectral densities and all the statistical
inforﬁation stored on the data base may be displayed.

s Two clustering methods may be optionally invoked i.e. the
ISODATA algorithm and MNN méfhod.

e The clusters agglomeration may be traced and interrupted
at the optionally chosen stage.

e The optional "window" of frequencies and optional data
sample may be considered.

e Two principal component analysis methods are available.

e Coordinates clustering is possible if necessary.

e Three mapping of pattérns methods may be optionally
invoked and optional combination of them is possible.

e Three dimensional patterns may be obtained.

e Apart from EGA display, the line printer and plotter'may
be used as graphiéal output. '

The system has been developed at the IBR-2 reactor and
its use in "suppressed" version is exemplified below. The
subsequent PSDs are considered as images of the reactor
states (with a new moving reflector) from the .beginning of
December 1987 to ‘January 1990. Instant méasurements are
added to the host of imégés registered well before. If they
are corréct, the programs MNN and then PRR are invoked. The

results of computations are stored on the hard disk. After
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Fig.1 The diagnostics software system

the response on the first  prompt, the global
characteristics of the clusters structure are displayed
(see Fig.2). The positive response on the second prompt
gives "the possibility to show the internal clusters
characteristics. In Fig.3 the information on e.g. the fifth
cluster‘is gathered. An operator can observe the clusters
centers and detect their changes. In Fig.4 the result of
visualization using Niemann

clusters technique - is
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Fig.4 The clusters structure visualization. The

two-dimensional pattern obtained .on operator display. The

points of fifth cluster are signed by rectangles. The.

substructure of fhe sixth cluster is visible. The cluster

numbers are marked by hand.
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presented. It reflects the clusters structure correctly,
and gives additional inﬁormation on the substructure of the
sixth cluster, which is not detected by the clustering
procedure. The tendencies of reactor operation changes are
visualized and may be easily traced. The clusters structure
obtained for the IBR-2 reactor refers to its normal
operation. Each cluster represents various conditions of
reactor operation, which depends on the actual position of
moving reflectors and the whole construction vibration. The

changes actually observed are fully controlled.

6.Conclusions

In this paper two techniques for nuclear reactor
operative diagnostics and operation monitoring are
recommended: the hierarchical clustering algorithm MNN and
mapping of patterns methods. The software system, which is
constructed on the base of these methods, performs the role
of friendly human- machine interface. It is designed on the
standard computer hardware and computer system independent.
The‘gfeat deal of attention was paid to enable the maximum
time and memory computational efficiency. The maxima1¢.
number of PSDs which can be considered, are limited by 1MB
computer memory to 450. The time necessary for fheir’
processing on IBM PC/386 (387, 20MHz, 1MB) is equal to
several minutes. The on-line, short-term surveillance
similar to that presented in [2] would be possible for more
sophisticated~. hardware available. For a reactor
diagnostics, the anomalous effects; jnitiating accidental
reactivity disturbances on a 10;7—10f6AK/K level are

apparent.
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In the near future the data acquisition will be
oriented to IBM PC/386 hardware with the LABCARD system,
and diagnostics software will be enriched by procedures for
the automated operation control, enabling one to process
greater number of measured parameters simultaneously, and

making the system more user friendly.
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Menenvwes 10.H., A3suHens B.  ,  E10-90-323
Metoap rpynnupoBaHua. v anropuTMsl BU3yanu3auwuw Ans
ONepaTUBHON AUArHOCTUKN AAEPHBIX PeaKTopoB .

OnucaHa nporpaMMHas peanu3ayua cucTemsl, BINONHAMUER QYHKUUW NMOMOWHWUKA
onepaTopa B AMATHOCTUPOBAHUM COCTOAHWA AASPHOTO pearTopa. OCHOBY CMCTeMn CO-
CTaBNAET aHANU3 WYMOB OCHOBHLIX PEAKTOPHHX NapaMeTpoB, HanpwWMep, MOWHOCTH,
pacxoAa TennoHocuTena U T.A. COBOKYNHOCTbL NpOLECCOB HaKONNeHWA AaHHbIX, WX
npeaBapuTenbHoi 06paboTKW,- FPYNNUPOBAHUA W BU3yanu3auWnm B cCOMeTaHMW C 3BpU-
CTMYECKOW TeXHWKOW aHanu3a NonyueHHbX pe3ynbTaToB onpeaenseT cnocob npume=
HeHWA cucTtemu. Mpu paapaGOTxe noaoGHLIX CUCTEM peKOMeHAYeTCA WMCNoNb3oBaTb Me-
Toa "Gnuwailwero coceacTsa" B TexHwKe pacno3HaBaHua  o6pa3os W ABa HenuHeli=
HbiX anropuTMa Buayanu3auwv ob6pa3oB. B pononHeHve K WWMPOKO W3BECTHHM MeToAaM
knacTepusauyuu ISODATA u npeobpa3soBaHus KapyHeHa-lo3Ba ykasaHHbe MeToAu
COCTaBNAT OCHOBY NporpamMMHoli peanuaayvwu npeanaraemoil cuctemsl. Ocoboe BHU=
MaHve yaeneHo BU3yanbHOMY NPeACTABMAHWI AAHHRX W BO3IMOKHOCTW Nerxkoro ynpas-
neHWA cucTemoit. CywecTeyeT ABa pexuma ee paboTe: "pacumpeHHuit! - ana noa-
pobHLIX ¥ AONroBpeMeHHbLIX WUCCNeaOoBaHWA w cmaTuﬁ" - ANA MOHWTOPUPOBAHWUA pa-
6oTu peakTopa.CucTeMa co3AaHa W NpoBepeHa Ha WMMYNbCHOM peakTope OMAU UBP- 2

PaboTa BuinonHeHa B [labopaTopu¥ HeWTpoHHOH ¢u3nkn OUAU.

Npenpuut OGBeHEHHOTO HHCTHTYTa AREPHBIX HCCeoBaHMH. HOyGua 1990

‘Pepyolyshev Yu.N., Dzwinel W. E10-90-323
Clustering Methods and Visualization Algorithms .
to Aid Nuclear Reactdr Operative Diagnostics

The software system developed plays the role of the aid to an operator
for nuclear reactor diagnostics. The noise analysis of the reactor para-
meters such as power, temperature and coolant flow rate constitutes the

- basis of the system. Combination of data acquisition, data preprocessing,
clustering and cluster visualization algorithms with heuristic techniques
of results analysis, determine the way of its implementation. The pattern
recognition methods, namely, the mutual nearest neighborhood clustering
technique and two nonlinear algorithms for mapping the patterns are recom-
mended here. They supplement each other, and together with the wide known
ISODATA clustering method and Karhunen-Loeve transformation constitute the
“backbone” of the diagnostics software system. The attention is paid to the
proper visualization of results and easy system handling. Two regimes are
available, The first one - "extended" - is recommended for a long term in- J
vestigations and the second - "suppressed" - for the aid to the reactor ope
.ration monitoring. The system has been tested and developed at the JINR
IBR-2 pulsed reactor. .

The investigation has been performed at the Laboratory of Neutron
Physics, JINR.
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