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2. SYSTEM OF ANALOGIES 

1 .  PROBLEM 

A great number of multichannel position-sensitive detec- 
tors is used in high energy physics experiments. There is 
a small number (10-20%) of signals for processing with the 
aid of electronics and special-purpose processors. The pro- 
cessing of physics information is hierarchical in nature. If 
it is considered in time, the time of the first level is 
100 ns when background information is filtered according to 
the selection criteria of useful events. The particle multi- 
plicity is the main selection criterion for useful events 
registered in a coordinate detector. The second criterion is 
to determine the interaction coordinates of particle with 
sources in the usual binary code for a minimum time. 

Figure 1 presents a simple scheme containing a target T 
and a detector. The detector consists of 31 sources (for 
example, scintillators). Two particles interact with the 
scintillators which generate two signals simultaneously. 
After amplifying and shaping, the signals are supplied to the 
inputs of a majority coincidence circuit and an encoder 
(Fig. 2). Sometimes several neighbouring scintilfators (clus- 
ter events) generate from one particle. In this case there 
arises the problem of cluster registration and identification. 
The multiplicity of particles is determined with the aid of 
the majority coincidence circuit. The interaction coordinates 
XI and X2 are measured by means of the parallel encoder. 

If we know wittingly that t =I, the construction of an 
encoder based on combination circuits presents no difficulti- 
es. To solve the problem at t > 1, shift registers and pri- 
ority encoders are commonly used. Synchronization pulses are 
required for the operation of these circuits. This means that 
very much time and a large number of circuits are needed for 
a great variefv of re~istration charnels. Hodern PROMS have - 
a limited number of address inputs, and so they cannot solve 
this problem. The use of correcting code theory and practice 
helps to answer the following question: "How is a parallel 
encoder constructed for t > 1" /ln2/ 

To make the best use of coding theory and practice, the 
author has suggested a system of analogies for coding theory 
and the theory of multichannel hodoscopic systems '" (see 
 able) 

Table 

Coding theory Theory of hodoscopic systems 
1 2 

1.Code vector of the block Word read out from n position- 
codes having n symbols, -sensitive sources 
K = n - tm information 
symbols. 

2.Mistake vector e Physical events 

3.Cluster of mistakes The number of position-sensitive 
sources t operated in the de- 
tector simultaneously 

4.The number of parity The number of digits, N ,  at the 
check fits N = m t  outputs of the parallel encoder 

5.Code efficiency 
V = k/n 

Compression coefficient , Kc = n/N 

6.Coding device Encoder 

7.Parity check matrix H * Connection matrix H 

8.Coding distance d Coding distance d 

9.Weight of the code word, Row weight of the connection 
W matrix, Z 

10.Column weight parity Branching coefficient for a sig- 
check matrix, b nal from a sensitive source, b 

11.Two-dimensional itera- Data coding in a two-dimensional 
tive code hodoscope 

12.Completely asymmetric Multichannel data transmission 
channel system 



+ \ t 
Det ectoz Inputs 

Fig. 1. Simple diagram for t he  Fig. 2.  Block-diagram for 
r eg i s t ra t ion  of two part ic  l e s  f a s t  event  se lec t ion .  
by the  s c i n t i l l a t i o n  hodo- 
scope. T -target,  1 -31-scin- 
t i l ' la tors .  

3. SYNDROME METHOD 

The essence of the method is the following /1*2.4.6/ . As 
assumed in coding technique, let us consider a typical multi- 
channel data transmission system (Fig.3a). There is a P-bit 
register on the transmitting side. A K-bit syndrome is added 
to the [-bit register according to a given rule. The [ + K -  
bit word is transmitted to a receiever. Encoding is carried 
out by the encoder. If there are mistakes during the trans- 
mission, the decoder finds and corrects them using the syn- 
drome. 

Now let us consider a simpler transmission scheme 
(Fig.3b). Assume that the transmitted n-bit word is always 
zero. Then ones occuring when the sources operate are consi- 
dered as an error vector of the code word. For example, the 
31-bit zero word 000......000 is transmitted, and on the 
reciever side we get the following word: 

This means that there are mistakes in positions 10 and 22 if 
the count of the positions is carried out from left to right. 
Further, if the BCH code correcting two mistakes is chosen, 
the number of bits at the encoder outputs is 

N = 2 log 31 r 10 . 
In other words, we have the effect of compression from a 31- 
bit unitary position code to a 10-bit cyclic code. In this 
case the compression effect grows with increasing the number 
n . As a result, it is possible to use PROMS for solving the 
problem by the arithmetic method. 

It should be stressed that one circumstance is important: 
according to theory, the syndrome carries information of the 
multiplicity and coordinates. 

4 .  APPLICATION OF THE SYNDROME METHOD 

This method is used to construct fast electronic units for 
the selection of events and special-purpose processors in 
nuclear physics experiments. Let us consider several examp- 
les. 

I 
Fig. 3. Explanation of the  Syndrome Coding Method. 1 .  Use of the algebraic theory of correcting codes. Assume 

a )  Conventional multichannel system where the correcting that there is a position-sensitive detector containing n =31 

code i s  used. E -encoder, D -encoder, MD - detec tor .  
b )  System of data reg i s t ra t ion  where the  method o f  synd- 
rome coding i s  used. 

sources, and it is necessary to determine the multiplicity 
( t  5 2) and coordinates of particle interaction. To draw a 
principal diagram of the parallel encoder, the matrix H 



Chomdr Fig.4. BCH-code pari ty  check 
matrix for t he  cbrrection o f  

1 0 0 0 0  1 0 0 0 0  
t eo  mistakes (or  for the regis-  

o o  I o o  0 1  o I o t r a t i o n  o f  two even t s ) .  

I::::: : ; : ; ; I  

5 Fig. 5. PrincipaZ scheme used t o  
caZcuZate the  syndrome S1 . 

(connection matrix) should be constructed. The syndrome code 
is calculated with the aid of this matrix. 

The elements of the Galois field G F ( ~ ~ )  generated by an 
irreducible polynomial x 6 +  x 2  +1 are presented on the right 
of Fig.4. Figure 5 shows a principal scheme used to calcu- 
late the-syndrome S1 . The numbers of the channels (position- 
sensitive sources), which logic pulses are sent from, are 
denoted by numerals. For n=31 and t = 2  there is a 10-bit 
cyclic code at the outputs of the encoder. This code carries 
information on the multiplicity and interaction coordinates 
of two particles. As it follows from the known the~rem'~~" , 
for finding t  it is necessary to analyse the following 
determinants: 

C hannets 
I - I _ I - I - I -' 

3  
det L 1  = S1 and det L2 = S1 + S3 . 

t *  
6- 
9 -  
II - 
12 - 

In addition, we introduce some other signs EVEN and ODD. 
These signs are obtained very simply if all outputs of the 
detector after amplifying and shaping are connected to the 
inputs of the parallel parity checker. Then we have the fol- 
lowing algorithm for event selection. If S1 #0, there is at 
least one signal at the outputs of the detector. If d e t L l  #0, 
d e t L 2  =s: + S 3  =O and there is a sign ODD, then t  =l. For 
detL l  #0, d e t L 2  #O and a sign EVEN, t  = 2 .  If d e t L l  #0, 
det L2 #O and there is a si n ODD, then t  2 3. So, in our 
example SI = a9 and S3 = ai7 . Then Sl  + S: = a(') + a  27 =0 
(mode 2). But for t  =2, S1 = a '  , S 3  = aZ1 and det L 2  #o. Using 
the parallel methods of calculation in the Galois field 
GF ( z 4 )  and fast ECL-microcircuits, the following parameters 
for special-purpose processors have been obtained 17/ : at 
n =I5 the solution time for t  =1, t  =2 ,  t  =3 and also for 
the determination of three interaction coordinates XI , X 2 ,  
and Xg does not exceed 40 ns. 

Figure 6 presents a scheme of the processor which can 
execute three functions: a majority coincidence circuit, 
a parallel counter and a processor for calculation of three 
event coordinates XI, X2 and X3 . Since t <  3, according 
to the theory of BCH-code decoding, which corrects three 
mistakes, the processor analyses the following determinants: 

det L~ = S 1  . det L 2  = S: + S3 

15 - 
I6 - 
17 - 
I8 - 19- , 16 - n- 18 - 
(9 - '20- 20- 21 * 22- 
23 - 24- 21 - 22- 23 * 
a - 1  25-2- 23 *A 24 -4 8-A 

= 

and 

2- 
7- 

10 - 
12 - 
13 * 

= = 3- 
6- 
0- 
9- 
12 - 

4- 
7- 
9- 
lo- 
f3 - 

5 +  
8* 
10 - 
ft + 
Vt- 

= = 
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ROWS COLUMNS OR - .  EVEN 
-f 1 I 

3.0 3; 3 1  3: :4 , , 
1  * * *  

57 38 35 40 W 42 43 44 45 66 47 48 49 50 51 52 53 66 61 60 69 10  11 12 
2 :  a * * * * * *  * *  * * *  a * . . . . . . . .  . . . .  . ( 1  

I I 1 ,  1 ! I  i t i 0 1  t  0 0 1  I"""' ! t 0 0 0 0 1 ' ]  

Fig. 9. Example o f  using the  i t e r a t i o n  code OR-PARITY 
for compZicated event r eg i s t ra t ion .  The events  are 
marked b y  a . 

EVEN 

sing the number n. So, Kc =I2961128 = 10 for n =I296 and Kc = 
=4096/256 = 16 for n =4096. A short algorithm for event recog- 
nition given in the figure consists in the following.The coin- 
cidence of signals EVEN and OR in rows 1 and 2 in column 6 in- 
dicates unambiguously that pulses are supplied from sources 6, 
7, 42 and 43. The signals coming from sources 752-755, etc., 
are also registered unambiguously. It should be emphasized 
that any codes, e.g. superimposed codes, can be taken for 
iteration. 

4. Application of the abundant Gray code for increasing the 
space resolution of a scintillation hodoscope/l5/ . In accor- 
dance with the table of analogies, we can present a coding 

If we add colllmns 6 and 7 or 13 and 14 F!Y the ISollean sum 
rules in the matrix H 3 ,  we get a similar result 1 1 1 1 .  In 
practice, this means that using such a coding scheme, it is 
impossible to register the coordinates of double clusters 
because the Hemming code can correct only one mistake. Rear- - ranging the columns of the matrix H 3 ,  we obtain 15 words of 
the Gray code presented as a matrix H4. 

- - 

scheme of the scintillation hodoscope containing n=15 scin- 
tillators and N=4 photomultipliers in the form of a Hemming 
code parity check matrix: 

The scintillator is put according to each column of the mat- 

1 1 0 0 1 1 0 0 1 1 0 0 1 1 0  
0 1 1 1 1 0 0 0 0 1 1 1 1 0 0  
0 0 0 1 1 1 1 1 1 1 1 0 0 0 0  
0 0 0 0 0 0 0 1 1 1 1 1 1 1 1  

1 
N2 
N3 
N4 

H3 = 

rix HI and the photomultiplier according to each row. It is 
not difficult to check that such Bollean sums as nlvn2 and 
"vns , n4vn5 and nSvng , n9vnlo and nlovnll are coin- 
cldent in the matrix H4. This factor leads to decreasing the 
space resolution of the double cluster coordinates in these 
positions. To solve such uncertainties, additional bits to 
the classical Gray code have been suggested by the author. 

N3 
N4 

"1 "2 n3n4n5ne "7"8"9"181?l#lpl4~i s 
outputs 

1 0 1 0 1 0 1 0 1 0 1 0 1 0 1  
0 1 1 0 0 1 1 0 0 1 1 0 0 1 1  
0 0 0 1 1 1 1 0 0 0 0 1 1 1 1  
0 0 0 0 0 0 0 1 1 1 1 1 1 1 1  

These bits are arranged in definite positions: 

n n n n n n n n n n  
1 2 3 4 5 8 7 8 9 10?ln12\3"1~5 Outputs 

_3 
Inputs 

If one needs to register the coordinates of triple clusters, 
it is necessary to add abundant bits 

n n n n n n n n n n  n 
1 2 3 4 5 8 7 8 9 10 1P12n1344n15 

d 
Inputs 

" 1 
N 3 
N4 
N 5 

6 
N7 
Outputs 

" The number of abundant bits does not depend on the one of 
bits in the Gray code. In other words, the efficiency of the 
abundant Gray code grows with increasing the number n. So, 
Kc =I517 for n=15 and K,=127/10 for n=127. 



Fig. 10. Coding scheme of t he  s c i n t i l l a t i o n  hod0 
a )  usual binary code; b )  c la s s i ca l  Gray code; 
c ,d)  Gray code o i t h  addi t ional  b i t s .  

Different coding schemes created as a mask of transparent 
glass and scintillators are given in Fig.10. One can see that 
the space resolution for cluster registration improves with 
increasing'the number of additional bits. Such a light coding 
scheme can be created if optical fibers are used. 

CONCLUSION 
s 

Increasing information from multichannel detectors of nu- 
clear particles has generated a need for studying the questi- 
ons on optimal coding data readout and processing methods. 
The consideration of specific examples shows that there is 
a close connection between digital signal processing and cor- 
recting code theory. The use of the syndrome coding methods 
allows one to construct devices for data compression and pro- 
cessing registered in a great number of position-sensitive 
sources. 

The property of the coding word syndrome to carry informa- 
tion on the number and coordinates of errors arising in the 
process of data transmission is used. It is clear that the 
method of syndrome coding can be effectively used in other 
fields of science and engineering technology where informati- 
on processing from a large number of position-sensitive sour- 
ces is needed. 

Thus, we use both theoretical and practical aspects of the 
problem to connect such fields as di ital data processing and 
the theory of correcting codes /16*17' . 

The method of syndrome coding can be commonly used in devi- 
ces for signature analysis and syndrome testing of large 
scale-integration microcircuits and microprocessors /I8/ . 
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H H K H T ~ K  H.H. El0-88-28 
f l e 1 0 ~  CUHAPOMHOrO KOAHPOBaHHR H erO nPUMeHeHHe WR C M ~ T H R  

H 06pa60T~H ABHHYX B 3KCnepHYeHTaX ~ ~ H K U  BYCOKHX 3 ~ e p r ~ G  

P~CCMOTP~HY BOflpOCY npHMeHeHHR TeOPHH H nPaKTHKH KOppeKTHpyWHx KOAOB 

WR CmaTnR H 0 6 p a 6 0 1 ~ ~  AaHHUX, PerWCTPHPYeMYX B MHOrOKaHanbHUX AeTeKTopax 
3apnme~n~x  r(acTHu. Wcnonb~osan~e Meroaa cHHAponHoro KOAHPOBaHHR ~ O ~ B O ~ R ~ T  

petuHTb CneAywue np06ne~u: 
- coKpaUeHne wcna  KaHanoe perncTpauHH npu ycnoann O r p a ~ n q e ~ ~ o i  nHomecTeeH- 
HOCTH AeTeKTHPYeMUX qaCTHu, 
- BBeAenHe H ~ ~ Y T O L ( H O C T H  B H ~ B ~ C T H Y ~  KOAY, Hanpunep, B KOA r p e ~  c uenbo n o w -  
tuennn npocTpaHcTseHHoro p a 3 p e w e n ~ ~  AeTeKTopa, 
- npwenenue MeToAa CnnApoMnoro KOAHPOB~HHR WR nOCTPOeHHR cneunan~3upoea~- 
HYX npoueccopoB. 

Ocnoenun pe3ynb~aTon TaKoro noAxoAa usnneTcR cosAanHe npHHuHnuanbHo 
noeux ~ ~ ~ C T ~ O ~ ~ ~ ~ C T B ~ I C ~ H X  napannenbuux w~@paTopoe M c n e u ~ a n ~ 3 ~ p o e a ~ ~ u x  npouec, 
capos c anre6pa~recno i  C T P Y K T Y P O ~ ~  WR ~ Y C T P O ~ O  0~60pa  c06u~Hk B CneKTponeT- 
pax m3HKH BYCOKHX ~ H B P T H ~ ~ .  ~ P H B O ~ R T C R  IlPHMePbl flPHMeHeHHR MeTOAa CHHflPOMHOrl 
KOAHpOBaHHR. 

Pa6o~a sunonuena e na60pa~opm~ BYCOKHX sneprn i  OHRH. 

N i k i t y u k  N.M. E 10-88-28 
The Method o f  Syndrome Coding and I t s  App l i ca t ion  fo r  Data Compression 
and Processing i n  High Energy Physics Experiments 

The questions o f  using the theory and p r a c t i c e  o f  c o r r e c t i n g  codes f o r  
data compression and processing i n  mu1 t ichannel detectors  (hodoscopic sys- 
tems) o f  nuclear p a r t i c l e s  a re  described. A system o f  analogies between the 
theor ies  o f  c o r r e c t i n g  codes and hodoscopic systems i s  considered. The f o l -  
lowing problems are supposed t o  be solved by syndrome coding: 
- the use o f  syndrome codina f o r  decreasing the number o f  r e g i s t r a t i o n  chan- 
ne ls  i n  case c f  a l i m i t e d  m u l t i p l i c i t y  o f  reg is te red  events; 
- the in t roduc t ion  o f  abundance i n t o  known codes, f o r  example i n t o  the Gray 
code, w i t h  the aim o f  increasing the space r e s o l u t i o n  of a hodoscope. 

The main r e s u l t  o f  t h i s  approach i s  the development o f  r a d i c a l l y  new 
e l e c t r o n i c  l o g i c  u n i t s ,  i.e. p a r a l l e l  encoders f o r  t events ( 0 1 )  and speci- 
al-purpose processors w i t h  a lqebra ic  s t r u c t u r e  ( i n  the Galois f i e l d  ~ ~ ( 2 m ) )  
fo r  f a s t  event se lec t ion  i n  nuclear physics experiments. 

The inves t iga t ion  has been performed a t  the Laboratory o f  High Energi- 
es, J INR.  
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