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I. INTRODUCTION 

A h . h /1/ . s was s own 1n t e paper a queue1ng system 

<E, 1, GI/ ""• 1> (I ) 

may be used as a model of the streamer track in high energy 
physics, where the blob length and the gap length correspond 
to the busy period and the idle period, respectively, of the 
system (I). 

Due to the automatical scanning in track chambers ~-1e deal 
with discretized values. Therefore the problem arised of exact 
determination of the busy period of some queueing system with 
infinitely many servers as a discretized blob length. This 
problem was solved with some simplifications which are true, 
for e;<:ample, in systems <E,1, M/oo,l>, see refs. 11,2/. Determina­
tion of the nondiscretized busy period (or nondiscretized 
blob length) was treated in the papers 1 1·41_ 

In the present paper this problem is treated without any 
simplification. We derive the formulae for the probability of 
discretized system and some stability properties of the busy 
and idle periods are given. 

2. DESCRIPTION OF DISCRETIZED QUEUEING SYSTEM 

Let on the probability space (O,S,P} the queueing system 
<E,1, GI/oo, 1> with infinitely many servers be defined. It means 
that at the instants tn= f 1 + ... +en, n=l,2, ••• , to=O, the customers 
arrive. The number of customers at each arrival instant is as­
sumed to be one. Let the interarrival times 1£n1~=1 be a se­
quence of positive independent identically distributed random 
variables with the distribution function 

-gt 
P(en::;t)=l-e , t~O. n=1,2, •••• (2) 

Denote by Dn the service time of the n r.th customer. We 
assume that lDn 1;'=1 is a sequence of independent identi-
cally distributed positive random variables which are indepen­
dent also of the random variables !£n l ~= 1 , and 

F(t) = P(D < t), n = 1,2, •••• 
n 

(3) 

2· 

1-

Those models of queues are, described, in detail, for exam-
1 . f /5/ p e, 1n re . . 

The queueing system generates a sequence of the idle pe­
riods, that is, the periods when none of the servers is ~usy 
(with the distribution function (2)), and a sequence of the 
busy periods, that is, the periods ~hen at least one server 
is busy. 

Our discretization of a system (I) may be presented as 
a putting of the lattice with the step h on the time axis, 
and setting a small time part sh, 0::; s < 1/2 (this restric­
tion on s is not important), see~· Hence we obtain a se­
quence of cells of the same length h. In this process, the 
arrival instants of customers and the service times will be 
changed in such a way: a customer is regarded as an arriving 
in the k -th cell, when it arrived in the time interval ((k-1-s)h, 
(k-s)h> and it has the discretized service time ih, when the 
service is finished in the time interval ((k+i-1+s)h, (k+i+s)h>. 
The ph~sical motivation of such discretization is given in 
refs. 1•21 . 

.~ .o .. tJ: 
0 h 2h Jh 4h 5h bh t 

Fig. I 

For the busy period probability determination we replace 
(k-~h by kh for any k, that is, the cells are shifted to 
the left-hand side. Hence, the service of a customer begins 
(finishes) in the k -th cell if it begins (finishes) in the 
time interval ((k-l)h, kh> (((k-1+2s)h,(k+2S)h>) by the new 
designation, see Fig.2. 

·I 1 1 I ~ IH r-u---~ Q 1 r1Bh 2t> 
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Fig.2 
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In this way the original queueing system (I) is transfor­
med in the discretization queue 

< GI, GI, Gil oo, GI> (4) 

with infinitely many servers where the interarrival times and 
the service times are the multipliers of h. 

We see that there appears here a new real practically use-
f 1 ' f · · · · I 41 u ~n ~n~te-server queue d~fferent of those ~n ref. 

Proposition I. The discretization system (4) is described 
by the following probabilities: 

I. The probability that the interarrival times have the 
lengths kh for 

a. the first customer 
-gh 

1 { 1/gh (gh- 1 + e ) , 
p (k) -1 - 1/gh (e gh -:-2 + e-gh), 

k=O, 

k ?. 1. 

b. the n-th customer, n?_2, 

P;(k) =(egh_2+e-gh)e-kghl(e -e-gh), k;:::l. 

(5) 

(6) 

2. The probability of the number of customers in 'the se­
ries arriving into an arbitrary cell is 

P 2(k)= e-gh(gh) kl((l- e -gh)kl), k > 1. (7) 

3. The probability of the service time of one customer ~s 
\ 

(1-s) h 
P

3
(k)=llh { (F(h(k+S)-t)-.F(h(k-1+s)-t))dt, (8) 

-sh 
k > 1. 

The proof of the Proposition I follows from the results 
of ref. 121 

3. BUSY PERIOD OF DISCRETIZED QUEUEING SYSTEM 

In the discretized queueing system (4) the sequences of the 
busy and idle periods, respectively, are formed. Our main aim 
is to determine the probability of the busy period b of this 
queue. We will assume that at the origine t=O the system 
(I) is idle. 

4 

The busy period b essentially depends on a random variable 
q(t, x) - the number of the busy servers at the instant t + x 
which was busy at the instant t. Denote by R = 1- F. 

Theorem 2. 

~x t+x k 
P(q(t, x) = k) = exp (-g I R(u) du)(g I R(u) du) lk! (9) 

X X 
k = 0,1,2, .... 

Proof. Let Xt be the nu~ber of customers arriving in the 
time interval (0, t>. Let X= (x1, •.• ,xn) be a vector fromDn(t) = 
= !(x 1, ... ,xn): 0<x 1< ... <xns;tl, and (X,t,n) be an event assign­
ing that in the time interval (0, t > n customers arrive at the 
instants t i(O < t1 < ... <tn..:S: t) for which we have xi<ti :::;xi +dxi' 
i = 1, ... , n. Therefore 

P(q(t,x)=k) = I P(q(t,x) =ki(X,t,n) ,Xt= n) x 
n = k 

x P((X, t, n) I X t = n) P(X t=n) 

I I 
n= k c 

r ... r P( n 
Dn(t) i (:; C 

{x, +D, >t+x}n 
1 1 

< t + x l) · n! It n dx 1 ... dx n. e -gt gn t nln! 

(I 

i It c 

where C is an arbitrary permutation (i 1, ... , ik) 
of (1, ... ,n). 

Hence 

(xi + Di::;; 

of k integers 

oo -gt n n 
P(q(t, x) = k) = I e g ( k ) 

t k 

n=k 
t n-k 

( { R (t + X - u) du) x 
<i 

X ( r (1- R (t + X- u)) In! . 
0 Q.E.D. 

Lemma 3. 

P(q(t,x 1+x 2) =0, q(t,x 1) :_ 1) = 
(10) 

t+x1+x 2 t+x1 
= e-gt (exp(g { F(u) du) - exp(g { F(u) du)). 

x1+ x2 x1 

Proof. The property (10) follows from Theorem 2 and from 
the following simple relations: 
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P(q(t,x 1 +x 2 ) =?) =P(q(t,x 1+x2 ) =0, q(t,x1 ):;::1) + 

+ P(q(t,x1 +x2 ) =0, q(t,x 1 ) =0) =P(q(t,x 1+x 2)=0, q(t,x1 ) :;=:1) + 

+ P(q(t, x 1) = 0. 

Theorem 4. The probability P (k), k=1,2, ... , that the 
of a series of customers arrivigg into the first cell 
finished in the k-th cell is 

p (k) = e -gh(e gFk - e gFk-1) • 
0 

where 

Fk 

h(k+2s) 

I F(u) du. 
h(k -1 +2s) 

The probability P0 (k) fork= 0 is defined as 

P (0) = e -gh. 
0 

'Q.E.D. 

service 
will,he 

(I I ) 

( 12) 

(13) 

Proof. This result may be obtained from the Lemma 3 when 
we put t=h, x 1=(k-1+2s)h, x2 =h. Hence 

P 0 (k) =P(q(t, x1 +x2 ) =0, q(t,x
1

) 2:1). 

The expression (13) follows from an observation that P
0

(0) 
is the probability of a nonarrival of customers into the first 
cell. Q.E.D. 

Now we will study the busy period b of the queueing system 
(4). Let us denote by A the event that into the first cell 
at least one customer arrives, and let Bn be the length of 
the busy period which begins in the first cell arid finishes 
in the n-th cell, that is, b=nh. He denote the conditional 
probability in question, P(Bn/A), by P(n), and the joint dis­
tribution of those events, P(A,B ) , by PP(n). Clearly, P(n) = 
=PP(n)/(1-e-gh), n=1,2,.... n 

The probability PP(n) is obtained by the aid of the theo­
rem of total probability, and for this aim we use the tables 
with two inputs. Here all possible cases of the arrivals of 
customer series into the concrete cells and the service lengths 
of this discrete queue are found. The indexes of cells are 
shown in the right-hand corners of each cell in the t~ble head-
ing. The integers 1- i (i = 1, ... , n) or 0 - i (i = 0,1, •.. ,n) denote 

(l 

.} 
I 

~ 

al~ possible service lengths of the series of customers ar­
riving into the given cell or nonarrival (the sign 0). The 
sign *k (k = 1, ... ,n-1) denotes that in this cell none of the 
customer·, which arrived into the previous cells is served, 
and from'· the series of customers. arriving into this cell the 
busy period of the length kh is created. 

Let W(n,k), n=1,2, ••• , k=.l, ... ,n, be the probability that 
from the series of customers arriving into the first cell 
and finishing in the k-th cell, the busy period of the length 
nh be created. Then 

n 
PP(n) = l W (n', k), n = 1,2, .... 

k=l (14) 

In the tables below the probabilities PP(n) for n = 1,2,n 
with recurrent relationships between them are shown in the 
general form. Due to the independence of the table columns 
we have the following properties 

W(1, 1) 

PP(1) 

Table I 

P 0 (1) P0 (O) 

W(1,1) , 

W(2, 1) = P0 (1) PP(1) , 

W(2,1)' 

1¥(2,2) 

'} 

\Y(2,2), = ,P 0 (2}, (P0 (1) + f' 0(2)) Ji'D (0) , 

PP(2) = W(2,1) + W(2,2) 

Let us put 

k 
S(k) = }; p 0 (i). k = 0,1,2, .... 

1=0 

k 
SS(k) = I1 S(i), k = 1,2, .... 

1=0 

Table 2 

1-211 0-1j2, 0 lJ 
1 •1 

2 0-1 0 

(15) 

(16) 

( 17) 

( 18) 
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Table 3 

1-nl1 0-(n-1) !2 O-(n-2)jJ . . . I 0-1Jn ojn+1 

W(n,1) 1 •(n-1} 

- 0-1 "'(n-2) 

W(n,2) 2 W(n-1,2) . . . 
W(n-1,n-1) 

0-2 0-1 •(n-J) 

Vl(n,)) 3 W(n-2,2) . . . 
W(n-2,n-2 

W(n-1,)) ... . . . 
W(n-1,n-1) . . . 

W(n,n) n 0-(n-1) 0-(n-2) ... 0-1 0 

For the general case n > 3 we defin~ 

W(n, 1) = P 
0 

(1) PP (n- 1) • 
(19) 

As follows from tables 1-3, the table for n~2 is com-
posed of the subblocks of the tables for k=n-1,n-2, •.. ,2,1. 

Therefore by the recurrent formulae for 
2::;k::;n-1 

we introduce the following helpfull notations 
n-k+l 

B(n, k-1, 1) =8(1) PP(n -k) + }; W(n-k+l, i) , 
i=2 

and for 

8 

2:SiS k-1 
n-k+j 

B(n,k-1,j) =S(j) B(n, k-1, j-1) + .l W(n-k+j,i). 
i=j + 1 

(20) 

(21) 

:1 
I~ 

' 
f 
I 
! 

l 
l 

I 
~ 

J" 

f 
j 

~'II 

,,1 

p . ~ . ' I•) 

't 
I 

'I 
~ 

I 

Finally, we have 

W(n, k) = P0 (k) B(n, k-1, k-1) , } 

W(n,n) = P 0 (n) SS(n -1), 

P(n) = PP(n) /0 - e -gh) , 

and we have proved the following theorem: 

(22)" 

(23) 

Theorem 5. The pr.ogability of the busy period of the que­
ueing system (4) with infinitely many servers is given by the 
formulae (14)-(23). 

4. STABILITY OF BUSY AND IDLE PERIODS 
OF THE QUEUEING SYSTEM 

The authors of the present paper regret that they do not 
know the busy period distribution of a queue <E,l,GI/oo,l>,yet, 
in this part we prove that for any h),< >0 ' o.s s k < 1/2 the cor­
responding discretized busy period d~stributions converge we­
akly to the one mentioned before. That is, this characteris­
tic is stable . 

oo sk sk 
Theorem 6. Let {hklk=o"O, 0$ sk<l/2, k =0,1,2, ... ,Fk (Gk ) 

be the corresponding probability distributions of the busy 
(idle) period of the queueing system (1). 

Then 
sk 

F k => F, 
8 k -gt 

G k => G (G(t) = 1 - e , t 2: 0) • 

Proof. Let {Bn 1;1, !L nl':=l be sequence of the busy and 
idle periods, respectively, of the queueing system (1). As 
random variables they are mutually independent and their pro­
bability laws do not depend on n. After the discretizations 
with the steps h k and with the time parts h ks k , 0::;; s k <1/2, 
k = 0, 1, ... , from the above sequences the sequences of the dis­
cretized busy periods lb:k 1;=0 and the idle periods !e:k! ;=O 
of the systems (4) are generated. 

The proof of the Theorem is devided into three steps. 

I. Firstly we assume that hk=h/2\ h >0, s
1
,= 0, k=0,1,2, .... 

[2-J L1 T?=1 I I I I ~ 
0 h 2h )h 4h t 

Fig.3 
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From Fig.3 we have 
-sk ---

-Bk 
b0k(w) "Bl (w) and e~(w) -" Ll (w), w~n. (by b k ' 

fk we denote the 
Therefore 

discretized variables for hk=h/2k). 

F~ (t) = P (b~ :S t) -" P(B
1 

:S t) = F(t) . 

k -2. N~w let O<s<l/2, Sk= s, hk=h/2, k=O,l, .... Let bk'(w)= 
= mkh/ 2 , \vhere m k be the sui table integer. Then b~ (w)= mkh/2 k 

if the Bt(w) finishes in the time interval ((mk-1+2s)h/2~ 

mkh/2k>, and b:(w)=(mk-l)h/lfif the B 1(w) finishes in the time 
interval ((mk- l)h/2k, (mk-1 + 2s)h/2k >. 

Therefore b~(whb\(w), w~!l,and b~ -->B with the probability 
one. Let us put l'/k= b:- i:i~ , then due to the Egorov theorem 

161 p 
ref. we have l'/k---0 and 

limF
8

(t) = limP(b 8 < t) = limP(b 0 + 17 < t) = 
k k k k- k k k -

= limP(b~,St) =F(t). 
k 

3. The general case may be obtained by the similar way. 
. sk Analog1.cally we may prove the weak convergence of the G k , 

or we may use the following Note: 

Note. In paper 
121 

it is proved that the probability of 
the discretized idle period of the queueing system (4) for 
the step h and the time part sh is equal to 

-gh -kgh 
p r (k) = (1- e )e • k = 1,2, ... 
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nBypeqeHCKHH A.' KynWKHHa n.A., 0COCKOB r.A. 
06 OAHOH rrpo6neMe OITpeAeneHHH rrepHOAa 3aHHTOCTH 
B CHCTeMaX o6cny~HBaHHH C 6ecKOHeqHb~ qHcnOM 
KauanoB o6cny~BaHHH 

E10-82-136 

B pa6oTe paccMaTpHBaeTca saAaqa orrpeAeneHHH BepoaTHOCTH 
AHCKpeTH30BaHHOro cryCTKa ITO AaHHb~ CKaHHPOBaHHH cneAOB B Tpe­
KOBbiX KaMe pax. 3Ta rrpo"tineMa pemaeTCH B paMKaX TeOpHH MaCCOBOrO 
o6cny~HBaHHH C 6eCKOHeqHbiM qHCnOM KaHanOB KaK onpeAeneHHe Be­
POHTHOCTH AHCKpeTHOrO rrepHOAa SaHHTOCTH 3TOH CHCTeMbl. flonyqe­
Hbl TOqHbie BepOHTHOCTH H AOKa3biBaeTC5J, qTo OHH B npeAene cna6o 
CXOA5JTC5J K pacrrpeAeneHH!O HeAHCKpeTH30BaHHOrO cryCTKa ITpH 
YMeHbUleHHH mara AHCKpeTH3a~HH . 

Pa6oTa BhlDOnHeHa B fla6opaTOpHH BhlqHCnHTenbHOH TeXHHKH 
H aBTOMaTHsa~HH OKqH. 

npenpHHT 06beAHHeHHOro HHCTHTyTa RAePH~X HCCfieAOBaHHH, ~y6Ha 1982 

Dvurecenskij A., Kuljukina L.A., Ososkov G.A. El0-82-136 
On One Problem of the Busy Period Determination 
in Queues with Infinitely Many Servers 

In the paper the problem of the discretized blob length 
probability determination based on the scanning in the track 
chambers is considered. This problem is solved in the frame 
of the queueing system with infinitely many servers as 
a discretized busy period probability determination of this 
system. The precise formulae of a probability are given and 
it is proved that those probabilities converge weakly to the 
probability distribution of the nondiscretized blob when the 
discretization steps are diminished. 
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