


1 Inti‘oduction o

" The niovel TGT (Thin Gap Turbine) concept for electromagnetic liquid argon calorimetry
has been developed ‘in the fra:rﬁéWork of the R&D -project 'RD33 (1], which is part of the
overall R&D programme for experimentation at the LHC of CERN. In our recent paper [2]
concerning phase I of the project we ‘hayefshovfln that the TGT structure can be realized and

that the calorimeter behaves (w.r.t. energy- and angular resolution as well as homogeneity) s

as expected: from Monte Carlo simulations. It is well Stiitgd for applications m g)&périments
at high luminosity hadron colliders like the LHC. RN L ‘ KA

' This paper deals with phase IT of the project (as announced in’ (2]) emphasizing the TGT-- .-

" adapted readout electronics and the trigger system.~The fljont-énd‘electrohics/i$3lq'k:at'éd i

*in the cold, where especially the preamplifiers (in gallium-arsenide technology) have been.

mounted very close to the signal electrodes: they are integrated into ‘the ‘multilayer boards =
_which are directly attached-to the absorber elements. The summing and shaping amplifiers
with a peaking time of 45 ns are also operated in the cold thus minimizing the number of
feedthroughs. For the trigger studies a FADC system with readable memory was built and’
operated in connection with a level-1 trigger processor developed by the RD27 collaboration -
(3], [4]. e e e e R ERE RS
The paper is organized in the following way: First, we describe the relevant features of the
calorimeter structure and of the amplifier electronics. Then we discuss first results on the
‘behaviour.of the calorimeter: response to eléctrons and muons, energy- and angular resolu-
tion. Finally, the trigger electronics and the performance of the trigger system (efficiency,
timing accuracy, energy ‘i:qfsoliltion) are presented. ‘ ' el R

2 The Calorimeter Structure . R o
The TGT test calorimeter is assembled out of 36 independent identical ﬂat absorber ele-.
ments (ABE’s) geometrically arranged as shown in Fig. 1. Mounted in the barrel part of a
collider detector, any particle produced at the interaction point would cross the individual
absorber elements under a fixed angle of about 45°. Each ABE consists of four absorber
-plates, three double gaps of 2 x 0.8 mm LAT with, readoyt. electrodes (*padboards’) in the
centre, and at the end a multi ?‘a@%}l‘fbbﬁ?&’,’w‘m% carries plifier chips and calibration _

Wi fata




rE4
Lz

ﬁr' ' N NNy
BN\ E -
S S
=
- i - \‘ ;
L : N
; N\ <
I NN
, NN N N\
- e N\ -'
T SS \\‘—. = .
= :\;\\\w-.\ sSSE
NN ‘\\s\\\ = T
SN \\\\\ﬂ |
NS \\\— e
S N \\\\\ = g
S —-\\\ \\\\\\ &

— \\\\—\\\“ \\\5\\\\\‘
N N

N
\\\\\—\\\\\\\ \\\\\\ N

—““tﬂ““\
\\

Figure 1 Schematic view of the TGT calorimeter module The longitudinal summatlon is

indicated by the symbols E. The cross-hatched absorber elements are equxpped with str1ps

K Sl s

- capacntors (th1ckness of the board ~ 1. 5 mm, total th1ckn&ss mcludmg the electron1c chlps

-~ 3.5 mm). The two inner absorber plates are made of - 1 65 mm lead and the two outer

- plates consist of 2.0 mm stainless steel, the thickness of which has been chosen to maintain -°

" a constant sampling fraction. The area of an. ABE i s 425 x 364 mm? with a geometrlcal

v thickness of 18.4 mm. The total depth of the test calor1meter amounts to 21.5 radiation
lengths (xo) . : : T :

T Table 1 Parameters for one readout cell

Argon gap w1rdth v 6x0. 8 mm
: - Padsize - 425)(30 mm? )
‘Spacing between pads | . 03mm . | T .
Detector capacity - 120pF/3 doublegaps R
HV decouplmg capac1ty 4800pF/3 double gaps IR
- Dead area - . L <1% I R EIOU S
Thickness . - 0.‘89)(0 R SR
*.Geormetrical thickness .| . 184 mm" . > . ‘
‘Moligre radius .- | & 215 em!
’ Sampling fraction:.io| ~7s s 6.2%:': 3

Ongmally it was planned to clad the lead plates wrth 0: 1 mm sta1nless steel foxls For .
reasons given in [2] the phase I measurements were done w1th bare lead plates Probably .
due to $mall metal whlskers lifting up from the lead surfa,ce dur1ng cool down, hxgh voltage
problems occured in some of the gaps., In order to improve on thxs for the phase IT measure-
ments, we decided to coat the lead plates with nickel (th1ckness ~ 30pm) This resulted in -
a very satisfactory behav1our durmg a test cooldown of the ‘whole calor1meter ‘with'liquid
nitrogen. Only one gap out of 216 showed an: enlarged current However, in' 'spite’of very
careful handling and testing durmg the final installation ‘into the cryostat at: the CERN
test’beam, even more gaps-than in phase: I developed ‘shorts' durmg cooldown In total

9 out-of 216 gaps drew’ such’ high' currents that their high voltage had to be sthched off
This required correction procedures at the analysis’ stage which are descr1bed below

The 120 pads (10 x12) of each padboard have an identical size of 42 Y 30 mm?, sepa—
rated:by 0.3 mm.. Viewed under the incident’ angle “of 45° their shape appears quadratic
(30 x 30 mm?) corresponding to 2 thinimal angulat’ granular1ty in- pseudorapidity . and azi-
muth of Apx Ap = 0.02 x 0.02; calculated for a barrel calorimeter of a collider detector at.
a radial distance of 1.5 m from the interaction po1nt The correspondmg pads of the three
consecutive double gaps in the ABE’s are electrically connectéd in parallel to each other
and to the multilayer board on.which the preamplifier channel is mounted; this constitutes
the bas1c readout cell. The electrlcal field in the LAr gap is generated by connectmg the

coatmg of h1gh electr1cal res1st1v1ty (1M Q / D) on the pad boards to hxgh voltage (typlcally
800. volt) o

In three absorber elements an area of two pads is drvrded into strlps Therr locat1on at a
depth.of 2.5 — 5X) is indicated in Fig.'L.. In total, there are eight.vertical strips with a
spacmg of about 5 mm and 16 horlzontal str1ps w1th a spacing of about 3.8 mm. . Details -
on mechamcal constructlon, tolerances and the padboard design can be found in [2] For
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convenience, some relevant parameters for one readout cell are given in Tab. 1.. " .-

3 The Electronic Readout Structure

The concept is based ‘on the notion of “active pads’,’i.e. a separate preamplifier for each
pad with active summation of pads in subsequent readout planes These sums constitute
the readout channels as‘read by the data’ acqursrtlon system. The summation is indicated
in Fig. 1. “These summed srgnals form the longitudinal ‘readout structure. The signals
are shaped and filtered in the LAr and are readout via. cold to warm feedthroughs. In

the following, we “will specrfy the requrrements for the electronrcs operation in the LHC -

environment and from the physrcs pomt of view.' " - S

3 1 Requrrements

The environment in which the electromcs has to be operated is character1zed by h1gh p1le-
"up rates and radiation levels:'A neutron fluence of ~:10'%n/cm? and a photonlc dose of

10 Mrad are typ1cally accumulated over a per1od of ten years.

From the point ‘'of view of the energy resolutlon of electrons preamplifiers enterlng in one
summ1ng channel should have the same gain wrthm :l:3%, and a linearity in ‘both the hrgh
and the low. signal range of better than ~1%, the accuracy “of the callbratron system shouid
be better than ~ 0. 5%, and the t1m1ng accuracy better than 1 ns. The' dynamlc range is
such that the maximum energy is assumed to come from 2 TeV electrons, and the s1gnal
of s1ngle muons should be detectable :

It is expected that the max1mal energy deposrt in one readout cell is in, the cells 6 to 8

from ‘the front: ‘At LHC it wrll be ~ 40,000 times hlgher than the energy deposited by, a.

minimum ionizing partrcle In the summed readout sections 2, 6 or 8 gaps.are grouped into

" one channel and here the maximum will be ~ 30,000 tlmes -higher .than the MIP signal.:

' Consequently, the digital readout system will need a dynamrc range of 14-bits for operation
at LHC energres : ,

' The operat1on of'a large number of amplrﬁer channels in the liquid -argon puts an. upper
lrmrt on the power consumption; of about 20 mW /channel. . ¢

3 2 Concept and Desrgn

The conceptual desrgn of the front-end eléctronics’ is shown in Fig: 2. The system is®
located in the liquid argon on the back of the individual absorber elements, the calibration’

input be1ng at the amplifier level. The’ signal shapers are located on the backs1de of the
calorimeter module in- the liquid argon, while the calibration pulsers are located outs1de of
the cryostat in the warm. RERT

Vi

The key elements of the amplifier system are a chrp mtegratlng eight preamplrﬁer channels,‘

and a ch1p 1ntegrat1ng two channels ea.ch consrstlng of a summmg @8 channels) and shapmg‘
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Flgure 2 Schematrc layout of the front—end electromcs of the TGT calorrmeter Both the;

‘preampl1ﬂers and the summing and shaping ampl1ﬁers are located in the quurd argon closef

to the detector. The calibration pulsers are located outsrde of the cryostat in the warm,'
the calibration 1nput being at the ampllﬂer level. . '



Figure 3: Signal of a 200 GeV electron at the output of the sum'ming and shaping amplifier
. of a'readout cha.nnel of the third la.yer in the ca.lorlmeter The pea.k of the srgnal is after
43 ns.. - . :

' amphﬁer and a. lrne driver. Beca.use of the optxma.l noise performa.nce at low power con-

sumptionand high speed for the operatron at cryogenic temperatires, both chips are made
in GaAs technology ‘A MESFET technology with a gate length of 0. 001 mm has been

chosen since it is mature, and it is offered by several suppllers [6]. A power consumption

of 12 mW for, a prea.mpllﬁer cha.nnel a.nd of 150 mW for a summlng a.nd sha.pmg cha.nnel
was measured """"

 The’ system is opera.ted w1th a sha.plng ampl1ﬁer with a pea.klng time of 20 ns for a 5— '

functlon input, resulting in a peaking time of 43 ns for the trlangula.r current pulse -of
~. 160 ns length from the readout cell. The detector capacity of the readout cells of the

i TGT ca.lor1meter is 120 pF The total system cons1sts of 3000 prea.mphﬁer cha.nnels and of a

" 500 rea.dout channels Figure 3 dlspla.ys the srgna.l of 2 200 GeV electron at ‘the output of the
summmg a.nd shapmg ampllﬁer of a rea.dout cha.nnel of the third la.yer in the ca.lorlmeter

: Fxgure 4 shows the electronic noise as a funct1on of the number of 1nput cha.nnels for the
summing amplifier. - Since the individual .noise contributions’ from the preampllﬁer stage,
< the second stage and the readout stage“are 1ndependent they may be separated. The
total noise of a readout channel is typlca.lly 150 nA for eight prea.mpllﬁers at the input.
The contrlbutlon of the preamplifiers i is 51 nA. This value is close to the one expected
for a' minimum ionizing particle of 60 nA in one ABE. The expected noise from SPICE

simulations is 30 nA for the central value in the technological parameter space as guaranteed ‘

by the producer. The range of these values may have to be reduced for future fa.brlcatron

In Fig. 5 the d1str1butlon of the total electronlc noise for a sample of chrps after summmg
eight amplifiers and sha.plng with a peakrng time of 43 ns for a tr1a.ngula.r input pulse is
shown. Most of the chips show a similar behaviour with a noxse of around 140 nA w1th,

about 30% of the specimen at higher values. In subsequent mass productlons, a selectron,

. on the basis of the noise measurement w1ll be made e CE R

: the system after the preamphﬁer is 68 nA whlch 1s added in qua.dra.ture
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Figure 4: Electronic noise of the summing amplifier as a function of the number of pream-
plifiers. The noise contribution of a single prea.mpllﬁer is 51 nA. The no1se contr1but1on of

P

Figure 6 shows the gain varla.tlon of the preamplrﬁers at the input to a , common summmg
stage. Plotted is the deviation of the’ gain of individual prea.mphﬁers from the ‘mean of
the respective eight specimens. This quantity is important since the individual variations

* can not be calibrated:in’ this specific application. It'is observed that:the gain variation is

well below the 3% requested.  The variation of the signal peaking time for preamplifier
channels entering in the same summmg channel was determmed to be 1. 2 ns, bemg close

to the requ1rement of 1 ns T

3 3 Conclusron on Calorlmeter Readout T

It ‘was demonstrated tha.t the a.mphﬁer electromcs developed in’ RD33 fulfils the LHC
requlrements for an electromagnet1c TGT ca.lor1meter to be opera.ted at the LHC [7] ‘In
addition, irradiation tests with a neutron ﬂuence of 3x 104n /cm and a photomc radiation.
of 2 Mrad’ show 18] tha.t a front—end electronlc system based on this technology and design
can be sa.fely operated for ten years . in the radiation condltlons of the electroma.gnetlc
endcap of ATLAS: Increasing the irradiation up to levels of 6 x 10 n/cm? shows that a

* limit of a reasonable operation of the amplifiers is a.pproached On the other hand durmg

photonlc irradiation;up to 10 Mra.d no_changes of the level of electromc noise and only
sma.ll cha.nges of other observables are measured [8] : :




Ta.ble 2: Energy resolutron for MC data usmg different correctron methods (see text) The
parameters 1 and P2 refer to parametenzatron 5%:)- \/ pf/ E+ p2 (E in GeV) '

5

D1

: i P
- All channels summed 9.7+£0.3 | 06+0.1"|"
Ideal case 100+£04114£0.1 |
.~ HV lines disconnected | 5.1+7.1 | 6.2+0.2
Average signal correction | 13.0£0.9 § 3.440.1
Shower shape correction~| 12.4+0.6 { 2.0£0.1
Minimization 13.6+04 |1.04+0.1

account, yxelds even ‘better results (sohd triangles). Here the srgnal rosponse of the cha.nnel

‘affected by the HV" problem relative to the signal distribution of the nelghbourmg channels

has been taken into account via a correction function. This procedure is rather eﬂicrent for

correcting the HV problems, even though the resolution of thé ideal case cannot be restored.
Energy leakage is affecting the resolution as well, in partlcular at higher energles To take
this effect into ‘account, werghtlng parameters for individual channels’ have been obtained
from a fit minimizing the energy resolutlon For this fit all data at different energies and

“impact points have been used in parallel. As seen in Figs. 7.and 8, the agreement with the

-ideal case is good, except for a small deviation at low energies:

B In order to judge the various contributions to the energy resolution in a more specific way,

‘the energy dependence of the energy resolution has been para.meterlzed by (E in GeV)

B \[7,:5;;,— |

" The curves in Fig. 7 show the results of these fits to the different data sets. Table 2 shows
‘the energy resolutlon for the various correction methods apphed for the uncorrected case,

' lever a.rm in energy, the correlation between the sampllng term pl and ‘the constant term pg -
is by no means negllglble Nevertheless, it is ev1dent that the correctlons rna.lnly improve

the ideal ¢ case a.nd the case adding all readout channels of the ca.lorlmeter leen the limited

' the consta.nt term ﬁna.lly yreldmg results whlch are cIose to the 1dea.l case

q. 1 2 Energy Resolutron and Llnearlty

E

A pa.rtncula.rly lmportant aspect of the qua.lrty of the data is the contnbutlon ‘of the eIec-

tronic noise to the energy resolution: So far this contrlbutlon has not been ‘considered ' in
the MC. The noise has been obtained from random’ trigger events; addlng the signals of
those channels used within the reconstruction cone of the electron. A typical value of 480
MeV is obtained from the data. Correcting, for disconnected pads by us1ng “the expected
shower sha.pe, one obta.rns a va.lue of typlca.lly 690 MeV for this noise. ;

A second lmportant aspect is the systematlc error reIated to the callbra.tron procedure,

e
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: 'The curves represent the results of the'respectrve ﬁts (see text)
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F 1gure T Energy dependence of the energy resolutlon a/E for MC generated electrons -

- Solid triangles: The energy response of all readout channels has been added.

Solid dots: The energy ina restrrcted volume around the shower axis has been added (‘1deal
Stars: The gaps whrch were aﬂ'ected by HV dlscharge have been dlsconnected
Open triangles: The average signal correction has been applied. -

Solid inverted trlangles The shower sha.pe correction has been applled

Open squares: The relative welghts of 1nd1v1dua.l channels as obtamed from mrmmrzmg the
energy resolution: have been applled ‘
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Solid triangles: The energy response of all readout channels has bfaen added.” S
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Open triangles: The average signal correction has been z}pplled.w fod
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Solid inverted triangles: The shower shape correction has been ppliec o _
Open squares: The relative weights of individual ch’a,bnknels as obtalnedkfrokr{l m’m‘l"r‘mzmg‘ (t’he
energy resolution have been applied. ! g :
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Table 3: Energy resolution using different correction methods (see text). Given are the
parameter p; a(fd P2 using the pa.rayméte‘riza.tion, ﬂ(bﬂz\/pf/E+p§ + (pa/E)?. ’

‘ “MC. ] A <
‘Shower shape correction | 12.2+ 1.0 | 2.0 & 0.1 ]
. Da,ta__., P . P2 - T “T
Shower shape correction | 9.9+0.6 | 2.1+£0.1 ] ST ST
> |...-Global minimization 11.8+0.3 | 1.1+0.1 :
80 GeV minimization |12.030.3 | 1.0 £0.1
MC minimization 11.0+0.6 | 1.4 +0.1

in view of the rather simi!é.r gain of the individual preamplifiers. To be able to decouple
conclusions from the calibration precision, we compare whenever possible uncalibrated data
to the MC prediction. Figure 9a shows the energy resolution at different energies for two
different impact points in height for the data (solid dots and open squares) and for MC data

(stars). In (a) the shower shape corrections based on MC results has been used both for data.

and MC. To extract the energy resolution, the following parameterization has 'been;tbirselz‘d;(E :
in GeV) : ‘ A e DS

L

The noise term p; has been extracted from random trigger. events as described above (i.e.

not determined.from the fit) and applied to data as well as MC. The resulting parameters

p1 and p; for the various ‘ca‘ses are shqwn in Tab. 3."

The fit of the data yields a s‘ampling’ term p; = 99 +0.6% and a constant term p; = 2.1+ .

0.1%. The corresponding numbers for the MC data are p; = 12.2+1.0% and p, = 2.0£0.1%.
The agreement is rather good, in particular in view of the fact that no calibration has been |

. used for the data. In a next step weighting parameters for individual channels have been_

obtained from a.global fit to all available data ‘(all,’enqeggies and impact points).  This
improves the energy resolution of the data not only because energy leakage is corrected
to a certain level, but also because effective calibration corrections are determined for the
individual readbut‘(chanhelsvas }i/ell. The ‘irhpact of this rrjef.hod on the energy resolution is -
demonstrated in Fig. 9b.  For the data the fit yields a sampling term p; = 11.8+0.3% and a ',
constant term p; = 1.140.1%. Solely using the 80 GeV data in the minimization (Fig. 9c),
the corresponding numbers are p1=12.040.3% and p, = 1.0 + 0.1%. Within errors the
results are identical. Using weighting parameters obtained from MC and applying them to - -
the data yields the result shown in Fig. 9d.-One obtains a ‘sampling term P1'=11.0+0.6%
and a constant term p, = 1.4+ 0.1%. These values compare rather well with case (b) and .
show that the impact of the precision of the calibration of the individual channels on the
energy resolution does not exceed the impact of energy leakage, as visible in the constant

term py, v - i -

il
B
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Figure '9: Energy dependence of the energy‘résoldﬁori af E fqr:the da..ta., at'tivg differfan?
impact ’péints in y (solid dots’ and open squares) and-the corresponding MC prediction

(stars).” The solid curve shows the result of athree parameter fit (se‘ze: text). Different’

* correction procedires have been applied to both data and MC: ’ ‘
a: shower shape correction based on MC results,

weighting parameters for individual readout channels from a global fit,

b N e
c: weighting parameters as obtained when solely using the data at 80 GeV in the fit,
<% , eters :

weighting pa,ra.m’e't;ér}s_ asobta.med from MC events a:r?cll é.ppjli’ed:to the t,d?-ta-
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One of the important queétions related to the performance of an electromagnet_ié calorimeter -

o

o - The linearity of the éﬁgfgy 'res';)onée has beeﬁ‘studi;d i Fig.‘10.' Show)vn is the ‘r-espoiise
.. using the shower shape correction (Fig. 10a); applying the minimization method in a global

fit (Fig. 10b), and in a fit to the 80 GeV data only (Fig..10c) and in a global fit to all.
MC data. The nonlinearity, as shown in Fig. 10a, is typically at the level of +:1.5% for
the data and +1% for the MC prediction. We attribute the difference to the fact that the
data are uncalibrated. ‘Applying for the data Weighting parameters of individual channels
(Fig. 10b and Fig. 10c) improves the linearity substantially, as expected.’ But using the
corresponding weighting: parameters from MC events (Fig. 10d), essentially yields the same
result. . This shows again that the weighting parameters compensate. to some extent the

" energy.leakage in the MC. But for the data these parameters compensate for both effects,

energy leékage and mis-calibration of individual readout channels in the data:

4.1.3 AngularvRevs'(")lutt.ion

is the resolution of the reconstruction of the angle of an incident photon. We studied the
angular resolution using electron' data at different energies, i -particular in the ‘region .
equipped with horizontal and vertical strips (Fig: 1).- Using the information of the high
resolution proportional chambers in the beam line, the impact direction of each individual
beam particle is known to high precision. This impact direction’ can directly be compared
with the reconstructed shower axis using the fine longitudinal and lateral segmentation of .
the calorimeter. The barycentre of the electromagnetic shower has been reconstructed in
each quasi-lbngitudinaljlayer,“ using the geometrical information and energy diétrib’utio'n of
the related: channels. ‘Depending on the impact point ‘relative to the readout cell centre,
this’ kme‘asurerr'lent is subject to systematic shifts. To correct for these shifts, Monte Carlo
events with énergy and impact point ’distfibutions identical to the real beam particles have
been genierated. The correction function, obtained from these Monte Carlo events; has

been parameterized using a third order polynomial function. L

Figure 11 shows the energy dependence of the angular resolution og[mrad] of reconstructed
electron showers for the two options using the strip information (open points) or ignoring
this information (solid points) for data (Fig. 11a) and simulated events (Fig, 11b). The
‘curves are a fit using. a parameterization oy = +/a2/E + 62. Table 4 shows the paraineters
a and b obtained for the data and Moﬁnte,Ca.rlo‘ for both cases, ignoring or using the strip

information. : -

The agreément between data and Monte Carlo is 1rzi.thér‘ good, a.lfhough a and b show some

 difference due to the residual correlation. To evaluate the effect of the strips in a more

transparent way, in particular to avoid the correlation between a and b, ia. sirﬁpl(; 1/\/E -
fit to the angular resolution has been carried out as well.” This parameterization fits the
data only marginally worse. Taking the mean valué within the energy.range, we obtain .
for the data 0g x VE = 51.8 [mrad x v/GeV] for the case where the strip information is
ignored, and o4 x VE = 40.9 [mrad x v/ GeV] for the case where the strip information is
used. The corresponding values for the MC prediction ‘are 49.2 [mrad x v/GeV] and 38.4-

‘[mrad x.v/GeV] respectively.” For both options the agreement between-data and/Monte -
-Carlo is rather good; the Monte Carlo showing a resolution being slightly better by ~ 5%).
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Table 4: Ahgular resolution for data and MC. Given are thé 'para.m‘etex;,s a and b re-

sulting from a fit to the energy (E in GeV) dependence using the parameterization

= /a?J/E ¥ b7 [mrad). ~ . g

: a b

Data Pads 33.6+1.0 | 4.95+0.12
Data | Pads + Strips | 31.8+ 0.8 | 3.27 £ 0.12
MC Pads 24.0+1.7 | 546+ 0.16
MC | Pads + Strips | 22.2+1.1 | 3.85+0.13

.

In both cases the resolution ‘is improved by a.bout 20% if mformatlon from the strips is
used.

42 Performance with Muons

The calorimeter has been exposed to a beam of muons of 120 GeV energy. The Tesidual
contamination with pions was at the level of 10 — 20 %. Therefore a cut on the total energy
deposited in the calorimeter has been used to re_]ect this background.

. The average s1gnal response to muons depends on the geometrical shape of the relevant

" readout channel, which has a rather complicated form. The typical angle of 1nc1dence is 45°,
but varies with the impact position and longitudinal depth. In addition, the number of pads
ganged to one longitudinal segment and the number of ABE’s added laterally define the
total particle passlength of a given readout channel. Figure 12 shows the average response

. of muons when' scanning horizontally across one channel in the longitudinal layer 4. It
should be noted that the additional calorlmeter response is observed in the neighbouring
readout channels not added here." -

The part1cular form of Fig. 11 is predicted using the extrapolated partxcle traJectory from
‘the mult1 wire proportxonal chambers in the i mcommg beam. :

“The’ signal is rising in steps, reflecting the increasing number of ABE’s crossed by the *

* ‘particle, until- the maximum is reached. ‘Beyond this. maximum a similar decrease of the
signal is expected. The height and width of each individual step are defined by the geometry
and the expected energy loss of a minimum ionizing particle. In total 11 runs with varying

impact positions are added to cover the full width of this readout channel. For the muon. -

data the HV correction used is a simple factor corresponding to the ratio between active
gaps and HV disconnected gaps per readout channel. The fit (solid curve) yields a muon

response of 50.541.5 nA per ABE. From a companson to the absolute predlctlon we derlve .

anefu p ratlo of 1. 2 compatlble with expectatlons

[ SRR

- variation due to the pa.rt1cular geometry of this channel
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5 The Calorlmeter ’I‘rlgger System The Hardware

' In the LHC experrments, the electroma.gnetlc calonmeter wrll be used to provrde a powerful
level-1 trigger for electrons. The RD27 collaboration [3] has developed methods, algorithms

and also hardware for this purpose. In particular,.a so called 'Cluster Fmdmg 1VIodule :

(CFM) [4] was built and operated also in connection with the- TGT calonmeter
-"We have developed an 1nterface between the TGT- ca.lorlmeter and the CFM electronlcs

the purpose of which is to combine TGT data in such a way as to form trigger towers, to -
drgltlze the resultlng analog sums by a flash AQC (FADC), to'store the digital pulse-height

in'a memory and, in parallel, to send the digitized data to the CFM for analysis. Both the
" CFM and the FADCs are operated synchronously by a common clock at 40 MHz

The compartment of the TGT test—module, which is equipped to yield summed srgnals for

a_trigger logic, is geometrrca.lly divided into 16 trigger towers, i.e. four horizontal times

“four vertical divisions: Furthermore; each’ tower is composed of five layers along depth.
(Figure 1). Hence, 4 X 4 x § = 80 trigger srgnals are transferred to the FADC—system for
. digitization. :

The block dlagram of the FADC system for one trrgger tower is shown in Flg 13.

As for studies of the tngger system we show here also some results from phase I of the TGT,
.~ project (’setup A’) in order to compare:them to the phase I results (’setup B’) where the
~." calorimeter signals were much shorter, i.e. .adapted to, future LHC use. In the latter case -

\the free running 40 MHz clock had to be resynchronized for every event in the’ TGT in order
to’ ensure a dlgltlza.tron always'at the same loca.tron of the srgna,l e.g. at its maxrmum

ot . - [crusTer]
TRIGGER , * I . ) R . - 11573 P FINDING
o oSUMS . MODULE
- Time . . |
o A . -+ synchr, Clock - B v
S ot [SOOKTD N
. - Time
MEMORY
il > < S TR S S S P O S YRy
. ! . SUMMING SHAPER
) Timo APL . Strobe i . .
EEE oo | e
. . " Time :
SUM of SBCOND .
TOWER hyex 12 >0 CD—E—“ o
- R L e
e ooock > = -
| Clock.
DRIVER RECEIVER tony

Mu:_
© - (Trigger YES —> ENABLE)

Fighre 13: Block diagram ’of the FADC-module. Signals are received from the ca.lorxmeterv,

summed to formtrigger towers and shaped before being drgrtrzed The drgrtrzed data are
fed into the cluster finding module for further processing. T o
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"5 1 The Trlgger S1gnals from the TGT Test Module )_f : '

: Slgnals from the prea.mphﬁers arrive via ca.bles (~ 60 m in setup A 4min setup B) at
‘a patch-panel, where they are reordered. to connect to the FADC system. This system
‘consists of 8 modules. being-housed in one-VME-crate. - A free-running 40 MHz clock is
- generated in the ’Cluster Finding Module! and fanned out to the 8 FADC-boards.. The ™~

"YES’-decision is used. to stop ADC-conversion and freeze the memories. The two output
bytes from:each FADC-board - along with the clock signal for re-synchronisation - are
directly transferred to interfaces in the CFM where the ASlC based loglc of RD27 derrves
a trigger decision. : ~

52 Functlonal Descnptlon of orfe FADC- Module e

'An FADC-module isa’ smgle-wrdth VME—boa.rd conta.mmg two FADC-cha.nnels .Each

channel receives five twisted-pair.input srgna.ls from:the depth-layers of a trigger tower. An
a.nalog sum. of these five input signals is formed to provide ‘the full energy deposit. The
output srgnal is reshaped in ‘a hybrid-circuit’ (Hl desxgn [5]) and d1g1t17ed via a 40 MHz
FADC (LHC bunch crossing. frequency).. = : .

In addition, each FADC:channel is equrpped with a fast 256 byte long memory, where the .
output is stored. On every clock cycle the address is increased and reset at the end of the
memory. This, operating - mode provrdes a c1rcula.r data buffer’. The content is frozen by
a 'YES’.decision from the CFM. It can subsequently be readout via the VME-bus. The
memory shows the dlgltlZa.thIl ’hlstory for a penod of 25 ns x: 256 = 6.4 /Ls b

5 3. Cluster Fmdmg Loglc

The trrgger system (CFM) executes an electron/photon tngger algonthm usmg ASle

* which’ process digital calorimeter srgna.ls a.t a’rate of 40 MHz Each ASIC computes ‘within

a4 x 4 trigger cell window the energies “of 2 x 1 and 1 x 2 cells (honzontal X vertical
signal cells) of the inner'2 x 2 matrix and compa.res ‘them with two electroma.gnetlc cluster |
thresholds. The énergies of the outer 12 cells’ (referred to'as lsolatlon ring) are ‘summed and '
comparedWrth two isolation thresholds to reject ba.ckground from ha.drons In addrtlon thel ,
energy:sum over all 16 cells is provrded for later use in'a jet trlgger algorlthm The 4x4
windows are overlapping and shifted by units of one trigger cell with’ respect to each other;

The demonstrator system contains 3 X 3 ASICs capable of covering an area of 6 x 6 trigger
cells. 'It.is housed in a nine 1nch hrgh cra.te with'a bus for readout a.nd control mterfaced &
to VME Deta.rls can’ be found in [4] ’

5.4 Re-’syhchrdhiéation'of theFADCfClo'ck' o

In order to sxmula.te ‘the condrtrons at LHC where one has a ﬁxed time rela.tlon between\f;
the LHC clock and the ca.lonmeter s1gna.l the 40 MHz clock ‘was re—synchronlzed to single
incoming’ beam  particles.” This was achreved by usmg an early scmtrlla.tor plCl(llp signal *
from the’ beam (Fig. 14) which arnved several clock cycles before the calorlmeter srgna.l a.t
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o the FADC input. The same fast srgna.l was, a.lso used to synchromze the dlgmza.txon a.nd
- readout sequence of the TGT ca.lorlmeter proper y

-

250
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number of events .

© 80,
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880 820 -: [ -.930:i: 0407
: TOC value -

Flgure 14: Tlme drstrrbutlon of the fast’ bea.m trlgger s1gna.l from two sma.ll scmtllla.tlon {
counters i in' coincidence measured w1th a TDC (25 ps per count). The time. resolution  is .

about 70 ps: The actual s1gnal shown s obta.med by convolutmg the sepera.te slgna.ls of
the two counters ' ‘
s f:
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6 Performance of the Tugger in the Test Beam

A 4x 4 trigger cell wmdow was 1mplemented with transverse dimensions of a basic trigger
,cell of 4.8 x 6.0.cm? in setup A and of 9.0 X 9.0.cm? .in setup . B. The:trigger. system:
lncludmg the FADCs was controled and readout by a sta.nda.lone da.ta acquisition system
using a Maclntosh computer with a MICRON/Ma.cVEE interface to VME in setup A and. -
by a combxned 089 rea.dout system in setup B.-It was trlggered by a beam signal derived

from’ scintillation courters (2 .ecm x 2 cm) and a DISC Cerenkov counter y1eld1ng well.; -

defined signals of electrons or hadrons. The following data were recorded: 16 X 8 bit FADC

7
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data, 36 x 8 bit da.ta from the mput memories of the trlgger system, 9 X 12 blt energy o
sums over the trigger cell windows covered by the CFM and 9 x 2 "hit’ bits from the trigger:
a.lgorlthm for the two sets. of thresholds. For each event this information is sampled 255 ..

. times at 25 ns intervals. To limit the event size, usually only 50 samples were rea.dout L

giving an event size of 3.5 kbytes.

‘ 6 1 FADC Respons‘e to Calorimeter VSignals 7' S .

Electron, muon and pion beams of dlfferent energies (electrons of 20, 40 60 80, 120, ~
200 GeV muons of 120 GeV and pions of 200 GeV) and different 1mpact positions on the
calorimeter are used to analyze the behaviour of the trigger system. As an exa.mple in
Fig. 15 the shaped : and digitized-data of a typical electron event at 80 GeV a.re ‘shown, both
with-a ‘slow shaper (setup A, 7 & 100 ns) and with a fast shaper (setup B, T =12 ns) The
energy deposit in the isolation ring is indicated by the sha.ded area. ‘

When a.na.lyzmg the recorded data, we proceed in the followmg way: Flrst the FADC :

‘output values are used to extract general features of the calorimeter trlgger In the next

step this output is compared to the CFM input memory which should be just-a copy of the
FADC output Ensurmg that both systems do handle’ the’ s;rme event the CFM outputs
- namely the energy sum and the hit pa.ttern a.re studled :

6.2 Analysrs of FADC Data £ ‘*'L\', e

The FADC output da.ta. are- used to study shower containment of electromagnetlc and

hadronic showers, noise, the. threshold behaviour of the trigger system and to simulate

the response of the CFM for dxfferent trigger a.lgorlthms In setup A the trigger cell size

during these tests was smaller than the fina.lly envisaged cell structure. This allows detailed

study of the shower profile with respect to trigger granularity. However, the study of ‘the

isolation criterium is limited because only 16 basic. cells could be instrumented. -In setup

B the final trigger cell size was adopted. Ina ﬁrst study the energy response of the trigger

system has been compa.red to. the calorimeter readout stream. Pions were selected in order

to cover a la.rge energy. range. . In Fig.. 16 such” events entermg the calorimeter at different

beam impact points are shown desplte the fact that the data are uncalibrated and stem

from different’ regions of the caloriméter, a good: correlation. between the energy. seen- by

the FADC readout and the energy seen directly in the calorimeter is observed. In Fig. 17
the mean value of the energy response is shown as a function of the electron beam ‘energy..
The response is linear up to highest energies available in the test’ beam. Moreover it seems
that the 2 x 1 cell conﬁgura.tlon is sufficient ‘to contain electromagnetic: showers almost
completely. The calibration consta.nt is calculated’ to 0.87 FADC counts per:GeV. The
study a.llows to determine the resolution at each energy point (Ta.b 5). :

The FADC output data are used to study the response of the CFM for various trlgger cell K
sizes and to'study the containment of electromagnetic and hadronic showers in the TGT
module. In particular the resolution has been studied for different lateral sizes of. a trlgger
tower by combining basic cells, i.e. by merging signals from 2, 4, 9 and 16 cells (Flg 18)."
The nominal cell size foreseen for LHC y1elds the best .result i in terms of resolutron .
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, (’setup A’), the lower for a fast one with a shaping time T~ 12 ns (’setup B’) The FADC .
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6;3 Threshold and Isolation

Next we study the behaviour of the cluster finding a.lgorlthm asa functlon of the threshold
: ,settrngs, both for the signal cells and for the isolation ring.: A sharp threshold behaviour
can be seen in Fig. 19a, reaching full efficiency very fast. The sharpness’ of the threshold is

" defined as the energy interval where the efficiency rises from 10 % to 90 %. The sharpness is

given for each sa.mple in Tab. 6. We do not see any, degra.da.tlon of the sharp threshold when
varying the centér of the beam impact a.lthough no detailed scans across cell boundaries
were performed. In Fig. 19b the second ‘condition, i.e. 1sola.tlon of the CFM is 1llustrated

Plotted is the fraction of electrons/pions as a function of energy deposit in the isolation -

ring (in FADC counts). As can be seen, already at energies around 7 GeV only a small
fraction of electrons is rejected (5%) whlch indicates again that the shower is well contained

in the signal region and additional energy spreading out into the isolation ring is small, The

fraction of pions which will be rejected at this isolation threshold is 90%. ‘Note that the
trigger logic of the CFM requires both trigger conditions studied in Fig. 19 to be fulfilled.
We conclude that an isolation threshold of only a few counts is needed in order to reject
hadronic showers wrth high efﬁmency

e
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‘Table 5: ‘Energy resolution‘ob‘ta.ined with the'Ij‘ADC Systern. ,

Beam energy in GeV || 20 | 40 | 60_|:80 | 120

Resolution oin GeV || 2.5 [ 3.1 |46 [ a7l63] =

" " Table 6: The sha.rpn%s of the trigger thresrholdlv o

Beam energy in GeV | 20 | 40 | 60 | 80, | 120 | 200

Sharpnessin GeV || 3 |45 |55(|75] 9 | 15|

6.4 Noise

Not only remna.nt energy in the lsola.tlon ring determmes the threshold for hadrons rejec~
tion. Electronic noise must be taken into account, too. To estimate this noise, data were
used where the beam enters a region of the calorimeter not equipped with trigger electron-
ics. We obtain a figure of 0.55 counts per cell. Enlarging the area to 2x2,3x 3 and 4x 4
cells we find that the noise increases as expected from uncorrelated contributions with, a
small contribution from coherent noise. The distribution of the noise is shown in Fig. 20.

i

6 5 Response of the Cluster Fmdmg Logic -

, 1

The behaviour of the cluster ﬁndmg logic can be tssted by repeatmg its operatlon off- lme,
usmg its dlgltlzed mput as stored a.nd subsequently readout in the FADC system.

In order to correla.te the CFM lnput to ‘the output the FADC data are used to calculate an

expected bit pattern as a function of time. This pattern is then compared to the bitpattern
output of the CFM module. Both systems ylelded results in perfect agreement: not asingle

_event was lost by the CFM nor any event a.ccepted wrongly as'can be seen in ‘the Fig. 21.
- However, in a fraction (20 per cent) of the events, the ASIC seems to get out of beat: the

trrgger hit pattern a.nd the digital mput were out of step by one time bucket of 25 ns.
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7 Conclusmn

A novel concept of a LAr calorlmeter, the TGT for use at high’ energy, hlgh rate accelera—

tors, like the LHC, has been. developed and a test module has been bullt and operated in -

2 particle beam.

A detailed descrlptlon of the techmca.l de51gn and results from phase I of its operatlon have

_“already been given in [1] . —

The main empha&s of phase 11 of the project described here was the test of new cold
(i.e. placed in the LAr) front-end electronics and of the ability of the TGT to be used in
connection with’a level-1 trrgger system concelved for futqre LHC experiments.

In part1cula.r, the newly developed front-end electromcs had to fulfil the speclﬁcatxons
-dictated by event rate and radiation environment of a LHC experiment. Hence the pream-
plifiers were realized in GaAs technology and for the resulting calorimeter signal a peaking

time of around 40 ns after shaping was chosen.’ This s1gnal time is, in comparison to the
distance between two LHC bunch crossings of 25 ns, short enough to allow an efficient

- “bunch crossing identification’ (BCID), i.e. the correct attribution of every signal in a LAr
- calorimeter to its bunch crossing and hence to the event it belongs to. On the other hand,

the 40 ns peaking time is'a good choice when simultaneously optimizing the srgnal to noise - -

ratio both for the COntl‘lbllthIl of stochastic and of pile-up noise.

Irradiation tests both ‘with neutrons and photons | indicate that the GaAs ampllﬁers would
_withstand the radiation levels of 2 LHC experlment even if employed in an endcap electro-
magnetic calorimeter. . :

*In order to test trigger capabilities of the TGT calorimeter, a:VME based electlonics
system was developed. This system uses the shaped calorlmeter 51gnals and, by adding
them approprlately, produces ’trigger tower’ signals. These are then digitized in a FADC.
The resulting digital information is transferred to a BCID circuit and to the CFM, where

- . a trigger decision i is derived.

In parallel, 'the FADC information is kept in a me'nory recordmg the FADC history of the

past 256 clock cycles at the LHC rate of 40 MHz. This system allows to perform several

tasks: to test the performance of the TGT calorimeter.for trigger purposes;. to test the
failure rate both of the BCID and of the CFM electronics by replaying the FADC data
offline, to test the agreement between the summed information of trigger towers and the
one readout directly in the normal TGT data stream. :

"We obtam the following results: Although the mformatlon in the trigger stream comes
from the raw, uncalibrated data, a sharp threshold behaviour is observed in the trigger

response. The energy resolution of the trigger signal is adequate for the purposes of future )

LHC experiments. : —

As for the trigger circuitery proper, we find, by replaying the data, that both the BCID
and the CFM logic make 100 % correct decisions.

The FADC system and its readable memory developed in the context of this pro_]ect are a
- powerful diagnostic tool for the performance both of the calorimeter and the trigger logic.

)
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