


1 Introductlon ’, S

’The structure functlons of nucleons wh1ch descr1be the d1str1but10n of quarks

" - inside nuclear matter have been measured for both free and. bound nucleons, '

‘ina varlety of high" precision experlments with electron, muon; and neutrino’
beams [1] [9]: In these measurements, it has been observed that the structure _
* function F, A(z R?) of a nucleus/A and consequently the quark distributions

' measured in complex nucle1 is dlfferent from the structure functlon of a free .

' ‘nucleon (6, 11]

. Most of the experlmental data on structure functlons of nuclear targets o

have been measured below z =.0.8, where'z is the’ B_]orken scahng variable.
- ,However, many /) effects predlcted by nuclear models such’ as the hlgh mo-

T ‘mentum component of Fermi. motlon, few nucleon correlat1ons, multhuark,

s lusters etc -are expected to’ man1fest themselves mostly in the region close o
Sitoz = 1 0, whlch is the kinematic Tlimit for a lepton scattered from a free
‘nucleon Due to substantlal experlmental dlfﬁcultles this k1nemat1c reglon

o ;has remamed almost unexplored so far., Upper limits on o0 from a mea-y. e

surement of deep inelastic neutrino scatterlng on iron have. been glven in
" ref.[10]. Measurements from electron scattermg on nuclear targets at lower" e
~ beam energles have recently been reported 12} =i des

‘In "this _paper, we report on the’ ﬁrst exper1mental measurement of the'??.;- .
‘bound nucleon structure funct1on F ¥ (2, Q%) at, large squared four ‘momentum .

. rf‘;transfer Qz, in the reglon > 0 8. The data ‘were. obtalned in deep inelastic
. scattering of:a- beam of. 200 GeV muons on a “carbon target.” The. analys1s e
"> of data-in “the range 0 25-< T < 0 8 from the same\experlment has been' L

o ‘reported in. [1]

- 2 Cross sectlon and nucleon structure func-_

k"ln the exper1ment descrlbed here, the quark structure of -a nucleus of mass\
A is probed in. the 1nclus1ve deep 1nelast1c scatterlng reactlon DR -

S S O]

B 'where u' s s the scattered muon and X is the hadronlc final state. The domi-
: nant contrlbutlon to the cross section of reactlon (1) comes, from s1ngle photon e
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: exchange In th1s approxrmatlon the double drfferentral Cross sectlon can be

" written as- ERENE : 7
1 d’ao 47r'a7 ' Q2 LT 2E2'+ Q1
o iy " PR Q2)+1]]F w2

where a is the’ electromagnetlc couphng constant, E is the energy of the

~incident’ muon, Q2 is the squared four momentum- transfer from the muon -

to the. nucleus; z ‘and: y are the BJorken scaling varlables and Fi{(z,Q?)
and RA(a: Q?) are the structure. functions of the- nucleus.” We follow - the"
convention that the structure functlous are normahzed to the number of

- nucleons in the nucleus , e e ~ «
In the laboratory frame, the Lorentz 1nvar1ant varlables Q2 ':v and Y3 are
related to measurable quantltles by the expressions: - : '

:jl Q .—4EE'q'm2(0/2),,,
: V—E E'

: where E’ is the energy of scattered muon, 9 1s the scatter1ng angle and M
is the mass. of the target partlcle When M 1s ‘taken to. be the nucleon mass
then 0 <z < A and F3 is defined in the same 1nterval AT

. The structurefunctlon RA(z, Qz) —'a]’j/aT is the ratlo of absorptlon cross

»sectrons for v1rtual photons of long1tud1nal and transverse polarlzatlon We
" have shown in ref. [1] that'in the region Q2 >40 GeV2 and 0.25°<z <08

this structure functlon is compatlble with zero,’ ‘RC =0: 015 +0.013 (stat E

10.026 (syst ) Tlns measurement is also compatlble with. perturbatrve Quan- i
- tum Chromodynamlcs (QCD) calculatlons whlch predict R to decrease with

& and Q? and to become small in the krnematrc reglon of our measurement

[13]. Furthermore the’ contrlbutlon of R to the cross sectron (2) decreases

. with increasing _except for very large values of y which are excluded from
_ the present. analysrs We theref01e conclude that R can'be’ safely assumed to
be zero in: the analys1s of FA(a: Qz) in our k1nemat1c range k.

3 Apparatus and data taklng

‘The data were collected w1th a lngh lu1n1nos1ty spectrometer in: the (,ERN

SPS muon- beam The expeumeutal apparatus is’ shown in Frg 1 and has ‘
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f‘-4 Event reconstructron

been described i in detarl elsewhere [14] It “consisted of a 50 m" long seg- g
" mented toroidal iron. magnet ‘which was magnetized close to- saturatron and
surrounded a 40 m long carbon target. The hadronic shower. produced in the -
deep inelastic 1nteractron was absorbed by the target and by the spectrom-w,
eter iron wrthrn a few meters from the 1nteractron point-and the surviving
,rscattered muon was focused towards the- spectrometer axis. The toroids were -
equrpped with - twenty planes of trigger counters segmented rnto ‘concentric
rings around the beam axis to permit a Q? selectrve trigger, and\wrth 80;{
planes of. MWPC measurrng the track'in,two orthogonal pro_|ectrons~ Four -
- hodoscopes along the spectrometer axis<detected the incoming muons and .
measured their- traJectorres A wall of scintillation counters 1n frorrt of the AT
Spectrometer provrded a veto agarnst the beam halo. = =~ R
“The momenta of the incident Jmuons: were measured with a spectrometer
consisting of an air-gap magnet and four scrntrllator hodoscopes in' the beam
- line. The average energy of the 1nc1dent beam was 200 GeV. Due. to errergyf‘ ‘
g loss 'in the target, the average muon energy.at ‘the 1rrteractron pornt was
194 '‘Gev. The ‘beam’ rntensrtv was typrcally 2:107 pper:1: 4 sec beam sprll S
~ from the accelerator, ‘and was counted with the beam hodoscopes using two
different methods [14] After correctrons for. deadtrme the results obtarned -
by the two methods agreed to ~, 1%. The total numberof 1nc1dent muons «
- used for this measurement was: (4 23+ 0. 13) 1011 ol BRI ,
" The trrgger required srgnals from four consecutrve trrgger planes srtuated’ ot
anywhere in:the ‘apparatus, correspondrng to scattered muon: tracks longer: o
than 8 m, rn corncrdence wrth a beam -signal and in antrcorncrdence wrth tlre .

halo srgnal

Sy

' The recorded events were processed usrng the program PATRAC [15] wrtlr‘;

the followrng steps o

) pattern recognrtron and vent recorrstructron, e R

) selectron of events 7\'

EE T ﬂat inz arrd Qz arrd is everywlrere larger tlrau 6.)%, s

. r
. Ll

Se cornputatrorr of tlre rncr(lent muon: ﬁux and correctrorrs for dead trme' k

losses e

The l\rnematrc reconstructrorr determrrred the scattered muorr rnornentumg

. and- the scatterrrrg arrgle 0. In-the event selectrorr “each track was requrred
“'to have at least 4 points rneasured in each pro_|ectrorr and 10 points in total;
-the average mrmber of points in cach projection was 28. The’ vast maJorrtyg

- of everrts has a srmple topology of a srrrgle scattered muon tracl\ A typrcal
'event is shown i in. Frg 20N ' : :

_The Yejection of | acl\grourr(l from lralo feed through aud accrdental tracks

- was based on geometrical and timing cuts and the requirement that-the tracks

) had to. he georuetrrcally\Cousrsteut with the: trrgger pattern recorded by the

scintillation counters. Only about 2%.of the events could not’ be urrambrgu-;

ously )derrtrﬁcd as-good or: bacl\ground and’ were scanned visually. “About -

- half-of the scarrrred events were*found to be good ' The rrrrsrdentrﬁcatrorr of .

T \bacl\groun(l events as good events, “and of good: events as bacl\grourrd was

. found - to. be less, tharr 0 1% by vrsual scarrrrmg of corrtrol samples of both
R _catcgorres S ' ‘ :

20l

Orrly data tal\mg runs: wrth a’ stable perforrnarrce of the bearrr arrd of

all detectors were- retarrred for the final analysrs ‘This-. requrrenreut led to a-

rejection of aboit: 10% of the raw. data The ever nts selected for the calculatron

o of structure functrorrs lrad to frrlﬁll the’ followrng crrterra

e the rnteractrorr ver tex is corrtarned rrr tlre ﬁducral voluure of the target '

N

e the scattered muorr trdcl\ is contarrred rrr tlre ﬁducral vohrme of the
spectrorrreter T e LI . y B

ERR

‘7/7'?: ‘e the recorrstr ucted everrts have E’ > 30 Cc‘J Qz > 52 (‘eVz,ﬁaud 0 1 <

vz L 8: Irr tlrrs regron the gcornetrrcal acceptance of the. spectrometerl /

\: 8- the reconstructed cverrts ‘are observed ina’ regron of good resolutrorr rrr
the scatterrng arrgle 0 (0 > 0.045 rad) B = :

\?,-‘

: ~tjrAft(’r these Cuts we obtarn 7 6 101 evcnts for tlro arraly sis of stru( ture frm(—v~

tions. Of these, 1356 events are reconstructod in-the rauger > 0.8." We

'_have retarrred tlre everrts with 0. tl < < 0.8 for corrrparrsorr with. the rosrrlts

reported in [l] whrclr were ol)tarrred wrth a sorn(‘what drﬂ”orerrt mcthod
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5 Determlnatlon of F2 ( ,QZ) i
Monte Carlo 51mulat1on of the experlment ot

, The exper1ment has been. s1mulated w1th a Monte Carlo program based on
- the GEANT package [16]. " This’ s1mulat10n serves to correct:the. measured
differential cross section for acceptance | losses and for resolutlon smearing of
the spectrometer ‘The program contamed a detalled descr1pt10n of the beam
'and the- spectrometer 1nclud1ng = R

VR ¢

el the phase space of the 1ncom1ng beam,

e 'efﬁclenc1es and resolutlon pr0pert1es of all detectors Typ1cal efﬁc1en~

L ,c1es were R 97% for the trlgger counters and = 98% for the MWPC s;

o mult1ple scatter1ng and energy loss of both mc1dent and scattered muons
,_mcludmg the stat1st1cal ﬁuctuatlons of energy losses [17],

o add1t1onal detector h1ts from 6 rays generated along the muon track and
. from hadron1c shower punch through close to the 1nteract10n vertex

A sample of 110 000 Monte Carlo events was generated in: the reglon 0.8 < : hy

z <1.8; the Monte Carlo data generated for. the- analys1s reported in 1]
. were used for 'z < 0.8 "The four-momentum transfer was. generated in the
_interval 30 C'er2 < Q2 < 260 GeV2.: The s1mulated events were processed

through exactly the same reconstructlon program and event selectlon as. the '7 R e

o experlmental data.”

The quahty of the s1mulat10n procedure has been checked by comparlng

experlmental and: s1mulated event d1str1but10ns A good agreement is ob-

'served,\thus prov1d1ng ev1dence for a good understandmg of the apparatus

Rad1at 1ve correct 1ons

~ o evaluate the one- photon exchange cross sectlon and to determme F c from
‘the measured data, correct1ons for h1gher order processes have to be apphed
This is done i in the Monte Carlo program by we1ght1ng each generated event’
with a correction factor Spro = O’/O’o, where ¢ is an appr0x1mat10n to the"
vmeasured deep 1nelast1c scatterlng cross sectlon and 0'0 is. the one—photon

S~
~

N

t‘exchange cross section of eq. (2). Tlle sane correctlons as descrlbed in ref
~"[1] have been used for < 1. For z'> 1.0, only the lepton l1ne corrections
 from refs. [18] have been apphe(l Teplacing the nucleon mass M by 2M in”
' ,all kmematlc relations to account for the fact that the scattering may ‘partly
,_occur on substructures larger than a nucleon. Correctlons to the hadron line
~“and from electroweak interference have-been- neglected since they depend on .
the quark dynanncs which are poorly known in this kinematic region. They
‘are estimated to be smaller than’ 2% of the cross sect10n The parametrxsatlon
of FC( Qz) used for the calculatlon of 6Rg was the same. as ngen in eqs.

: ',"""’Evaluatlon of F2 (

fQ )

' :,Due to the 1esolut10n of the spectrometer an event W1th true varlables ( Q )

,f“e‘\,ls reconstlucte(l w1th variables (z! Q2) The dens1ty of reglstered events
‘ ,“,:N,(;_r,’;QZ ) is: lelated to the (h{ferentlal cross. sectxon dzz'f/drdQ2 by

“_( QZ’)—M / / dzdcez d sz (:c

IQ'-’

"'where the lunnnos1ty L is'the product of tl1e muon ﬂux and the nunlber of nu-
- cleons in'the target, e(x, Q?) is the geometrlc acceptance, and p(, ', Q% Q%)
is the resolut10n funct10n of the apparatus i.e: the probablhty dens1ty to ob--
" serve an event w1th ‘true variables (z;Q?) at (! Qzl) : ’

o “The acceptance function e(x Qz) and the resolutlon funcuonp(x x ,Q Q )
";axe deternnned from the Monte Carlo snnulatlon In the presence of s1gn1f~
‘l"lcant resolution : snleanng, “and’ with-a finite number of Monte Car lo events,
it s d1fllcult to’ const1uct ‘an- expllcxt mathematlcal descr1pt10n of p. It is
.. therefore” customary to: evalnate dza/d:chz, and thus Fz( , Q%) from eq

T (6) with an iterative method as described in B
- For tlle present analy51s we have. adopted a snnphﬁed procedure for the '
’ "Fg evaluation whicli is better adapted to the limited statistical accuracy- of
0 the data. 1t consists in a (hrect coxnpauson of- the expelnnental and Monte f
- Carlo evcnt distributions; using in"the. simulation = i.e. in- the ngllt hand"
. side of eq (6) - trxal stluctule functlons wlnch dlffer fronl the prevmusly

A
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Table 1: The structure functzon FC ﬁer nucleon measured m this e:z:perzment S
-as a function of = and Q*.. The statzstlcal error is given . by AFy.- The f;. S
_indicate the dzﬂerent systematlc errors. discussed in the text; they are ‘given " -

as. muItszzcatwe factors by which FC has to: be multiplied or ‘divided. The . .
“upper limits forz > 1. 15 are gwen for a conﬁdence level of 90%. The absolute :
normahsatzon uncertamty of the data 1s. smaIIer than 37 i :

S ERRE e K

I AR Q2 F2 .Ath el fe fs fd | R C RARE= e
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Flg 5 The X of the comparlson of the carbon data w1th the Monte Carlo -
£ wevents for: T > 0. 7 as’a functlon of the parameter s dlscussed 1n the
teXt I e L T N R :
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measured ones only at 2> 0 75 SRR i

e )——Ff( Q?) Ce<oms ‘lf/*f’*v | @ )

structure functlons by multhuark clusters [19 20 21 22] or few nucleon
correlatlons in nuclei [23].- «

. Varying' the parameter’ s between’ 6 and 22 5 in eqn. (8) we have com- ~
~ pared Monte Carlo and. experimental event “distributions dN, (m’)/dz: ‘inte-
’ grated over Q?'. The variation of the ¥2 of this _comparison’ with s is showu_
in Fig. 5. The best agreement takrng into account statlstlcal errors only, "
© was ‘observed for- s =16, 5403, with'a x*/d.o.f. = 4. 0/5 ‘The corresponding”
ratio of experlmental and s1mulated events 1s shown in: Flg 6 and is: found S

'/,l. Eh

‘to’be compatible w1th un1ty

To search for a Q2 dependence of F2 ', we have splrt the data in three Qz"

" bins of 52.— 70 GeV2, 70 — 100 GeV2 and 100 = 200 GeV2 .The resulting -
CFS at the:three bin’ centers is given in Table 1 and is shown in ‘Fig..7.:In e
"each Q2 bin, FS: has been ﬁtted with ‘an exponentlal exp(—~s.7:) The result- |
~ing fit parameters are shown in Table 2. Within' the errors, we. ‘observe no.

dependence of - son Q2 The data-are, however also compatlble wrtha small;.

Q? dependence of FC (scahng v1olat10n) WlllCh is predlcted by. perturbatlve o

- QCD and which'is clearly estabhshed at’ srnaller values of {1].

“The systematlc uncerta1nt1es of our data are dlscussed in. detall in sectlon b
6 below. The systematic error on s was obtalned by: modlfylng the measured B
F¢ for the effect of each 1nd1v1dual source of systematic error 1n ‘turn. andﬂ S
‘Tepeating the fit: The: correspondlng individual variations of s were then
* combined in quadrature Since the resolutlon of the spectrorneter deterlorates ;
rapidly. with i 1ncreas1ng z, only upper hmlts on: Fc have been obtamed for, '

r>1.15:

 To establish. the presence of nuclear effects in F 20 ) we have compared our

. data to pred1ct10ns of conventlonal nuclear Ferrm IIlOth(Il calculations, Asan’
’example we have used the model of ref [24], srmulatlng the d1strrbutlon of'
Teconstructed events. dN,(2')/dz" with the trial FC of equs. (7, 8),. where s'is

deﬁned as s= ln K(Q2) and where K isa polynomral used to approxrmate the

Lo

Ff(zx Q)‘—Ff(z—075Q)exp(—s(m—075)) m>075 (8)

where F;,f is a polynomlal parametrlzatlon of the measured FC from ref [1] B
“and s is a free _parameter. - The' exponentral dependence of Fc ‘at large T
is predicted in certain theoretlcal models which descrlbe nuclear effects in

et
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Frg 7 The nucleal str ucture functlon FC(:L) as a functlon of z, at three chf—
ferent values of Qz The hatched regrons show the range of predlctlons

of1ef [26] R _\.»
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'calculatlons of ref [24] The comparlson with the experrment is shown in Flg

8a. The Monte Carlo simulation reproduces the experimental. dn, (:z:’)/d:z: in o

the range 0.4 <z < 0.8, ‘confirming the good agreement between the present
analysis and the one of ref. [1] The- data_ start to d1sagree with the Monte -
Carlo sxmulatlon at'z =.0.8. The overall x? of the comparison amounts to
33.0 for 9 degrees of freedom Weconclude that at = > 0.8 the data exhlblt a
nuclear effect wh1ch is not descr1bed by conventlonal models of Ferml motlon

6 Systematlc errors

BN

The most rmportant effects wluch lead to systematlc errors on FC( Qz) are B o

s

uncertamtles on.:

. the magnetlc field of the spectrometer

‘e the mcldent muon energy E o

] the spectrometer resolutron,

i) detector 1nefﬁc1enc1es, A

. the absolute cross sectlon normallzatlon

rMany other sources of systematlc errors have also been consrdered : .
| The magnetrc field of the spectrometer has been cahbrated w1th a global

uncertamty of 0. 15% [1] The correspondmg uncertalnty on FC( Qz) is

presented in- Table I: .as a. multlpllcatlve factor fs

The uncertamty 1n the 1nc1dent muon energy E at the 1nteract10n vertex :

- originates from two sources: (a) from the spectrometer ineasuring the mo-~

»mentum of: the incident muons’ upstream of the ~apparatus and (b) from the ,‘ ;

correctlons for the energy loss' AE in the carbon target. The ﬁrst uncertarnty
“amounts to- 0, 15% The accuracy of the: calculatlons ‘of AE is of the order

of 1% and the largest energy. | loss in the target was about 7%, such that the -

uncertamty in £ due to the AE correction is between 0-and 0. 07% depend-
“ing-on the vertex: coordmate These uncertainties can change F¢ (;z: Q?) at

x=1.0 by 15% at' Q? = 61 Gev2 and by 3 5% at’ Qz ": 150 Gev2 They are’

~shown in. Table 1 as a factor f;,

S b
[N ¢

To estimate uncertamtles from the spectrometer resolutlon we have con- -

s1dered separetely the central region of the resolution- functlon of the spec- .
“trometer, and its tails. The width of the’ central ‘région has been checked
- with callbratlon runs where beams of. known energy were sent dlrectly into :
" the spectrometer From a Monte Carlo simulation of such calibration runs,
“we estimate that the systenlatlc uncertainty on. the w1dth of the central part .
- -of the, resolutlon function in z is less than 5%. Thls error was introduced in-
. turn: 1nto the Monte Carlo’ s1mulat10n of the experlmental data to obtaln an
S FE dlfferent from FY- by a factor f, which is also given in Table 1

The calibration’ runs did not yield sufﬁc1ently accurate information about -

‘ the talls of the spectrometer resolutlon function which- are mainly caused by .
-~ Coulomb scatterlng at. large angles Uncertainties due to a pos51ble urideres-
g tlmate of such talls have been evaluated w1th ‘the help of a Monte Carlo pro-
igram where multlple Coulomb scattermgr is simulated followmg ‘the Moliere
" theory, i.e. it 1ncludes a detalled treatment of large angle scatterlng and thus.
- accounts for. long range correlation eﬂects ‘This was compared to our results
. based onthe’ ‘Monte Carlo_simulation with. the standard GEANT algorlthm" '
*‘where multlple scatterlng is treated in the ‘Gaussian approx1matlon As ex- -
. -pected these drfferent treatments do indeed lead to dlfferent predlctlons for -
:,the spectrometer resolutlon in various klnematlc var1ables (F ig. 9).-However, -
- since; ‘these differences appear only in the’ far drstant tails of. the resolution

functlons, they give rise to’ dlfferences in the reconstructed event d1str1bu-g B

" “tions. whrch are 1n81gn1ficant when compared to the stat1st1cal errors. ‘The

“ ratio. of the two correspondmg event d1str1but10ns is shown i in Fig: 10; from\‘

~which we conclude that systemat1c errors on- F C' due to an underestlmate of -
it large angle scattermg in the spectrometer resolutlon does not exceed 15% for o

Uncertalntles in- the MWPC and trlgger counter efﬁc1enc1es -were esti- -

‘ timated to be 0. 5% and 0. 3%, respectlvely “The resultlng uncertamtles m‘_

. FC(.’I: Q) are’ below 0. 3% at z =:1.0. They are shown in Table 1 as'afac-
““tor fz and are: very small when compared to the other errors. The absolute

', normalization uncertainty of the data s estimated to be smaller than 3% [1).

“To search for poss1ble other experimental uncertainties, the structure func- -

,,;.'t'on F C(:z: '(Q?) has been evaluated in bins of the vertex position-and of the
“ azimuth angle. “Also the effect of kinematical- cuts has been carefully stud--
ied. In all cases; no varlatlons beyond the statlstlcal ﬂuctuatlons have been

: observed Do e . e
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Flg 8: Comparlson of the experlmental and Monte Carlo event. dlstrlbn— - o 2 o
. tions for the’ experlments with'a carbon (a) and a hydrogen target’ (b)

e Two- parametrlsatlons of nucleon structure functions have been used : R
“*in the Monte Carlo’ smmlatlon ‘of the carbon" “target - data FN w1thout)} R

* nuclear effects (open’ pomts) and FZ corrected for, Ferrm mot10n w1th‘- o
i ~the prescnptlon of ref. [24] (closed pomts) S Cpin
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Fig. 9 Momentum resolut1ons Apz/p (a) and Apz/p ( ) for two compo- R L : «."; Y A ST i f‘ i /
s nents of ‘the-momentumvector of the scattered muon; p, is:the.mo- - : : IR e T
mentum cornponent along the direction: of~ the i lncommg beam. The

resolutxons are shown for-two dlfferent Monte Carlo snnulatlons treat- ol v

Flg 10 Conlparlson of the xeconstlncted évents dlstr1bnt1ons generated us- “
- ing the ‘Moliere- (MC-2).- and (‘ansqlan (MC 1) treatment of mnltlple R

ing multlple Coulomb scattermg in the Moliere theory (full llnc) and SR F E ‘COUIOIHb\SCMt(T‘"]g . g SRR R SR
ina Gau331an approxnnatlon (dashed hne) TS R e S T s B e R T e
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~In order to convince ourselves that the nuclear eﬂ'ects observed in thef,,.f
. large x region are not faked by resolutlon or other systematlc effects "we' -
~ have repeated the same analysis on our data taken ‘with a liguid- hydrogen o
'target under otherwise identical expernnental con(htlons and with the same
“beam energy. of 200 GeV [2]. In contrast to the carbon data, the free proton'

* data are well-described by the Monte Carlo simulation (x 2/d o.f. =54/9)

(Fig. 8b). ‘This demonstrates the good understanding of the spectrometer

~ resolution. If the dlscrepancy between the’ carbon data and’ the Monte Carlo

srmulatlon at large z (Fig.. 8a) were due to an underestnnate of resolution .
smearing Or other exper1mental effects, .the same dlscrepancy would have - -
been observed. in our hydrogen . data which differ from the carl)on data only:

in the target material. As in the case of the carl)on data, the proton “structure -
functions F7(x ;Q? ) from the present analy513 and from the analy51s descrlbed

in [2] agree well in the overlap reglon 0.4 < T < 0 8

-

,?7 D1scuss1on of results

The structure functlon Fc(x Q ) at z _.1 obtalned in the present expernnent L
107 inour Q2 range (Fig.- 7). -This value .can be .
compared to.a w1de spectrum of, theoretlcal models [25 26, 27,28, 29] for -
: ,FC(:c =1) Wthh -give predlctlons in-the range '107°":< FC <1073 The . =~
: predlctlons of Tef.. ‘[28] and [29] are excluded by.our; data. The- data agree
well with the quark ‘luster model of ref. [20] where Fc(x Q? ) is treated as” -
) the admlxture of the ==

~ amounts to (1. 2104

the sum- of pure nucleon and 51x quark components
six- quark clusters amountlng to about 5%.

In Flg 1, we compare our. data to: the calculatlons of Franl\furt and':,/" N
: Strlkman [26] "who predlct the ex1stence of few nucleoncorrelations inside a = T
nucleus; Dependlng on the strength of such correlatlons thelr model gives a - -

' range of predlctrons for- F () whrch are shown by the shaded areas in Fig.

7. We conclude that the data are in reas onable agreement with thls model. <
In the model of ref. [27] the nuclear structure function FA(:E) is descrlbed'\ -

as the sum of the free nucleon structure functlon and of an exotic component S '

which is due to the quark dynam]cs in the short dlstance interactions between -

two nucleons in a nucleus.” Fermi ‘motion of ‘both ‘the nucleons and of the -

exot1c component is taken:into account The predlctlon of -the model’ for -
F{ (z) obtained at Q% = - 60GeV?i is very close to_the lower boundary of the"

shaded reglon in Frg T and thus also agrees w1th the data R

8 Conclus1on

‘We have presented the ﬁrst 1neasurement of the nuclear structure funct1on
FC(E Q? ) at high Q*(Q* > 52 (-eVz) and z (0.8 <’z < 1.3) from deep
melastlc muon-carbon scattenng The: observed FS (:v Q ) in the region of

e =1.00s too-large to be explalned in the frameworl\ of convent1onal Fermi -

motron nlodels The structure functions obtained can be fit by an exponentlal -
Fc(x) x e\(p(—sx) with s =16. No Q? dependence of s'is observed within -
" the accuracy of ‘this expernnent “The’ results on FE(z,Q?) are conslstent

" . with models which predict nuclear effects near the single nucleon klnematlc
' ”hnnt f1om few nucleon correlatlons nlulthuarl\ clusters or exotlcs
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