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In this paper, we present new results on the structure function 
of the proton measured with high preciaion in deep inelastic scatter­
ing of muona on a hydrogen target. In the one-proton exchange appro­
ximation, the deep inelastic muon-proton crose section can be written 
as 

dZfS == 41rO<Z .[-1- _ 1. + f/2 
E 2.. ~ Q2. 2 

cJQZoIx (/1 X 'I. 4E2. 2E2rR(x.Q2) ... nJ~(X}Q), (1) 

where E ia the energy of the incident bearnJ Q2, the squared four-mo­
mentum transfer between the muon and the hadronic eyatem; and x and 
y are the Bjorken scaling variablea. F2(x,Q2) is the proton structu­
re function and R = Õ L/ Ô T is the ratio of absorption cross sec.ti ­
one for virtual photons of longitudinal and transverse polarization. 

The data were collected at the CERN SPS ~uon beam with a high­
-luminosity apectrometer which ia shown in Fig.1 and is described in 
more ,detail elsewhere/1/. It consists of a 40 m long segmented toroi­
daI iron magnet which is magnetized close to saturation and aurrounds 
a 30 m long "internaI" liquid hydrogen target. The iron absorbs the 
hadronic shower after a few meters and the surviving acatteredmuon 
ia focused towards the spectrometer axis. The toroida are instrumented 

with scintillation trigger countera and multiwire proportional cham­
bers. A 10 m long "externaI" target in front of the spectrometer mag­
net extends the acceptance of the apparatus to smaller angles, i.e. 
to amaller values of x and Q2, than are accessible with the targets 
inside the iron. Four hodoscopes along the spectrometer axis detect 
the incoming muons and measure their trajectories. The momentum of the 
incident muons is measured with a spectrometer conaisting of an ai r ­
-gap magnet and·another four scintillator hodoscopes upstream of the 
apparatus. Resulta from a similar measurement with a carbon target 
have been presented earlier/2,3/. 

The analysis presented here is based on 2.106 reconstructed
 
eventa after alI cuts recorded with positive muon beams of 100, 120,
 
200 and 280 GeV energy. The kinematic ranges and data samples are
 
e ummar-í.ze d in Table 1. The principIe sources of systematic errors in
 
the data are uncertainties in~
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the calibration of the Lnc dên t beam energy (AE/E < 1.5.10-3), 
í 

the calibration of the spectrometer magnetic field 
( 6. B/B < 2.1 0-3 ) ,
 
the corrections for the energy loss of muons in iron/ 4/,
 

tbe corrections for the finite resolution of the ~pectrometer
 
(6,fS/f5 -c 5.10-2),
 

the relative' luminosity calibration (normalizatiun) between
 
data taken at different beam energies (1%),
 
the absolute cross section normalization (3%).
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Fig.1. Schematic view of the apparatus. 

~ost of the results presented in this paper, especially those on R 
and on the comparison of 9caling violations to QCD predictions, are 
affected by the uncertainty on the relative but not the absolute cross 
section normalizat'ion. A more detailed discussion of the treatment of 
the systematic errora and of the calibrations undertaken to minimize 
them can be found in ref./2/. 

The data analysis isaimilar to the one described in ref./2/. The 
only difference is due to the additiona1 externaI targets which were 
installed after completion of the carbon target experiment. For evenm 
originating from the internaI targets, the geometrical acceptance ia 
greater than 65% and is rather f1at in the kinematic region x>0.25 
and Q2/2ME~0.15 where M is the proton mass. For events from the 
externaI targets, the acceptance depends on the beam energy and on 
the position of the interaction vertex along the beam direction. 
Structure functione were therefore evaluated separately for the two 
target regions. The ~ackground from target wall interact10na was de­
termined from special empty target runs and was subtraoted from the 
data. At alI beam energies, the data from externaI an~ internaI tar­
get~were found to be in atatistical agreement and were comb1ned for 

the Bubcequent analysis. Radiative corrections were applied using the 

2 

calculations of refs./5/. Theerror on from uncertainties onF2(x,Q2) 
these corrections is estimated' to be smaller than 1%. 

R = €)L/E>T was determi,ned by éomparing the F2 measurement~ at 
different beam energies. F2 was first evaluated under the assumption 
that R equals zero. R was then varied, and therefore va­F2(X,Q2) 
ried simultaneously according to eq. (1), such that the ~2 of the 
four data sets with respect to a' common phenomenological parametriza­
tion of the Q2 dependence of F2 is minimized. This was done eeparà­
tely in each bin of X under the assumption that R is independent 
of Q2, consistent with QCD calculations which predict only a weak 
(logarithmic) variation of R with Q2/6/ 

2 F;. (X, Ql) 
(2)RQJ>so.~ = (1+'l(M 2x 2/ QZ) .F; (x, Q,2) - F;. ex, Q2) 

where 

~ 

Ff (X,Q2) == <X s (G'lj/21i ' )(2 'J[~ ~(2,Q:l) + to e1- ~ )zG-(~,a2)JdZ/Z3 O) 
x 

i8 the longitudinal structure function and ~s(Q2) is the running 
coupling constant of QCD. RQCD is computed assuming a gluon momen­
tum distribution x'G.(:x,Q2) = 5.5.(1-x)10 at Q~ = 5 Gey2 and a QCD 
mass scale parameter A = 210 MeY. Equation (3) does not account for 
effects of the cherro quark mass which were included foll~wing ref./7~ 
The measurement of R and the QCD prediction are shown in Fig.2 to­
gether with earlier EMC data/ 8 / from a hydrogen target. At ·x>0.25, 
the measured values are small and àre compatible witn zero in agree­
ment with our carbon target measurement/2/. At amall x, the data 
show a riae compatible with the QCD prediction. 

R was used to compute the final structure functions at the
QCD 

four different beam energies (Fig.3). The excellent agreement between 
the different data sets in the region of large x constitutes a po­
werful cross-check of the spectrometer calibrations as is discussed 
in more detail in ref./2/. The final from th~ combined da­F2(x,Q2) 8ta sete is shown in Fig.4 together with the EMC data/ / and with the 
SLAC-MIT results from electron-proton scaling at low Q2 /9/. The ag­

reement with the EMC data is poor especially at small x where the 

F measured in this experiment ia larger by up to 20%. A similar trend2 
was observed in our measurement on a carbon target!2/ which indicated 
a steeper x dependence of F2 than ~asured in earlier experiments. 
A direct comparison to the SLAC data is more difficult since the ex­

periments cover disjoint ranges of Q2. 
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Fig.2. R = Õ L/ <S'" T 
as a function of x. 
AIso shown is the me­
asurement by the EMC 
coilaboration on a hyd­
rogen target/8/. lnner 
error bars are statis­
tical only, outer er­
ror bara are statiati ­
cal and systematic er­
rora combined linear­
ly. The solid line is 
the QCD prediction 
for ~ s in next-to­
:"leading order, /\ MS 
= 210 MeV, and a gluon 
distribution xG(x) 
= 5.5(1-x)10 at 
Q~ = 5 GeV2 •. 

The data exhibit clear deviations from Bjorken scaling. ·In the 
framework of perturbative Qcn/10/, scaling violations are due t·o thé 
Q2ev9lution of quark and gluon distributiort which can be desctibed by 
the Altarelli-Parisi equationa/11/ or can alternative1y' be expre~sed 
through the Q2 dependence of their momenta/12/. Higher twist contri ­
butions to F2 from quark-quar~ interactions which are not describ­
ed by the' QCD evolution eq~ationa are expetite~ to vary like power se­
ries in 1/Q2 /18/ and are therefore unimportant over most of the 'Q2. 

range of the dàta.Furlhermore, the data extend up to x = 0.75, thus 
requiring only little extrapolation to calculate the evolution integ­
raIs. Our measurement i8 therefore well suited for a precise test of 
the evolution equations. 

Several numerical methods have been developed to fit the predic­
tions of the evolution equations to the experimental data. We have 

mainly employed two methods/14,1J/ which have been developed within 

our collaboration. They allow to fit the flavour singlet and nonsin­
glet'evolution equations both in a leading order(LO) perturbaiion ex­

4
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pantion and in a next-to-Ieading order expansion in the MS renorma­
lization scheme. A short description of tbese programs can be found 
in ref./}/. 
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Fig.3. The proton structure function forF2(x,Q2) 
R = RQ measured at the'four beam energies 100, 1~0,c n 
200 and 280 GeV. Only statistical errors are shown. 

The experimental data shown in Fig.3 were. ueed f~r the fita, ex­
cluding points with y<0.2 to reduce the sensitivity to apectrometer 
calibration ~certainties. The QCD analysis was performed both in a 
nonsinglet approximation and in a complete singlet and nonsinglet 
treatment. The region of x~0.275 was used in the nonsing1et appro­
ximation where the gluon distribution i8 ignored. This i8 'justified by 
estimates of tbe gluon distribution from earlier muon/3,8,15/ and ne­
utrino scattering experiments/16,17/. Data points at Q2<20 GeV2 we­
re excluded to further reduce the contribution of the gluon distributi ­
on which becomes softer with increasing Q2 due to its QCD evolution. 
The resulte Of these fits are summarized in Table 2. We find good ag­
reement between the valuea of A obtained with~the different programa 
and statistical agreement with fits to our carbon target data covering 
a very similar kinematic range /3/. Our best estimate fo+ the QCD 
mass scale parameter at next-to-Ieading order i8 

ÂM'S = 210 .± 20 (s ta t , ) MeV , 

5 
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corresponding to a strong coupling conatant of 
tum Chromodynamics. The X2 s of such fits describe mainly their ag­

o(a = 0.157 ± 0.003 '(stat.) reement with the x dependence of F2 which ia not predictedby the 

at Q2 100 GeV2• theory. A more stringent te~t is obtained by comparing the 
dence of the scaling violations obs.erved in the data to the 

~ depen­
one expec­

ted from the QCD evolution. This is the only specific prediction of 
perturbative QCD for deep inelaatic s ca t t.e r í ng which can be tested 
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Fig.4. The structure function F using R = R2(x,Q2) QCD 
for alI beam energies combined, compared to the data from 
the EMC/8/ and SLAC-MI~9/ experiments. The SLAC-MIT 
and EMC data are rebinned to the x values of this 
experiment; note that there are no SLAC data in the 
lowest x bin. The relative normalization between 
the experiments has not been adjusted. Only atatisti ­
cal errors are shown. 

The detailed evaluation of the systematic error on A has not yet 
been completed, but it ia expected to be similar to that of our car­
bon target measurement (AA= 60 MeV (syst.) ) /2,3/. This systematic 

errar is mainly due to the relative normalization uncertainties bet­
ween the meaaurements at different beam energies. Since theae are un­

correlated between the carbon and hydrogen target experiments, the 
good agreement between the two indicates that the systematic e~ror 

may be overestimated. 

Conventionally, A has been determined from global QCD fits to 
which do not, however, constitute a sensitive test of Quan­F2(X:Q2) 

experimentally. In the nonsinglet approximation, this comparison de­
) pends on /\ aa the only free parameter whereas over the full x 

'(' range it is also sensitive to the gluon distribution. The nonsinglet. 

tI ~. case is shown in Fig. 5a where the logarithmic derivatives 
dlnF Q2 are compared to the next-to-leading ord~r'p~edic­2(x,Q2)/dln

tion for A MS = 210 MeV.
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rig.5. (a) Scaling violations observed in this experiment at 
Q2>20 GeV; expressed as logarithmic derivatives dlnF2(x,Q2)/
/ dl nQ2, as a function of x. The errors are statistical only. 
The lines show nonsinglet QCD predictions for AiS = 210 MeV 
corresponding to our fit with the method of /13/ (X2/ DOF=3 . S/ 5 ) , 
and for two other values of 1\ • 
(b) As (a), compared to carbon target results from the same expe­
riment/3/. 

~I: The logarithmic derivatives in Fig. 5a are the slope parameters 
of straight line fits InF2 = a • InQ2 + b to the data. To calculate 
the theoretical predictions shown in the sarne figure, the resulta ofJ; the QCD fit F~ were assigned at each (x,Q2) point the statistical er­

6 
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L'l
ror of the corresponding experimental The logarithmic derivativesF2•
 
dlnF;/dl nQ2 were then obtained by the same straight line fit as for
 
the experimental data. Within the errors, this linear representation
 
is an excellent approximation of both the experimental and the predic­

ted Q2 evolution. The measured x dependence 'of the scaling violati ­

ons in Fig. 5a is in agreement with the predicted one within statisti ­


2/DOF
cal errors (x = 3.8/5). In Fig. 5b, the scaling violatione are
 
compared to the measurement of ref. / 3/ • The data show a difference
 f• between proton and carbon target which ia consistent with the QCD pre­ rr 
d c t í.on rand ia due to the steeper x dependence of 1"2 measured on aní 

isoscalar target. 

Table 1: TI.: data sample 

Bearn energy Q2 range x range Nurnber of 
(GeV) (Gcy2 

) events 

ICO 7- 80 0.06-0.8 570000 
120 8-106 0.06-0.8 420000 
200 16-150 0.06-0.8 800000 
280 26-260 0.06-0.8 190000 

Table 2: Results of ncnsinglet QCO fits to F 2(i,Q2) at x ~ 0.275 and 
Q2 ~ 20 Gey2 

ALO x2iDOF A:-.1S X
2/O O F 

(MeV) (\1eV) 

Ref. [13] 182±20 169/180 211±22 169/180 

Ref. [14] 184±20 170/180 201± 20 168/180 

Carbon 
target [3] 210±20 230±20 

Tablc 3: Rcsults of singlet + nonsinglet QCO fits to F 2(x.Q2) at x ~ 0.07 and 
Q2 ~ 10 o-v-

ALO '1LO X 
2 

/ OOF _\~ 'lill X
2 

/ OOF 

Method (\1eV) (MeV) 

I 
Ref. [13] 

Ror. [14J· 

196± 19 

18,,25 

5.2± 1.5, 

5.4± U 

281/:S2 

269/277 

214±19 

195±20 8.9± 1.5 

10.3±1.5 

270/277 

282/282 

For the QCD analyefs over the full x range of the data, the pro­
ton structure function is decomposed into a singlet (S) and a nonsing­

/ 101 let(NS) part as

2 5 s 2 1NS 2F2(x,Q ) = /18F2 (x,Q ) + /6F2 (x,Q) # 

(4)
NS Swhere F2 and F2 follow different Q2 evolutions. AlI data points 

at Q2>10 GeV
2 

are uaed in these fits. The gluon momentum distribution 
is parametrized as xG(x,Q2) = A( "l + 1)(1 - x)'l at Q'~ = 5 Ge'; and 
is allowed to evolve wi th Q2. From the energy-momentum aum rule,. A 

I	 lal IbJ 

Fig.6. (a)' The of	 the comparison of measured and pre­
dicted scaling violations as a functiop Of.~ for leadi~gI	 x2 

( 
and next-to-Ieading order fite.r (b) The QCD mass Bcale A as a function of the power 
"l of a gluon distri bution xG(x , Q~) = A("l + 1) (1 - x)'lt	 at Q~ = 5 GeV 

2 from flavour singlet+nonsinglet fits at 
leading and next-to-Ieading order. 

equala the fraction of the total proton momentQm carried by gluons 
and is found to be A = 0.45 at Q2 = 5 çev2. 

We have adopted two different a~proache8 to determine the para­
meter 'l from the meaDured ecaling violations. In the . firat method, 
the ptogram of ret./13/ was used and the nonsinglet part of F

(F2
NS = (u + u - d - d) ) wna constrained experimentally using

2
preli ­

minary results on 'the deuterium structure function from our experi­
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ment/ 19/. The ~ffeet of the eharm threshold ia small but was taken in­
to account using the method of ref /7/ . A was fi'tted together wi th pa­

rametrization of the singlet part of F2 for fixed values of q • For 
eaeh value of 'I, the X 2 of the eomparison of measured and fi tted 
scaling violations was determined in the sarne way as for the nonsing­
1et fits diseussed above. These )(21 S are shown in Fig. 6a and exhibit 

different minima for the leading and next-to-leading order fits. ~ 
~ and ~ eorresponding to these minima are shown in Table 3. The results 

for Jt are in good agreement w~th those of the nonsinglet fita. The 'i.,eorrelation between ~ and J\ is ahown in Fig. 6b. In next-to-leading 
order, we find a very soft gluon distribution whieh exp Laí.ra the weak 

dependenee of 1\ MS on '7.. and justifiea a po e.t er or.í the nonsingletí 

fits of Â MS diseussed above. The measured sealing violations are 
eompared in Fig. 7 to next-to-leading order fits for different values 
of ~ and show again very good agreement with the theoretieal predie­
tion. 

Fig.7. Sealing viola­

tions observed in this 
experiment at Q2>10GeV~ 
exppessed as logarith­
mie derivatives 
dln F 2( x , Q2) / d1nGtThe 

errora are statistieal 
only. Alao shown are 
eombined s~et+nonsing­
let predietions in next­
to-leading order. QCD for 

different powers ~ of a 
gluon distribution pa­
rametrized as xG(x,Q2)= 

:A(?[+1)( 1-x)71 at Q;=5Jei 
The fits with ~=6,10 

and 17 yield A~ = 
= 2)9,213 and 200 MeV, 
respeetively. 
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/14/
For the seeond method , we use the program of r-ef ,» • 'ilhe sing­

let and nonsinglet parts of F2 are parametrized separately' and fit­

ted to the data together wi th 1\ and rz. ~ The resulte are also given 
in Table 3 and are in good agreement withthe first method. 

The gluon distributions in leading and next-to-leading order are 
shown in Fig. 8 together with the earlier leading order EMC result 
from proton target data/ 8 / . They are valid only in the range 

0.06 ~ x ~0.30 sinee there are no F2 data at smaller x and at 
large x the fi t beeomes insensi tive to the exponent "I. of the ·para­

metrization. 

Fig.8. The gluon momen­
tum distribution in the 
proton determined in 
leading and next-to­
-leading order QCD from 
this experiment, eompa­
red to the earlier 
leading order analysis 
from the EMC /8/ expe­
riment. No statistieal 
or systematie errors 
are shown. 

4 I i I 

BCOMS NLO 
BCOMS LO 
EMe LO 

3 o.~ =5 Gey2 

~ 2 
l:J 

x 

o 0.1 )< 0.2 0.3 

In eonelusion, we have preaented a new high statiaties measure­
ment of the proton strueture funetion from deep inelafftieF2(x,Q2) 
muon seattering at high Q2 on a hydrogen target. R = (SL/ (5T deter­
mined from these data is in good agreement with predietiona from per~ 

turbative QCD. Fromflavour nonainglet and from eombined ainglet and 
nonaingle.t fita, we find a QCDrnass scal.e parame ter A. MS = 210 .± 20 MeV. 
The aealing violations observed in the data are in quantitative agree­

ment with QCD predietion~, showing that this determination of Â is 
based on an exeellent overall deaeription of the data by the theory. 
The gluon distribution has 'been determined for the first time from 

singlet fits in next-to-leading order QCD and is found to be aignifi­
eantly~aofter than in leading order. 
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BeHBeHYTH A. H gp. EI-87-689 
I13MepeHHe CTPYI<:TYPHOii <PYHKIJ;HH npo-rona c BhlCOKOH 
cTaTHCTHqeCKOH TOtIHOCTblO H npOBepKa KX,U 
C nOMO~bW rny6oKoHeynpyroro pacceHHHH MWOHOB 
npH 60nbllIHX Q2 

IIpHBegeHbl np enaapar-errr.aue p eayrn.t-a-rsr H3MepeHHH CTpYK­
TypHblX <PYHI<:IJ;HH npOTOHa F 2 (x , Q2) , a TaK:>Ke R = 0LfaT' Pe­
svrrs ra-ru norryxenu B orrsrr-ax no r-rryõoxonevnpyr-osry pa cc cxrnno I;\ 

I MWOHOB Ha Bogopoge Ha 6onbllIoM CTaTHCTHqeCKOM MaTepHane. I

I ,UrUI a aanns a gaHHbIX 6bInO or-oõpanno 2.10 6 C06hITHl1, s ap er-nc r-: 
pnpoaannsrx npn 3HeprHHX 1ao, 120, 200 H 280 f3B, xo-ropsre 
npHHaAJIe:>KaT KHHeMaTHqeCKOH 06naCTH 0,06 S x S 0,80 H 

o7 f3B 2 S Q2 S260 f3B2. BhlTIOnHeHO cp anneaae naõrnonaexsrx na-:
l PYllIeHHH cKeHnHHra C npegcKa3aHHHMH TeopHH KX,U, B xoge KO­

Toporo OKasanOCb B03MO:>KHb~ onpegenHTb MaclliTa6Hbll nepaMeTp 
KX,U A Yl oueHHTb Dac~p_~~~.r:eoHHe rmOOHOB BoJ.IP_9ToHe. 

Ilpenpaar 06~ellHHeHHOrOHHCTHTYTa anepasrx HCCJlellOBaHHH. .Lly6Ha 1987 

Renvenuti A.C. et a I	 EI-87-689 
A High Statistics Measurement of the Proton 
Structure Function and Tests of QCD from Deep
 
IneIastic Muon Scattering at High Q2
 

o We present preIiminary resuIts on a high statistics 
measurement of the proton structure functions F2(x,Q2)
and R = 0L/oT rneasured in deep ineIastic scattering of 
muons on hydrogen. The anaIysis is basedoon 2.]06 events 
after alI cuts recorded at bearn energies of 100, 120, 200 
and 280 GeV and covering a kinematic range 0.06 S x:s 0.80 
and 7 GeV 2S Q2 S 260 GeV2. Sc a l i ng v i o l a t í ons wh i eh are 
observed in the data are compared to predictions of per­

' . turbative QCD. They aIIow to determine the QCD mass scaIe 
parameter A and to estimate the distribution of gluons in 
the proton. 
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