
•.1,"" 

81- - 6--z.r. 1
 
16 Kon. 

Dfi beAMHeHHbl M 

MHCTMTYT 
RAe pHbl X 

MccneADB·aHMM 

AYÕHa 

B ~~ 
EI-87-549 

~ 
~ ,:
 

1 A BIGB STATIS TICS MEASUREMENT
 
OF THE NUCLEON STRUCTURE FUNCTION 

.\ F 2(x, Q2) FROM DEEP INELASTIC 

MUON-CARBON SCATTERING AT HIGH Q2 

BCDMS Collaboration 

I 
I 

I Submitted to "Physics Letters B" 

PeABJ<TOp 3. B. HBamKeBHtI. MaKeT P •Il , <I>OMHHOH. 

.. 
Ilozmacaao B nesars 10. 08 . 87 • : I 

C1>OpMBT 60x90/16. O~CeTHaR rresars. Yq.-H3nJIliCTOB 1 ,07. 
THpIDK 555. 3aKa3 39446. 

H3Aá'renhcKHH ornen 06õe.rUiHeHHoro HHCTHTYTa anepastx HccnenOBáHHH. __j
 1987 
,Uy6Ha MOCKOBCKOH06naCTH. ,
 



\ 
I 

A.C. Benvenuti, D. Bo 11 i n i, G. Br uni, T. Campore s i\ , 
G.Heiman1, lL. Monari(, F.L.Navarria 
Dipartimento di Física del1. Universita and INFN, 
Boloqna, Italy 

A.Argento 2 , M.B ozZ03, R.Brun, J.Cvach 4 , H.Gennow5 , 

L.Piemontese6 , D.Schinzel 
CERN, Geneva, Switzerland 

D. Yu. Ba rd in, N. G. Fadeev, I. A. Go 1utv in, Yu.T. Ki ryush in,
 
V.S.Kisselev, V.G.Krivokhizhin, V.V.Kukhtin, W.Lohmann 7 ,
 

P.Reimer, I.A.Savin, G.I.Smirnov, J.Strachota, G.Sultanov8,
 
P.TodorQv, A.G.Volodko
 
Joint Institute for Nuclear Research, Dubna
 

I, 

D.Jamnik 9 , R.Kopp10, U.Meyer-Berkhout, A.Staude, 
K.-M.Teichert, R.Tirler 11, R.Voss, C.Zupancic 
Sektion Physik der Un lve r s l t ã t , München, Federal Republ ic 
of Germany12 

J.Feltesse, A.Mil~ztajn, A.Ouraou, J.F.Renardy,
 
P.Rich-Hennion, Y.Sacquin, G.Smadja, P.Verrecchl~,
 

M.Virchaux
 
DPhPE, CEN Saclya, France
 

1Now at CERN, Genev~, Swltzcrlnnd. 
2Now at Digital Equlpment, Tor lno , Itoly. 
3Nowat INFN, Genova , l t c l v, 
40 n leave from Instituto of Physlcs, CS~V, Prnnu~, 

Czechoslovakia. 
5Now a t University of Stockholm, Stockholm, Swudun , 
6Nowat INFN, Trieste, Italy. 
70 n leave from the Institute fUr HochencrglophY91k 

der AdW der DDR, Berl in-Zeuthen, GOR. 
8Now at the Institu~e of Nuclear Research and Nuclun 

Energy, Bulgarian Academy of Science, Sofia, Bulgarln. 
90 n leave from E.Kardelj University and the J.StcPJn 

Institute, Ljubljana, Yugoslavia. 
10Now at Siemens AG, Münich, FRG 
11 now at DPhPE, CEN Saclya, France. 
12Funded in part by the German Federal Minister for 

Research and TechnoloÇ1Y (BMFT) under contract numbur 
Ds4MLJ12P6. 

---1
 

Deep inelastic scattering o~ lept6ns is firmly established as a' 
fundamental tool to investigate the quark-parton structure of t~e nu
cleon. In the one-photon exchange approximation, the deep inelastic 
muon-nucleon cross section can be written as 

~2ô·_ 4.fl'~2. - _ _ QZ + !i~E2+Q2 .. 2
~Q2.d~ - Q4 x [i l<J 4E2 ~EZ{R(x():Z)-+-f] J Fz(X,Q ), 

I (1) 

where E is the energy of the incident beam, Q2 the squared four-mo
mentum transfer between the muon and the hadronic system, and x and 
y are the Bjorken scaling variables. F2(x,Q2) is the nucleon struc
ture function and R = G' LI5' T is tl:1e ratio of ab'Borption cross sec
tions for virtual photons of longitudinal and transverse polarization. 

In this paper, we present new resultá on the nucleon structure 
functions and. R(x,Q2) meaBured in deep inelastic scatterF2(x,Q2)
ing of muonà on a carbon target. The data were collected with a high
-luminosity spectrometer at the CERN SPS muon beam. The experimental 
apparatus is described in detail elsewhere 11/ . It consists of a 50 m 
long segmented toroidal iron magnet which is magnetized close to satu
ration and surrounds a 40 m long target. The target and the iron ab
Borb the hadronic shower close to the interaction point and the sur
viving scattered muon is focused towards the spectrometer axis. The 
toroida are instrumented with acintillation trigger counters and mul
tiwire proportional chambers. Four hodoscopes,alo?g the spectrometer 
axio detect the incoming muons anâ measure their trajectories. The 
momontum of the incident muons is measured with a spectrometer con
clcting of ao air-gap magnet and another four scintillator hodoscopes 

.~j upatream of the apparatus. Preliminary results obtained withthis set
-up hnve been reported earlie~2/.

• 6 
~ho analysis presented here is based on 1.5.10 reconstructed 

ovento recorded with muon beams of 120, 200 and 280 GeV energy. Beam 
polnr1tiea, kinematic ranges and data samples after alI cuts are sum
mQr1zod in Tnble I. 

Table 1: Tht.: data sample 

lleam c:nr:rlIY Bcam Q2 range x range Nurnber of 
(GIlV) signs (GcV 2) evcnts 

120 p." /p. 25·115 0,25-0.8 280000 
200 11" /p. 42-200 0.25-0,8 280000 
.lIlO IJ" 58·280 {l,25-0.8 120000 

-
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The 120 and 200 GeV data represent a subset of a data sample used 
earlier to search for wea~electromagnetic interference effects in 
deep inelastic mUQn scattering/J/. In view of the high statistical 
accuracy of these data, a large effort was invested in calibrating 
the apparatus and in monitoring its performance, in order to reduce 
systematic errors to a similar leveI. As the most important systematic 
limitation of the experiment is the energy calibration of the incident 
and scattered lepton, special emphasis was put on calibrating the mag
netic field in the iron toroids where it is not measurable directly.

-+
A map of the magnetic excitation H was measured in the thin air g~ 

between individual discs of the iron toroids/1/ and extrapolated into 
+ 

the iron. It was converted into magnetic induction B using accura
tely measured permeability curves for a large number of iron samples. 
The màgnetic flux through the iron toroids, i.e. the overall nornlali 
zation of the field map, and its azimuthal dependence were verified 
with induction loops wound around various segments of the magnet. 
From the accuracy of these measurements and from other independent 
cro~s-cheks, we estimate an uncertainty of 1.10-J on the point-to

3-point variation of the field map and an uncertainty of 2.10- on 
its overall calibration. The air gap magnet of the beam momentum spec
trometer/1/ was calibrated to an accuracy ranging from 1.5·10-J at 
1'20 GeV beam energy to better than 1.10-J at 280 GeV .. 

To calibrate the luminosity of the experiment, the incident beam 
of ~ 2.107 ;U /sec intensity was counted with a fast plastic scintilla

tor hodoBcope/1/ using two different methods: 

1-. The signals from the central 48 scintillators of this hodo

scope which define the "beam" trigger of the experiment are counted
 
individually. A emall correction (1-2%) is applied for electronic
 
dead-time losses. The individual aignals are then added and a 20-30%
 
correction is applied for double counting due to geometrical overlap
 
of the scintillators and sma1l electromagnetic showera propagating in
 
the hodoscope. This correction, albeit large, is reliably determined
 

from special runs with low beam intensity.
 

2. The signals of the sarne 48 scintillatora are ORed electroni
cally and counted with scalers with fixed dead-times. To calculate the 
dsad-time corrections of typically 15%, the distribution of the inatan
taneous beam intensity was monitored with time-to-digital convertera. 

The results obtained by these two methods agree to ~ 0.2% for the 
~OO GeV and 280 GeV data. For the 120 GeV data, only method 2 could be 
applied due to a malfunctioning of the electronica used to monitor the 

beam intens~ty for method 1. 

2 

The data were analyzed using a detailed Monte-Carlo simulation 
of the experiment which takes into account 

the phase space of the incoming beam; 
- efficiencies and resolution properties of alI detectors in 

the apparatuB; 
multiple scattering and energy loss of both incident and 
scattered muons/4/, simulating the stochastic n~ture of the 
energy losses; 
addi tional detector hi ts from J' rays generated along the 
muon track·and from hadronic shower punch-tbrough close 
to the inte~action vertex. 

• o 6
For each.of the three beam energies, J.5"10 events were gene~ated and 
processed through exactly the sarne chain of reconstruction programs as 
the e~perimental data. From the reconstructed Monte-Carlo events, fine
-grain acc.eptance matrices in Q2 and x wbich include alI effects of 
spectrometer resolution are calculated to convert the experimental 
distributions into cross section. The geometrical acceptance is typi
cally 75% and is rather flat in the kinematic region Q2/Q;a: 0.2 , 
x > 0.3 (Q~ax = 2ME where M is the nucleon mass)~ Data points where 
the acceptance is less than 40% or varies strongly ov~r the correspon
ding bin are not used:in"the analysis. The magnetic field calibration and 
the description of the momentum resolution of the spectrometer by the 
Monte-Carlo simulation were verified in a series of special runs where 
beams of known momenta ranging from 50 to 280 GeV were deflect~d di
rectll into the spectrometer iron. The systematic uncertainty on the 
measured structure function from spectrometer resolution is smaller 
thanothe calibration uncertainties. 

To extract the one-photon exchange crass section from the mea
sured data, corrections must be applied for bighrr order processes. 
The radiative corrections used in this analysis are described in de
tail in refs./5/ and include 4 

- lepton current processes up to order ot , 
- vacuum polarization by leptons and quarks, 
- hadron current processes of order cÁ, 3 , 

effects of weak-electromagnetic ~- ZO interference/J/. 

The error on F2(x,Q2) from uncertainties on these corrections 
is estimsted to be smaller than 1%. 

The unfolding of the spectrometer resolution and the radiative 
corrections require an a priori knowledge of the nucleon structure 
function which was therefore calculated with an iterative procedure. 
The final results are in~ensitive to the initial parametrization of 

~ F2 (x , Q ). 
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The comparison of cross sections measured at different beam 
energies allows to determine R and, in addition, provides a power
fuI cross-check of systematic errors. The deep inelastic cross secti 
on (e q, (1) -) depends on R mainly in the region 01' large y = V/E 
which is populated mostly by low x and high Q2 events. In contrast, 
errors on the relative normalization of the data sets are independent 
of any kinematic variable and a scale error on the momentum measure
ment of incident or scattered muons affects mainly the region of amàU 
y, i.e. events at large x and small Q2. Effects on the F2 determi
nation from these three different sources are therefore only weakly 
correlated and can be studied separately. 

The struc~ure function at 200 and 280 GeV beam energy are found 
to be in very good agreement, whereas the data points at 120 GeV are 
2.5% lower everywhere in the kinematic region of overlap. Considering 
the aforementioned problem with the flux monitoring for these data, 
they were multiplied by 1.025 for the subsequent analysis. We assume 
normalization uncertainties 01' Z 1.0% 01' both the 120 and 2S0 GeV 
data relative to the 200 GeV data. The absolute normalization lmcer
tainty of the combined data is estimated to be smaller than 3%. 

We then atudy the mutual agreement 01' the three data seta under 
variation of the magnetic field calibration of the spectrometer. The 
X2 of the three F2(x,Q2) with reapect to e8ch other exhibits a cIear 
minimum when an overall factor f B = 1.0013 ± O.OOOS is applied to 
the field map, indicating that the" calibration deacribed above ia in
deéd correct to ~ 10-3• We chose to increase the field by a factor of 
1.001~ and assign a systematic error 01' ÂB/B = 1.5.10-3• 

The structure functions at the three beam energies, after the re
normalization of the 120 GeV data and with the final caIibration of 
the magnetic field, assuming R = 0, are given in Tables 4-6 and are 
shown in Fig.1. Ó F2 ia the statistical error. The aystematic errors 
are given as multiplic~tive factora to be fr,fb,applied to F2(X,Q2); 
f and f are the uncertainties due to spectrometer resolution, beam 

s d 
momentum calibration, apectrometer magnetic field calibration and de
tector inefficiencies, reapectively. Th~ normalization uncertainties 
discussed in the text are not shown in the Table. The factor f R indi
cates the variation of F2 when R = 0.02 is assumed instead 01' R = O. 

2R = (5 L/& T was determined wi th the sarne 'X. method that was used for 
the magnetic field adjustment. The agreement among the three data sets 
ia optimized separately in each bin of x but ass~ing R to be inde
pendént of Q2 in the range 40 Gev2~ Q2~ 200 Gev2. This ie consistent 

4 
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with QCD calculations which predict only a weak (Iogarithmic) va
riation of R with Q2 /6/, 

n ("'"' Q~) Fi(xJl:l)K"QC.D.J-, -z: f 

(1 +-41v1~x-t/aZJ. ~(XIQl) - FL (XI (}Z) (2) 

where 

~I ..{ 

/i(X,Q.t) x: o(~~ /·X~ /[8/3F;.('L/l t) +- 4'%(1-~:l)Zc;(~d}z)j.d7i:s (3) 
X 

is the longitudinal structure function, xG(x,Q2) is the gluon momen
tum distribution and ~s(Q2) is the running coupling constant of QCD.
 

q i I
 In the kinematic range
 
x = 0.275 of thia measurement,~ • • • o o ~ Ib.o••..: RQCD is almost insenaiti x = 0.35 • • • .0.,.,,. ~ .0... • ve to the shape of 

xG(x,Q2) which is aaswrnn 
..
 

·x = 0.45
 
10- 1
 to be xG(x)=4.5(1-x)8 at 

• • • "'.,,p. ~ '0. o· ~ i , • + Q~=25 GeV2 and to the 
QCD mass acaIe parameter 
which is taken to bex = 0.55 

A =200 MeV. The result 
ia shown in TabIe 2 and 
Fig.2 and is compatible 
both with R=O and with 

•.••• ~ ••~., .....,"'\. + 

x • 0.65 the perturbative QCD 
.. ••.........:,,<++t • ~ ; +I.
 prediction. We find a 

mean value of R= ~.015 ± 
± 0.013 (atat.)± Ô.026 
(syst.) in the range 

0.25~ x~ 0.7 at an ave
10- 2 

x = '0.75 

rage Q2=60 ~ev2. The 
• • • • ....H t, ""'+1+ li t! aystematic errors are do

minated by the uncertain
ty on the relative cross210 10 

Q2 (GeV2) section normalizations. 

Fig.1. The nucleon structure function F measured2(x;Q2) 
at the three beam energias 120 GeV (closed circIes), 
200 GeV (open circles), and 280 GeV(squares).- The 120 GeV 
data were multiplied by a factor 1.025 to adjust the rela
tive normalization of the three data sets. Only statiBti 
cal errora are shown. 
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BFP data show an x dependence which is compatible with ours but are 
X 4% lower in the overall normalization. 

Table:3: Pararnetrization of Fz(x,QZ) 

Fz(x,QZ) = (l-x):lo(b + ex + dxz + ex3)'(QZ)lf+gx) 

(f, a = 2.5693 b = 0.2739 e = 3.0437 
d = -5.5172 e = 2.5790 f = -0.0303,: g = -0.2185
 

xZ/DDF = 180/159
 

o 
x = 0275 x .........
 

LL'" 

x = 0,35 ..... ......
 
x = 0.45-1 . .10 

•••••• + 

Fig.3. The structure 
x = 0.55 ·... function F2(x,Q2)...... . . . + + using R = forRQCD 

alI beam energies 
combined. Only statis

x = 065 tical errors are shown.I ·... .....
 
• • • • + + t 

-2
10 

x = C' 75 • •• ..... . 
• • + + 

+ + t t 
2la 10 

OZ (GeV2
) 

In conclusion, we have presented a high statistics measurement
ll~ t of the nucleon structure function from deep inelaatic muonF2(x,Q2) 

-carbon scattering at high Q2 (Q2~25 GeV2). Careful calibration of

Ji the experimenta~ apparatus has allowed to reduce systematic uncertain-

The from the combined data sets uaing R =final F2(x,Q2) RQCD 
is shown in Fig.3. A parametrization of F2(x,Q2) is given in Table 3. 
No errora on ~he parameters are given s~nce they are strongly corre
lated. This parametrization should not be used outside the kinematic 
range of the data (cf. Table 1). The data exhibit clear deviations 
from Bjorken scaling. A detailed comparison of these scaling violati 
ons to QCD predictions is presented in a separate paper/9/ . 

0.8 

.... 
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oEMC 

-0.4 

-0.6 

-0.8 

-

O 0.2 O.L. 0.6 0.8
 

X
 

Table 2: Rcsults for R = 0IJoT 

x <Qz> R statist, syst. 
(GeVZ) error error 

0.275 60 0.004 0.028 0.020 
0.35 60 0.041 0.020 0.024 
0.45 60 -0.002 0.023 0.028 
0.55 65 -0.009 0.037 0.034 
0.6,5 70 0.015 0.060 0.059 

allx 60 0.015 0.013 0.026 

Resulta on from deep inelastic muon scattering on ironF2(x,Q2) 
targets have been presented earlier by the BFP/8/ and EMC/7/ collabo

rations. We find a significantly steeper deerease of F2(x) with x 
than has been measured by the EMC(Fig.4), a trend opposite to what is 

Fig.2. R = õ 1/ t:T 'as 
a function of x. Also 
shown is the measuremem 
by the EMC collaboraticn 
on an iron target/7/. 

Inner error bars are, 
statistical errora only, 
outer error bars are 
statistical and syate
matic errors addedlinauy. 
The solid line repre
sents the QCD predicti 
on for A = 200 MeV. 

expected from nuclear effects in deep inelastic scattering(10/. The 
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ties to a level close to the statistical accuracy of the data. 
R = <5 L/~ T is found to be campatible, within emaIl errors, both 
with zero and with the QCD prediction in the kinematic range 
0.25~ x~ 0.7. . , 

1.21 I i I I 

Fig.4. The ratio of F2{x)
measured in this experiment'• F;HC (xl/F2BCOHS (x) ;1over F (x) from the EMC/71 

o F~FP (x)/F ~COHS (x)
1.11 I 1 and BFP?8/ collaboratians. 

In each x bf,n, the ratia is 
determined in the Q2 region 
of overlap betwe~n the respec
tive data sets. OnIy statisti ~N +------I-~-~--rl--j 
cal errars are shown. 

o9\ + .lo + 

0.81 I I I I , 
I I 

o 0.2 0,4 0.6 0.6 

X FIG. 4 

Tablc 4: F2(x,Q2) at 120 GeV beam encrgy 

Averagc beam encrgy at thc intcraction vcrtcx: < E > = 113.6 Ge V. 

X Q2 f 2 .:lF2 fc fb fs fu . fR 

0.275 34.00. 0.24038 0.00322 1.006 0.998 1.001 0.988 1.006 
38.50 0.23645 0.00320 1.003 0.'998' 0.9881.001 1.008 
43.50 0.22955 0.00376 1.005 0.998 1.002 0.987 1.010 

0.35 30.00 0.17676 0.00171 1.008 0.998 1.003 0.989 1.002 
34.00 0.17713 0.00192 1.001 0.998 1.003 0.990 1.003 
38.50 0.17294 0.00184 1.000 0.998 1.003 0.990 1.004 
43.50 0.16718 0.00183 1.003 0.998 0.9911.003 1.006 
49.00 0.16643 0.00187 1.002 0.998 1.003 0.990 1.008 
55.50 0.16497 0.00218 1.002 0.998 1.003 0.989 1.010 
63.00 0.16449 0.00349 1.004 0.998 1.003 0:987 1.014 

0.45 30.00 0.10740 '0.00129 1.005 1.001 1.009 0.990 1.001 
34.00 0.10491 0.00152 0.998 1.000 1.008 0.991 1.002 
38.50 0.10339 0.00144 0.999 1.000 1.007 0.992 1.002 
43.50 0.10264 0.00143 1.002 0.999 1.007 0.993 1.003 
49.00 0.09790 0.00141 1.000 0.999 1.006 0.993 1.004 
55.50 0.09797 0.00142 1.002 0.999 1.006 0.993 1.006 
63.00 0.09718 0.00150 1.002 0.999 1.005 0.993 1.008 
71.50 0.09394 0.00181 1.003 0.998 1.005 0.991 1.010 
81.50 0.09545 0.00358 1.003 0.998 1.005 0.988 1.014 
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0.55 26.50 
30.00 
34.00 
38.50 
43.50 
49.00 
55.50 
63.00 
71r50 
81.50 
94.00 

0.05560 
0.05410 
0.05311 
0.05313 
0.05 I62 
0.05069 
0.04931 
0.05040 
0.04856 
0.04512 
0.04516 

0.00100 
0.00083 
0.00101 
0.00099 
0.00 I00 
0.00102 
0.00099 
0.00108 
0.00114 
0.00119 
0.00159 

1.016 
1.013 
1.004 
1.005 
1.006 
1.002 
1.003 
1.002 
1.003 
1.004 
1.005 

1.008 
1.006 
1.005 
1.004 
1.003 
1.002 
1.001 
1.000 
1.000 
0.999 
0.999 

1.022 
1.019 
1.017 
1.016 
1.014 
1.013 
1.011 
1.010 
1.009 
1.009 
1.008 

0.988 
0.990 
0.992 
0.993 
0.994 
0.995 
0.995 
0.995 
0.995 
0.994 
0.991 

1.001 
1.001 
1.001 
1.001 
1.002 
1.003 
1.004 
1.005 
1.006 
1.009 
1.01,2 

0.65 26.50 
30.00 
34.00 
38.50 
43.50 
49.00 
55.50 
63.00 
71.50 
81.50 
94.00 

110.50 

0.02345 
0.02360 
0.02265 
0.02180 
0.02271 
0.02198 
0.02178 
0.02101 
0.02089 
0.02099 
0.01852 
0.01851 

0.00049 
0.00043 
a.00055 
0.00054 
0.00060 
0.00062 
0.00064 
0.00066 
0.00073 
0.00077 
0.00077 
0.00106 

1.05"1 
1.039 
1.024 
1.026 
1.021 
1.013 
1.014 
1.011 
1.009 
1.009 
1.009 
1.015 

1.020 
1.017 
1.014 
1.011 
1.009 
1.007 
1.006 
1.004 
1.003 
1.001 
1.000 
0.999 

1.044 
1.039 
1.034 
1.030 
1.027 
1.024 
1.022 
1.019 
1.017 
1.015 
1.014 
1.012 

0.989 
0.991 
0.992 
0.994 
0.995 
0.996 
0.996 
0.997 
0.997 
0.996 
0.995 
0.992 

1.000 
1.001 
1.001 
1.001 
1.001 
1.002 
1.002 
1.003 
1.004 
1.006 
1.008 
1.012 

I 

I 

0.75 26.50 
30.00 
34.00 
38.50 
43.50 
49.00 
55.50 
63.00 
11.50 
81.50 
94.00 

110.50 

0.00802 
0.00785 
0.00769 
0.00750 
0.00749 
0.00739 
0.00714 
0.00735 
0.00763 
0.00591 
0.00663 
0.00558 

0.00021 
0.00020 
0.00024 
0.00024 
0.00028 
0.00030 
0.00031 
0.00034 
0.00039 
0.00037 
0.U0043 
0.00047 

1.123 
1.105 
1.093 
1.090 
1.082 
1.068 
1.065 
1.053 
1.044 
1.039 
1.030 
1.030 

1.043 
1.037 
1.031 
1.026 
1.021 
1.018 
1.014 
1.011 
1.008 
1.006 
1.004 
1.002 

LO/!4 
1.074 
1.065 
1.058 
1.051 
1.045 
1.040 
1.Q35 
1.031 
1.027 
1.024 
1.021 

0.9/!9 
0.991 
0.992 
0.994 
0.995 
0.996 
0.997 
0.997 
0.997 
0.997 
0.997 
0.996 

1.000 
1.000 
1.001 
1.001 
1.001 
1.001 
1.002 
1.002 
1.003 
1.004 
1.006 
1.009 

, -

Tabl~ 5: F2(x,Q2) at 200 GcV bcam encrgy 
. -"'1 

Avcrage bearn cncrgy at thc intcraction vcrtcx: < E> = 191.7 Gc V. 

x Q2 f z Af2 fc fb fs fu fR 

0.275 50.00 
56.50 
64.00 
73.00 
84.00 

0.22312 
0.22822 
0.22026 
0.22493 
0.22121 

0.00259 
0.00304 
0.00297 
0.00280 
0.00358 

1.006 
1.000 
1.002 
1.006 
1.004 

0.998 
0.998 
0.998 
0.998 
0.998 

1.001 
1.001 
1.001 
1.002 
1.002 

0.991 
0.992 
0.992 
0.991 
0.988 

1.004 
1.005 
1.007 
1'.010 
1.014 

0.35 44.50 
50.00 
56.50 
64.00 
73.00 
84;.00 
97.00 

112.50 

0.17420 
0.16699 
0.\6802 
0.16757 
0.16039 
0.15639 
0.15305 
0.15472 

0.00179 
0.00171 
0.00199 
0.00190 
0.00168 
0.00177 
0.00191 
0.00284 

1.004 
1.002 
0.998 
1.001 
1.002 
1.002 
1.005 
1.004 

0.998 
0.998 
0.998 
0.998 
0.998 
0.998 
0.998 
0.998 

1.003 
1.003 
1.003 
1.003 
1.003 
1.003 
1.003 
1.003 

0.990 
0.992 
0.994 
0.994 
0.995 
0.995 
0.993 
0.988 

1.002 
1.002 
1.003 
1.004 
1.006 
1.008 
1.011 
1.016 
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BeHBeHYTH A.C. H AP. EI-87-549 
il3MepeHHe C BWCOKOR cTaTHcTHKOR HYKrroHHoR 
CTPYKTYPHOH ~YHK~HH F2(X, Q2) B rrry6oKoHeyrrpyroM 
pacceHHHH MWOHOB Ha yrrrepoAe rrpH BWCOKHX Q2 

Ilpenc-rnarreuu pesvns r a rsr H3y"t.leHHH HYKrroHHoR CTPYKTYPHOH: 
~YHK~HH F2 (x, Q2), 113MepeHHble C BbICOKOH: cTaTHCTH"t.IeCKOH: 
TO"t.lHOCTbW B rrry6oKoHeyrrpyroM pacceHHHH MIDOHOB Ha yrnepoAe 
B KHHeMaTl1"t.1eCKOR 06rraCTH 0,25 ~ X ~ 0,80 H Q2 ~ 25 13B2. 
AHarrH3 asapve-rcs na 1,5· 10 6 pexoac-rpyapoaaanux C06bITHP.õ 

HaKonrreHHWX npH 3HeprHHx rry"t.lKa 120, 200 H 270 f3B. HaH:AeH
no e 3Ha"t.leHH'e R = 0T) ar ae 3aBHCHT OT x B 06naCTH 0, 25 ~ 

~ x ~ 0,7 H 40 f3B~ ~ Q2 ~ 200 r3B2,H era cpeAHHH BerrH"t.IH
Ha R = 0,015 ± 0,013 /cTaT./ ± 0,026 /CHCT./. 

Pa60Ta BbITIOrrHeHa B Jla õopaTOpHH BbICOKHX 3HeprHH: OH5UI. 

Ilpenpaar Ü6'be.z::UllieHHOrO llHCTHTYTa anepnsrx I1CClIep;OBaImH . .uy6Ha 1987 

Benvenuti A.C. et alo EI-87-549 
A Hi2h Statistics Measurement of the 
Núcleon Structure Function F2(x, Q2) from 
Deep Inelastic Huon-Carbon Scattering 
at High Q2 

We present results from a high statistics study oE the 
nucleon structure function F 2 (x , Q2) measured in deep ine 
lastic scattering of muons on carbon in the kinematic ran 
ge 0.25~-::x::;O.80 and Q2~25 GeV2. The an a l y s i s is based on 
1.5· 106 reconstructed events recorded at beam energies oE 
120, 200 and 280 CeVo R = OL/aT is Eound to be indepen
dent of x in the range 0.25~x~O.7 and 40 GeV2~Q2~200 GeV 
with a mean value R = 0.OI5tO.OI] (stat.)±0.026 (syst.). 

The investigat~on has been pe r f o rmed a t the Laboratory 
of High Energies, JINR. 
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