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The phase-shift analysis is one of the most convenient methods of 

r econstructing the N N - scattering matrix from pp- and np -scatter-

ing experimental data, A single set of phase shifts is now determined for 

the range of energies from 23 to 310 MeV, 

Outside this range the amount of obtained experimental data is not 

sufficient to determine a single set of phase shifts. 

Thus it is necessary to use both reg r ession / !/ a nd d iscriminating 

e x perime nts. 

An example of the necessity of the first type of experiments is the 

need of a precise e s timation of the n p -scattering mixing parameter l 

'Vh ich a llowed to d efine the r o le of tensor forces i n NN -interactio J
2l. 

Discriminating experiments are needed for the elimination of a mbiguities 

in phase shifts which occ ur within a broad r egion of ene rgies, 

T h e purpose of this paper is to develop further the pla nning methods 

{see, e .g /
1

•
3

•
4

•
6

/) of exp eriments of the a bove type s, The two below dis

c ussed methods essentially res t o n the formula {'5). 

1. The D e sign of Exp e r imen ts f o r the S p ecificatio n o f 

Paramete r s 

L et 11 (x) be the measured quantity: 

...... 
'7 (x) = ~ 

a=! 

() f 
a a (x) = ()'f (x), 

3 

( 1) 



where 

(

f 1 (x)) 
f (x) 
• 2 

f (X) 
m 

f (X) = 

() = 

OJ 

are given functions, 

- are unknown parruneters, the prime 

denotes the transposition of a vector. 

If '7 ( x,O) is a nonlinear function of the parameters, it is necessary to 

.use a linear approximation (/
1

/, chapter II, 9): 

... -+( 0) 
TJ (x,l1)=')(x,0 ) + ~ a71 cx,O)I-+ ~ (O _ftc') 

a() {)=(j(O) a a 
(2) 

fa ( x) 

a=l 

aTJ ( x, e) 

ae a 

a 

I ... ~ o = e < o), 
(3) 

~ 
where e ( 0 l is the estimate of the parameters at the time t - o. 

Let the d ispersion matrix (the error matrix) of the parameters if 
at the beginning of the planned experiment have the value D ( 0 ). 

After making the measurement during the time T the dispersion mat-

rix will take on the value D ( T, x). We shall consider the measurement 

made at the point x 
1 

more efficient than the analogous one at the point 

X 
2 

if 

I DH (T,x l l< I Dkk(T,x ) I, 
I 2 

(4) 

where D k k ( T, x) is the sub matrix of the matrix D ( T, x ) which corres-

ponds to th.ose parameters () () () 
I, 2, ... , k 

which are of interest to the 

exp erimenter ( k < m ) • 

4 



The design of an additional experiment which specifies the para

meters () 
1 

, () 
2

, •••• () k consists in finding such a point z 
0 

for 

which ( D • • ( T, x ) ) takes the minimal value, It should be noted tha~ the 

rrummum I ·ott I corresponds to the minimal value of the disJ:)ersion 

ellipsoid (see/
5

/, chapter 22) in the s pace of the parameters () () () , , 
I, 2. .. • . k 

It may be shown (see Apperrlix I) that after the measurement made 

at the point x d uring the time T the dispersion matrix takes the value: 

D(T,x)=(Im- >-(x)TD_50)f(x)hx) ) D(O ), 

1 + >.(x)T f ' (x) D(O)f(x ) 

(5) 

where Im is a mx m matrix, ,\ (x) is the efflcienc./
1

/ of the 

experiment measuring 'f/ ( x, ()) The optimal position x 
0 

of the measure

ment instrument is defined by the equation: 

I D kk ( T , x ) I = min I Dkk ( T , x) I , 
0 X 

(6) 

where Dkk (T,x) is the submatrix of the disper sion matrix D(T,x) which 

corresponds to (5). The analytical expression for (Dkk (T,x)) for an 

a rbitrary k is given in the appendix I. Simple and obvious results 

are obtained for k = m arrl k = 1 • In the first case 

I D (T,x)l 
I D (0) I 

(7) 

1 + a 2 (X ) ,\ (X) T 

where u(x) is the c orridor of the el"rors of the curve 'f/(x,Ut 0 >), It 

follows from (7) that if it is necessary to specify the whole set of the .. 
par ameters () the measuring instrument should b e placed in the point 

x in which u 
2 

( x ) ,\ ( x ) is maximal. 

If it is necessary to s p ecify a single parameter ()a (k = 1) the posi

tion of the measuring instrument will be defined b y the function 
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>.(x)T( i D 
13

(0)fl3(x))2 

Qaa(x,T)~Daa(O)- 13~ 1 a 
l+a 2 (x)>.(x)T 

(8) 

It follows from (8), that it is not possible, generally speaking , 

to specify the parameter ()a to an arbitrary accuracy. 

Actually, 

lim D a a (X' T ) ~ D ( 0 ) - ({3 ~ I D a 13 f 13 (X ) ) 2 
T -+ 

00 
a a a 2 

( x) 

(9) 

Using (5) it is possible to solve the problem that is in some s ense cont

rary to ( 6): to find the point x 
0 

for which the time T required for a 

N -fold decrease of I D k k I should be minimal. 

fn the case k = m and k = 1 for T ( x ) the following expressions are 

obtained: 

N -1 
m , 

T(x)= >.(x)a2 (x) ' k 

_, 
(N-l)Daa(O)>. (x) 

T (X) = ---;m::-----------
N[ Y D f3 (0)f f3(x)]

2
-a2 (x)D ( O)(N-1) 

f3=l a aa 

For ah arbitrary set of parameters 

directly from (1) in appendix 1. 

() () () T( x) 
I, 2, . •• , k 

(10) 

(11) 

can be obtained 

The Design of Discriminating Experiments 

~, 0) ~(0) 
Let () , and 0 

2 
be two least square estimates of the parameters 

() which are obtained from the analysis of experiments in the points 
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x 1 , ... , x " with the weights w w • Let the statistics we have 1, .• , , n 

be insufficient to give preference to either of the estimates, That means 

that the sums: 

n 

S
1

(0)= I (12) 
l =1 

and 

n 

I 
1=1 

do not differ essentially , Here y 
1 is a result of the measurement at 1

1 
• 

The purpose of the planning is to find such a point 1 
0 in which 

a measurement will give the maximum difference increment S
1
(T,x)-St(T,:r) 

supposing that the k -th hypothesis is true, (See also/7 /). (The hypothe

sis Hd: means that the true vector lies near ~ 01 or, more exactly, 

that 0~ 0 
l is a n unbiased estimate o f 0 ). H e r e : 

(13) 

whe re v is the result of the additional measurement made at " 
~ 

during the time T, 01 j • 1,2) are estimates including the additional 

measurement, The value of S 
1 

( T, x) depends on the result of the measu-

reme nt at x. Apriori the value of y Is unknown, so that w e cannot 

determine the exact value or S J (T, :r) before the experiment. HO'We'\11H' 

we can g ive its mean valu~ Aciuall'\l. assuming that ~~ 01 is unbiased 

(see (1), (2) and appendix 2 ir/
11) the r a ndom variable J 

u 
( 0~(0) ) 

y -"' J 'X (14) 
J SJ (X) 

( -1 2 
where s 1 (x)=y >.(x)T) +u

1 
(x) has a normal distribution with parameters 0,1: 
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¢ (u )<lu 
1 f .I 
-- e...,." 1 

V 2rr d u 
(1!S) 

Let the hypothesis H 
1 

be true. From (5), (13) and (15) follovvs that 

the mean valu e of S 
2 

('I', x)- S 
1 
(!I', x) with respect to u

1 
is equal (see ap-

pendix 2) to: 

~ " [ < o'o, > < .. ,o, 2 
EI[S2('I',x)- S ('I',x)]~S (0)-S (0) + '7 2 ,x -71 01 ,x)] +(u2(x)-u2(x)] 

I 2 1 2 I 

S 
2 

(X) 

Evidently, the optimal e x perimental point x 0 is the one where 

E 1 [ S 2 ('I', x)- S 1 ('I', x ) l attains its maximum. The disign of a d lscrimil'lo!!l.t

ing experiment consists in a search for the 

max 

~(0) ~, 0) 
[71(8 ,x)-?~(0 ,x)] +u 2 (x) - u 2 (x) 

2 1 2 I 

(17) 

S 
2 

(X) 
2 

If H 2 i s true, the measurement must be made at the point which 

is g iven by: 

max 
X 

~(0) ~(0) 2 2 2 
[71(8

1 
,x)- 71( 0

2 
, x)] +u

1 
(x)-u

2 
(x) 

S 2 (X) 
1 

(18) 

If the p oints obtained by (17) and (18) don't coincide, then the measurement 

must be made in the point obtained from: 

max! W1 E
1 

[S 2 ('I',x)-S 1 ('I',x)l +W
2

E 2[S
1
(T,x)-Sz-('I',x)ll, 

(19) 

where the weights W 
1 

and W 
2 

generally s peaking , depend on the aim 

of the experiment. If the loss occuring when the false hypothesis is ac

cepted is equal to the loss occuring when the true hypothesis is reject~. 

the V>-ei ghts are defined as: 
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(20) 

In some cases the aim of the experiments cannot be expressed in a form 

which allows to find the ratio of the loss due to the false acceptation of 

the first hypothesis to the loss due to the false acceptation of the se

corrl one. In such a case the measurement must be made at the point 

obtained from: 

max ~~ [ S ( T, x ) - S ( T, x ) ] . 
X f ~ J,2 k f 

(21) 

k ,t J 

Let us compare the above method of designing discriminating experiments 

with the meth~ proposed in/
4

/. The main difference of thes~ methods is 

due to the original formulation of the problem of planning. 

In the present paper the criterion for optimality is the requirement 

for the maximum increment of the difference 

tha~ the k -~ hypothesis is correct ( T is fixed). Thus two .,stimates 

61 arrl 0
2 

obtained following a certain rule ar2 compared. 

Irf~l two complex hypotheses (f51, chapter 35) with the parameters 
~ ~ 

1)(6
1

, x ),a
1
(x) arrl 1)(6

2 
,x),a

2
(x) are considered. The experi-

ment (for fixed T a~ a result of which the probability of takin.~ the 

false hypothesis will be minimal is optimal. In principle in/
4

/ two possi-.. 
bilities are com~red: either the true vector 6 belong§ to the set with 

.. (0) 
the parame~er 612 , D 1 

?t 0) 
or to that with the parameter 6 2 , D 

2
• (The 

and ~~ , D 
1 

are supposed to be one-to-one values 1) ( 0 J , X) , (J J (X ) 

related, see (1) arrl (1.9)). 

It may be shown that if a 
1 

( x) = a 
2 

( x) the position of the optimal 

measuring point 

the equation: 

is the same for both methods and follows from 

~0) ~(0) 2 
( 1) ( 6 2 , x0 ) - 7) ( 6 I , X O ) ] 

2 
S (X O) 

= max 
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If a
1 

( x) f o 
2 

( x) then the position of the optimal points differs the 

tnore the lar,ger is the term 

2 
[1- s,(x) 2 

2 l 
S 2 (X ) 

'I'he authors express their deep gratitude to N.P.Kleplkov for his 

helpful comments. 

A PPENDrx: I 

Theorem I-I 

If the quantity 71 ( 0, x ) = 0' f ( x ) is measured at the point x during 

'he time T , then the dispersion matrix of the parameterS is expressed 

as: 

D(T,x)=(I ., - >.(x)TD(O)f(x)f-<x) ) D(O) , 

l +>.(xJf f'<x)D ( O)f(x) 

( I.L) 

where >. (x) is the efficiency of the experiment arrl D (0) is the dlsper-

sion matrix at the time T ~ o. 
Proof. 

As is known (see/1
/, chapter I1) 

D-1
( T)=D10)+X(x)Tf(x)f'(x) 

(1.2) 

or 

D(T)=[ D-
1
(0)+>.(x)T f(x)f'(x)]-

1
= 

- 1 .. .. -1 -+ -+ (1._3) 
= ID (0 )[ 1 + A(x)'f D(O)f(x)f'(x)ll =[l .,+ >.(x)TD(O)f(x)f'(x)] tJ(O). 

We shall use the matrix formula: 

-1 -1 
(IP+AB) =IP-A(Iq+BA) B, 

(1.4) 

where I P and I q are unit matrices of the rank p and q , A is a 

pxq matrix and B is a p x q matrix. Let us denote-
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A=.\(x)TD(O)f(x) 
.. 

arrl B = f'(x) (1.5) 

From (1.3), (1.4) arrl (1.5) we obtain: 

-+ .. 
D(T,x)=(Im- .\(x)TD(O)f(x)f'(x) )D(O). (1.6) 

1 + .\(x)Ti'(x)D( 0) 1 (x) 

The theorem is proved. 

Art analogical result was first obtained by Box arrl Hunte)8/ for 

discrete measurements with equal weights. 

Lemma I-I 

If A arrl B 

r(B)=l then 

are two p x p matrices with the ranks r (A ) = p arrl 

Proof. 

p 

I A+BI=IAI(l+ 2 
a.f3= 1 

(1. 7) 

Let us denote a 
1 

( {3 
1

) the i-th column of A (B). Then: 

( 1.8) 
I A+B I = I a 1 +{3 1 , • •• ,a +{3 I= la

1
,a

2
, ••• ,a 1+1/3 ,a, .. ,a l+.o~-la ,tt ., .. ,f3 I• 

p p p 12 p 12 p 

In (1.8) we drop all determinants containing two or more columns of the 

matrix a They are equal to zero, since r (B)=l. We decompose the deter-

minants In (1.8) in terms of the elements of the {3 
1 

( i = 1, ... , p ) arxtl 

attain (1,8), The lemma is p.·oved. 

Theorem 1-2 

Using the assumptions of theorem I-1 the determinant of the disper

sion matrix of the "useful" parameters is equal to: 

Here 

curve 

a,{3=1, ... ,k, 

7J (~( O), X) 

u2 (x)=r( x) D(O) f (x) is the conidor of errors of the .. .. 
arrl C=D(O)f(x)f'(x)D(O). 

11 



Proof. 

It follows from ( 1..1) that 
ID 

IDkk(T,x)l=ll i I D (0)- s.f:JDtW(O)fs(x)~(x)Dytf.O> 
y=t ay Yf3 _ A(x)TI 

1 + A ( x ) T f' ( x) D ( 0) f ( x ) a,B I ( 1.10) 

A( x)T Ca{3 I a{31 • 
II Da{3 (O)- 1 +a a (x)A(x) T 

Since the rank of C is equal to ), we shall use the lemma I-I. From 

( 1. 7) and ( 1..10) follows: 

k (1.11) 
1Dkk(T,x) I=IDH(O)I(1- A(x)T l: [DH(0)]- 1C (x)). 

1+ a 2 (x)A(x)T af3=t af3 af3 

'I'he theorem is proved, 

From (1.9) the formulas (6), (7), (10) and (11) are obtained. 

Theorem II-1 
:: 

APPENDIX II 

If .,( O! O>, x') is the estimate of n (x) at x for t = 0 and if 

T is the time of the measurement at x then for t = T the esti-

mate of ., ( x ) at x ' is expressed as: 

" " 
.,<e,x')=q(0 .. 101 ,x') + 

2 ( , ( .-/.. !,'( 0) 
a x I x) y - 8 I x)) (II.1) 

(A(x) T )- 1 +a 2 (x) 

where 
2 .. .. 

a (x',x)=f'(x')D(O)f(x) and .th e other notations are as in ap-

pen::iix I. 

Proof. 

As is known (see/
1

/, chapter II): 
~ -> 

f)= D(T,x)Y (T,x). 

12 
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Here D(T , x) is given by (L 1) and the vector Y ( T, x) is equal to: 

... n 

Y(T,x)~ ~ 
1 =I 

... ... 
y

1 
w

1 
f(x

1
)+A(x)Tyf(x). (TI.3) 

Substituting (I.l), (n.2) and (IL3) into (I) we obtain after simple calculations: 

l) d,x')= f'cx')[lm- A(x)TD(O)f(x)f'(x) ] 
-> -> X 

1 + A(x)Tf ' (x)D(O)f(x) (II.4) 

n 
X D(O}[ :£ 

j ~ 1 
y w f(x)+A(x)Tyf(x)] = 

1 1 1 

... ~( 
f'(x')0° 1 + 

... ... ... ~ 
A < x > T t '< x ' ) o( o ) r < x )[ y - r' ( x) oc o >] 

1 + A (x) T f-<x)D(O)f(x) 

Using the notations given above we rewrite (li.4) as to obtain (ILl). 

The theorem is proved. 

The orem IT-2 

If the measurement is made at X during the time T arrl if 
'-lc o> 
(} k i s a n u nbiased estimate, then the mean value of the sum of the 

w eighted squared deviations S 1 - S k ( j 1- k , j = 1. 2 ) is given as: 

where 
2 -1 2 

s (x)=(A(x)T) +u (x). 
J J 

Proof. 

After the measurement at x the sum of the weighted squared devia-

tions S1 (j =1,2) 

(II. 6) 

The index I = 0 corresponds to the measurement at the point x,w
0 
~A(x)T . 
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Using (ll.1) we transform (11. 6) to the form: 

n 2 ~( 0 l 2 
S 1 (T 1 x) = S 1(0) + !. w1 1\ 1 (1x 11 x)+>.(x)T[y-17( 6

1 1 X)-I\
1
(x 1 x)J ) 

1•1 UL7 

where 

Let 

that: 

- 2 
n ~( 0 ) 
!, WI [ Y I -lj( 6 J 1 X I ) ) 1\ J ( X I 1 X) 1 

l e 1 

2 " l\ 1 (~~x)"' u (x11 x)(y- 17 (0to> 1 x)) 
a 

SJ (X) 
(n.a) 

': 
6c o> 

1 
be the unbiased estimate. Then from (14) arxi (15) follows 

E u l\
1
(x 11 x) = 0 

1 

Eu
1

1\1 (lpl) = -~....__:___. 

2 

ua (xl 11 ) ~tol ~to) 
E l\(x 1 1)"' [17(11

1 1 1)-lj ( tl 
1

1)1 
u1 I s2(x) 2 

(ll.9) 

E 1\ 2 
u

1 
2 (X 11 X) e 

~ ~ (0) 
[a~ ( x) + (1j ( 6\

01
1 r.)-1j ( 6

2 1 X))
2
]. 

From (II. 7) arrl (II. 9) follows: 

2 n u 4(r.~r.) 
E [S

2
( T 1 r.)- S (T 1 r.)]=S ( 0 )-S (O)+s (x)!. w [ a 1 

u 1 1 2 1 1 I=! I S4(z) 

4 ) 4 
Ul ( z 1 1 Z j 2 ( ) [ U 2 ( X) _ 

+s xw 
4 

-

s 4 (x) 1 0 s (x) 
I 2 

'-l to) ~(O) 2 n 

4 

~1+ 
S 4 (X) 

I 

2 

(n.1o) 

+(~j(61 ,x)- '1 (6
2 

,x)) [!. w
1 

4 
u

2
(x

1
,x) 

s 
4 

( x) 
+ 1-

wa:(l) I =I 
2 

~( 0) ~( 0) " 2 

lj(6, ,x)- '1(62 ,x) i w (y -~~(Oto>,x )u2 (xl,x)). 
l I 2 l S 2 (X) 1"' 1 

2 
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.Simplifying the obtained expression using the definition of u
2 

(z 1 ,z) we 

get: 

w f' (x
1 

)D (O)f (z)f (z )D (O)f (x)(ILII) 
!2 2 2 2!2 2 

Using 
~ ~ ~ ~ 

f'(x
1 

)D(O)f(x)=f'(x)D(O)f(x
1

) we rewrite 

(n.II) in the form: 

Finally : 

~ w 
! 

= -:- f~ (x)D (0)[ i w f(x ) f-cx ) ) D (0) f (:r)= 
s (x) 2 1 = 1 1 2 1 2 1 2 2 

2 

(II, 12) 

Analogical transformations are used fo r other terms in (II.lO): 

n 

~ 
!=! 

w! 

4 
u 1 (x

1
,x) 

S; (X) 

l: w y o 2 (x ,x)= I w y ('
2 

(x
1 

)D
2
(0)f

2
(x) = 

! =I 1 1 2 ! ! = 1 1 1 

-t n -t -+ -+ 

= t;(x)D
2
(0) I w

1 
y

1 
f

2
(x)=f; (x)D

2
(0)Y2 = 

! =I 

15 
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" .. -1 .. ... 
ef'(x)D (O)D (0)6101 .'7(6 10 ',x). 

2 2 2 2 2 

(n.1s) 

Substituting (II.12) - (IT.15) into (II,10), we obtain in a straightforward "11\Cy: 

E [S (T,x)-S
1
(T,x)]=S (0)-S

1
(0)+ 

u 2 2 
I 

+ 

q ~(0) 2 
['7 (11 210 ~x) -17 (61 , J:)] + u

2
2 (x)-u:(x) 

2 
s 2 ( J: ) 

The theorem is proved, 
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