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## I. INTRODUCTION

The results of the determination of the differential cross sections for elastic $\pi^{-} p$, $K^{-} \mathbf{p}, p^{-} \mathbf{p}$ and $\pi^{+} p, K^{+} \mathbf{p}, p p$ scattering at 40 and $45 \mathrm{GeV} / \mathrm{c}$, respectively, are presented.

The experiment has been carried out at the Serpukhov accelerator to investigate polarization phenomena in these processes. Polarization and spin rotation parameters have been published previously $/ 1,2 /$. The statistics used to calculate the differential cross-sections was collected during polarization measurements. The experimental apparatus/3/ permitted one to detect elastic scattering events up to $t=-2.5(\mathrm{GeV} / \mathrm{c})^{2}$, but the t-interval for the differential crosssection of some reactions was decreased by poor statistics.

## II. EXPERIMENTAL LAYOUT

The schematic view ${ }^{/ 3 /}$ of the apparatus used in this experiment is shown in $\underset{\text { Fig. }}{ } l_{\text {. }}$

The scintillation counters $\mathbf{T}_{1}, \mathbf{T}_{2}, \mathrm{~T}_{3}$ measured the number of particles in the beam. The beam direction was determined by the scintillation hodoscope $\mathbf{H}_{1,2}, \mathbf{H}_{\mathbf{3 , 4}}$


Fig. 1. Expe-
rimental
layout.
to an accuracy of $\pm 0.38 \mathrm{mrad}$ (HWHM). The negative beam particles were identified by three threshold gas Cherenkov counters.In the case of the positive beam four Cherenkov counters were used.

A polarized target (PT)of propane-diol $\left(\mathrm{C}_{3} \mathrm{H}_{8} \mathrm{O}_{2}\right.$ ) was used in this experiment. The measurements with a carbon target were made to subtract the bound proton background.

The hodoscopes $\mathbf{H}_{5}, \mathbf{H}_{6}$ measured the direction of the scattered particle to an accuracy of $\pm 0.2$ mrad. Over the momentum-transfer region covered, $0.08 \leq|t| \leq 2.5(\mathrm{GeV} / \mathrm{c})^{2}$, the t-resolution changed within the limits of $0.02 \leq|\Delta t| \leq 0.1(\mathrm{GeV} / \mathrm{c})^{2}$, respectively.

The hodoscopes $\mathbf{H}_{\mathbf{7}}, \mathbf{H}_{\mathbf{8}}, \mathrm{H}_{\mathbf{9}}$ were placed in the bore of the target magnet and detected the recoil protons with an azimuthal acceptance of $\pm 16^{\circ}$. Anticoincidence counters ACl-AC8 for charged particles and gammarays were placed around the target. Fast electronics selected events with only one pulse from each hodoscope and included coincidence matrices to choose the scattering events with two-body kinematics. The events were recorded on magnetic tape by the CII-90-10 computer.

## III. ANALYSIS OF ELASTIC EVENTS

The main steps of the analysis of scattering events recorded on the magnetic tape were as follows:
l. Reconstruction of elastic scattering events.
2. Relative normalization of the number of events obtained with the opposite signs of target polarization.
3. Background subtraction from quasielastic scattering on bound protons in nuclei.
4. Background estimation of inelastic scattering on hydrogen.

1. At first the scattering angle of the scattered particle was calculated using information from the hodoscopes $\mathbf{H}_{5}, H_{6}$. Then the trajectories in the magnetic field and the observed angle ( $\Theta_{\mathrm{P}}^{\mathrm{m}}$ ) of the recoil proton were reconstructed using the reading of the $\mathbf{H}_{\mathbf{7}}, \mathbf{H}_{\mathbf{8}}, \mathbf{H}_{\mathbf{9}}$ hodoscopes. The values of the scattering angle and the observed recoil angle $\Theta_{p}^{m}$ were defined more precisely by the iterative method,taking into account the position of the interaction point. Then the recoil proton angle ( $\Theta_{\mathrm{P}}^{\mathrm{c}}$ ) was calculated from the angle of the scattering particle assuming elastic scattering kinematics of a proton at rest. The histograms representing the angular correlation $N_{P}^{A}=f\left(\Delta \Theta_{P}=\Theta_{P}^{m}-\Theta_{P}^{c}\right)$ were built for the given interval of $\Delta t / \mathbf{3} /$. There are well-pronounced maxima containing the "elastic peaks" (Fig.2).
2. The region outside the "elastic peaks" of the angular distribution was used for the relative normalization of the data with the opposite signs of the target polarization and the carbon data (quasi-elastic scattering background $)^{/ 3 /}$.


Fig. 2. Selection of elastic scattering events on free protons for two momentum transfer bins: a) $0.32 \leq|t|<0.38(\mathrm{GeV} / \mathrm{c})^{2}$, b) $1.0 \leq|t|<1.14(\mathrm{GeV} / \mathrm{c})^{2}$. The solid and dashed histograms show the distribution of $\Delta \Theta_{\mathbf{P}}$ with the polarized target and the dummy target, respectively.
3. The central region of the distribution $\mathbf{N}\left(\Delta \Theta_{P}\right)$ was used to define the number of elastic scattering events. The region limits were chosen considering the elastic peak width which is mostly due to the resolution of the detected system. The normalized quasielastic scattering background was subtracted from the total number of events inside this region.
4. The background from inelastic scattering on hydrogen was estimated by the Monte Carlo method. The reactions with two charged particles in the final state were the main source of the inelastic background, since the reactions with more than two charged particles and $y$ were rejected by anticoincidence
counters. In the $\pi p$ scattering the Monte Carlo calculation for the final states $\rho$ P, $\pi \mathbf{N}^{++}$and $\mathrm{p} \pi \pi^{\circ} \pi^{\circ}$ showed a contribution of smaller than $1 \%$ of the total number of elastic events on free protons. The same should take place in the $\mathrm{Kp}_{\mathrm{p}}$ scattering.

In PP scattering the inelastic two-prong events with the additional $\pi$ in the forward direction give the main contribution to the background. To subtract this background, two different methods were used. In the first case the probability for such events to appear as elastic scattering at various fourmomentum transfers is calculated by a MonteCarlo programme using the data for inelastic PP scattering at high energies/l/. In the second method kinematics selection criteria were strengthened and only the lefthand side of the histogram $N\left(\Delta \theta_{p}\right)$ was used for the normalization.

The results of both the methods agree within experimental errors.

In the $\bar{p} p$ scattering the inelastic contribution is not important because of favourable momentum separation in the $P T$ magnetic field.

## IV. CROSS-SECTION CALCULATIONS

The differential elastic cross-section is given by

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} t}=C \frac{\mathrm{~N}_{+}(\mathrm{t})+\mathrm{N}_{-}(\mathrm{t})}{\Delta \mathrm{t} \cdot \epsilon(\mathrm{t})}, \tag{1}
\end{equation*}
$$

where $N_{+}(t), N_{-}(t)$ are the numbers of elastic events in the momentum transfer intervals $\Delta t$ with different signs of target polarization,

C is the normalization factor, $\boldsymbol{\epsilon}(\mathbf{t})$ is the detection efficiency of the apparatus. The Monte Carlo method was used to calculate $\epsilon(t)$. In the calculation the following information was taken into account:
l) beam parameters ( $\Delta \mathrm{p} / \mathrm{p}$, the horizontal and vertical divergences, shape and dimensions);
2) ionization losses, multiple scattering and absorption of the recoil protons in the target and surrounding materials;
3) cell dimensions in the incident beam, scattered particle and recoil proton hodoscopes $\mathbf{H}_{\mathbf{1}} \mathbf{- H}_{\mathbf{9}}$. The efficiency of scintillation counters was supposed to be independent of the momentum transfer $t$

The programme includes a random choice of beam parameters, the scattering angle and the interaction point in the target and also a procedure showing the operation of coincidence selection matrices.

To simulate the real experimental situation this part of the programme gives a set of hodoscope $\mathbf{H}_{\mathbf{1}}-\mathbf{H}_{\mathbf{9}}$ counter numbers at the output. Then the same reconstruction procedure is performed. According to the kinematic parameters of the events a t-distribution is constructed. Such a distribution per $\Delta t$ unit describes the detection efficiency as a function of $t$. The detection efficiency for $\pi^{-} p$ scattering is shown in Fig. 3a. The oscillation about an average value is connected with the way the programme reconstructs the particle trajectories. It ascribes to the events a t-value corresponding to the centre of the involved cell of the hodoscope $\mathbf{H}_{5,6}$. Consequently, the oscillation period

$$
\begin{equation*}
\Delta t \simeq 2 \cdot \mathrm{P}_{\mathrm{lab}}^{2} \cdot \frac{\mathrm{~h}}{\mathrm{~L}^{2}} \mathrm{~d} \quad(\mathrm{GeV} / \mathrm{c})^{2} \tag{2}
\end{equation*}
$$

where d is cell vertical dimension, $L$ is the distance from the target to the hodoscope $\mathbf{H}_{5,6}$, h is the distance from the beam axis to the hodoscope cell, $P_{\text {lab }}$ is the incident particle momentum.

The t-distribution of the experimental events has the same structure (Fig. 3b).
V. ABSOLUTE NORMALIZATION OF THE DIFFERENTIAL CROSS-SECTIONS

The optical theorem was used to normalize the differential cross section

$$
\begin{equation*}
\left.\frac{\mathrm{d} \sigma}{\mathrm{dt}}\right|_{t=0}=\frac{\left(\sigma^{\mathrm{tot}}\right)^{2}}{16 \pi} \tag{3}
\end{equation*}
$$

The total cross-section values were taken from ref. $/ 4 / .2 \frac{d \sigma}{d t} \quad$ was extrapolated to $t=0$ as $\frac{d \sigma}{d t}=A e^{b t+t^{2}}$ dt by the least squares method considering $|t| \leq 0.5(G e V / c)^{2}$ only. A more complex parametrization had to be used for a large|t| region and the normalization was not changed within experimental errors.

## VI. SYSTEMATIC ERRORS

The main source of systematic errors is the accuracy of the geometric parameters of the apparatus. The displacement of the beam hodoscopes $H_{1}, H_{3}$ is most important. If there is a vertical displacement $\Delta \mathbf{z}$ of $\mathbf{H}_{\mathbf{3}}$, it results in an error

$$
\begin{equation*}
\Delta t=2 \cdot P_{\mathrm{lab}}^{2} \cdot \frac{h}{\mathrm{~L}^{2}} \Delta \mathrm{~h} \tag{4}
\end{equation*}
$$



Fig. 3. a) Detection efficiency, $\epsilon(t)$, calculated by the Monte Carlo method. b) Experimental distribution $\mathbf{N}_{\text {exp }} / \mathrm{N}_{\text {fit }}=\boldsymbol{\epsilon}(\mathrm{t})_{\text {exp }}$, where $\mathrm{Nexp}^{\text {exp }}$ is the number of events in the $t$ interval from the experiment, $\mathrm{N}_{\mathrm{fit}}=\mathbf{a} \times \exp \left(\mathbf{B t}+\mathbf{C} \mathbf{t}^{2}+\mathbf{D} \mathbf{t}^{\mathbf{3}}\right)$ is a fit value of $\mathrm{N}_{\text {exp }}$. The experimental statistical errors are shown at some points, as an example.
where $\Delta h=\frac{-L}{L_{1}} \Delta z \quad$ is a displacement of the beam axis in the hodoscope $\mathbf{H}_{\mathbf{5 , 6}}$ plane, $\mathbf{L}_{\mathbf{1}}$ is the distance from the beam hodoscope to the target.

Consequently the error in the calculated efficiency is

$$
\begin{equation*}
\Delta \epsilon(t)=\left|\frac{d \bar{\epsilon}(t)}{d t}\right| \Delta t \text {. } \tag{5}
\end{equation*}
$$

If $\Delta z \simeq 2 \mathrm{~mm}$, the relative error amounts to smaller than $1 \%$ with $|t|>0.15(\mathrm{GeV} / \mathrm{c})^{2}$. It increases rapidly with decreasing|t|.

Another source of systematic errors may be the inefficiency of the Cherenkov counter system. It gives a systematic error in the slope parameter b of $\bar{p} p$ and $K$ p differential cross-section $\sim 1 \%$.

## VII. RESULTS

The differential cross-sections $\frac{d \sigma}{d t}$ versus -t are shown in Figs. 4-9.


Fig. 4. Differential elastic cross-section for $\pi^{-p} \quad *,+$ - ref. $/ 5 /$, o - ref. $/ 6 /$, this experiment.

The results are listed in the Table. It

| (8) | $\cdot(1, q) d x \partial, y+(1 p+z+0+1 q) d x \partial \cdot y=\frac{1 p}{o p}$ |
| :---: | :---: |
|  | : UOT7 OUnJ |
|  |  |
| $(L)$ | $\left({ }_{8} 1 p+{ }_{z} 10+1 q\right) d \times 2 \cdot v=\frac{1 p}{0 p}$ |
| (9) | $\left(7_{6}^{10}+19\right) d x \partial \cdot y=\frac{1 p}{0 p}$ |

tial forms $K^{ \pm} \mathbf{P}$, $\overline{p p}$ were fitted with the exponenThe differential cross-sections for $\pi^{+} \mathbf{p}$


Table

| ${ }_{\mathrm{G} \cdot \mathrm{p}+9 \mathrm{~g}}^{\mathrm{p}}$ | $\begin{gathered} \mathrm{A} \\ 2 /(\mathrm{Gov} / \mathrm{c})^{2} k \end{gathered}$ | $\left.\mathrm{c}_{\text {( }}^{\text {b } / \mathrm{c}}\right)^{-2}$ | $\begin{gathered} c \\ (\mathrm{GeV} / \mathrm{c})^{-4} \end{gathered}$ | ${ }_{(\mathrm{GeV} / \mathrm{c}}{ }^{\text {d }}$-6 | $\frac{A^{\prime}}{\mathrm{bb} /(\mathrm{GeV} / \mathrm{c})^{2}}$ | $\frac{b^{\prime}}{(\mathrm{GeV} / \mathrm{c})^{-2}}$ | $\begin{aligned} & x^{2} / \text { Num. } \\ & \text { points } \end{aligned}$ | $\begin{aligned} & (\mathrm{at} / \mathrm{K})_{t=0} \\ & \mathrm{~b} /(\mathrm{GeV} / \mathrm{c})^{2} \end{aligned}$ | $\begin{aligned} & \mathrm{B}(\mathrm{O} .2) \\ & (\mathrm{GeV} / \mathrm{c})^{-2} \end{aligned}$ | $\begin{aligned} & \text {-range } \\ & (\mathrm{GeV} / \mathrm{c})^{2} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| If 40 | $\begin{aligned} & 0.99_{ \pm} 0.02 \\ & 0.90_{ \pm} 0.01 \end{aligned}$ | $\begin{aligned} & 9.540 .13 \\ & 8.9 I \pm 0.05 \end{aligned}$ | $\begin{aligned} & 2.89+0.22 \\ & 1.86+0.04 \end{aligned}$ | 0.43+0.10 |  |  | $\begin{aligned} & \text { 47.7/20 } \\ & 76.2 / 20 \end{aligned}$ | $\begin{aligned} & 29.84 \pm 0.69 \\ & 27.10 \pm 0.35 \end{aligned}$ | $8.44{ }_{2} 0.16$ | $0.175+2.2$ |
| $\mathrm{II}^{+} \mathrm{P} 45$ | $\begin{aligned} & 1.00 \pm 0.08 \\ & 0.99 \pm 0.05 \end{aligned}$ | $\begin{aligned} & 8.86 \pm 0.59 \\ & 8.75 \pm 0.25 \end{aligned}$ | $\begin{aligned} & I .9 \pm I . I \\ & I .66 \pm 0.27 \end{aligned}$ | 0.1540.56 |  |  | $25.2 / 18$ | $\begin{aligned} & 27.3 \pm 2.2 \\ & 26.9 \pm \mathrm{I} .2 \end{aligned}$ | $8.12 \pm 0.27$ | 0.165+2.0 |
| Kı 40 | $\begin{aligned} & I .04 \pm 0.07 \\ & 0.96 \pm 0.04 \end{aligned}$ | $\begin{aligned} & 9.08 \pm 0.40 \\ & 8.4940 .16 \end{aligned}$ | $\begin{aligned} & 2.93 \pm 0.65 \\ & 1.9 I_{ \pm 0} .13 \end{aligned}$ | $0.42 \pm 0.26$ |  |  | $\begin{aligned} & 22.2 / 13 \\ & 24.6 / 13 \end{aligned}$ | $\begin{aligned} & 22.0 \pm \mathrm{I} .4 \\ & 20.17 \pm 0.73 \end{aligned}$ | 7.96 +0.16 | 0.175+2.12 |
| $\mathrm{K}^{+} \mathrm{P} 45$ | $\begin{aligned} & I .02 \pm 0.26 \\ & \text { I. } 15 \pm 0.16 \end{aligned}$ | $\begin{aligned} & 6.5 \pm \mathrm{I} .9 \\ & 7.7 \pm \pm 0.77 \end{aligned}$ | $\begin{array}{r} -1.7 \pm 4.0 \\ 1.15 \pm 0.91 \end{array}$ | -1.8 $\pm 2.3$ |  |  | $\begin{aligned} & \mathrm{I} 8.7 / \mathrm{I} 3 \\ & \mathrm{I} 9.0 / \mathrm{I} 3 \end{aligned}$ | $\begin{aligned} & \text { I6.9 } \pm 4.3 \\ & \text { I9.6 } \pm 2.7 \end{aligned}$ | $6.96 \pm 0.85$ | $0.165+1.30$ |
| ¢9 40 | $\begin{aligned} & 1 . I 4 \pm 0.22 \\ & I . I I \pm 0.10 \end{aligned}$ | $\begin{aligned} & I 3.2 \pm I .5 \\ & I 3.00 \pm 0.52 \end{aligned}$ | $\begin{aligned} & 5.0 \pm 3.3 \\ & 4.54 \pm 0.6 I \end{aligned}$ | $0.3 \pm 1.9$ |  |  | $\begin{aligned} & \mathrm{II} .0 / \mathrm{II} \\ & \mathrm{II} . \mathrm{I} / \mathrm{II} \end{aligned}$ | $\left\lvert\, \begin{array}{ll} \text { II5 } & \pm 2 I \\ \text { II3 } & \pm \text { IO } \end{array}\right.$ | 11.24i0.57 | 0.175+1.325 |
| pp 45 | I. $12 \pm 0.05$ | II. 38.0 .37 | 4.1840.90 | $2.23 \pm 0.67$ | $\begin{gathered} (2.7 \pm 2.2) \\ 10^{-5} \end{gathered}$ | 0.4940.39 | 54.0/27 | $85.1 \pm 3.8$ | 9,9840.52 | $0.165+2.05$ |

follows from the Table that the channels with better statistics and the large t-interval ( $\pi^{-}$p) need a more complicated parametrization. As for the $\pi^{+} p$ and $K p-s c a t t e r i n g$ data the parametrization (7) is satisfactory.

It may also be seen that the parameters $b, c$ are in agreement with the results of other experiments $/ 12,13,14 /$ at close energies.

The Table also includes the logarithmic slope parameters defined as

$$
\begin{equation*}
\mathrm{B}(|\mathrm{t}|)=\frac{\mathrm{d}}{\mathrm{~d} \mathrm{t}}\left(\ln \frac{\mathrm{~d} \sigma}{\mathrm{~d} t}\right)=\mathrm{b}-2 \mathrm{c}|\mathrm{t}|+3 \mathrm{~d}|\mathrm{t}|^{2} \tag{9}
\end{equation*}
$$

evaluated at $|\mathbf{t}|=0.2(\mathrm{GeV} / \mathrm{c})^{2}$.
Now consider in some detail $/ 15 /$
the t - and s - dependence of the differential cross sections resulting from our data.

The $t$-dependence of the elastic $\pi^{ \pm} p$ and $\mathbf{K}^{ \pm} \mathbf{p}$ differential cross sections is plotted in Figs. lo, ll in a double logarithmic scale. It shows in a wider interval of $t(0.5 \leq$ $\leq|t| \leq 2) G e V / c)^{2}$ ), the power law of the t - dependence, which has been noted at higher energies earlier $/ 16 /$.

The s-dependence of $d \sigma / d t \quad$ at some fixed values of $t$ is shown in Figs. 12-14. The solid straight lines show the energy slope at our energy which has been calculated/15/ in accordance with the geometrical scaling hypothesis, GS, $/ \mathbf{1 6 , 1 9 /}$. One can see that in the experimental error limits the $p$ and Kp data are in agreement with GS predictions up to $|t|=2(G e V / c)^{2}$.

The universal $G S-d e p e n d e n c e ~ o f ~ \frac{d}{d t} /\left.\frac{d}{d t}\right|_{t=0}$ on (t $\cdot \sigma_{\text {tot }}$ ) has been found for $\pi^{ \pm} p$ and $K^{ \pm} p$ scattering at $P_{\text {lab }}=100-200 \mathrm{GeV} / \mathrm{c}$ earlier. Our data at $40 \mathrm{GeV} / \mathrm{c}$ confirm the universality also (Fig. 15).


Fig. 10. Approxi$\overline{\operatorname{mate}(d \boldsymbol{\sigma} / \mathrm{dt}) \sim t^{-\lambda}}$ shape for $\pi^{-} \mathbf{p}, K^{-} \mathbf{p}$ differential crosssection in the range of $|\mathbf{t}| \approx 0.5$ to $2.0(\mathrm{GeV} / \mathrm{c})^{2}$.


Fig. ll. The same as in Fig. 10 for $\pi^{+} \mathrm{P}, \mathrm{K}^{+} \mathrm{p}$.

Fig. 12. The s-dependence of $\mathbf{d} \sigma / \mathrm{dt}$ for $\pi^{-} \mathrm{p}$ scattering for a fixed value of t. © - ref. ${ }^{\boldsymbol{\pi}, 6 \%}$ o - this experiment, - -is the predictions of GS, --- are to guide the eye.


Fig. 13. The same as in Fig. 12 for $K^{+} \mathbf{p}$ scattering •, ref. $7,17 /$ o - this experiment.


| Fig. 14. |
| :--- |
| in Fig. The same as |
| 2 for pp - | scattering • $\Delta \Delta-$ ref. $10,11,18 /$ o - this experiment.



Fig. 15. Test of geometrical scaling. Experimental points are the results of this experiment. Solid curves reproduce the behaviour of experimen; tal data at $12.4 \mathrm{GeV} / \mathrm{d}$, and $100 \mathrm{GeV} / \mathrm{c}^{/ 6 /}$ for $\pi^{+} p$-scattering.
where $\frac{d \sigma}{d t}\left(x_{p}\right)$ and $\frac{d \sigma}{d t}\left(\bar{x}_{p}\right)$ are the particleand antiparticle-proton scattering cross-sections, respectively. The values of $\delta(s, t)$ for different reactions calculated from our data are shown in Fig. 16. For $\pi^{ \pm} p$ and $\mathbf{K}^{ \pm} \mathrm{p}$ scattering $\delta(\mathbf{s}, \mathbf{t})$ is about $5-10 \%$. Consequently, the deviation from the GS prediction is within experimental errors $/ 15$ /. It can be seen that $\delta^{\mathbf{p}} \mathbf{p}(\mathbf{s}, \mathbf{t})$ increases rapidly for $|t| \geq 1(G e V / c)^{2}$. So, the correction (l0) becomes large and GS is violated, as it has been mentioned above.
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