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In a phase shift analysis of experimental data in accordance with the , gene

ral method of a regressive analysis 'phase shift evaluations are found from the 

condiUon of minimization of the further ,square functional: 

where 

" 

D " 2 
[yl - .,,.I (BJ°)]. 

2 
C,· 

I 

( 1) 

y 
I 

is experimentally obtained • values, 

u
1 

is root--mean- square errors of measurements of the given values, 

and 

ri (8 ,) is theoretical values of the same quantities which depend upon th!?·· 
I I 

selection of the estimate of the phase shifts 8 
1 

8 
2 

, .. .,. 8 m • 

II experimental • data y I is subordinated to the normal law of distribution, 

the minimum values of ·the functional M should be respectively · described by 

the x2-distrlbution. Consequently, the mean value and the_ dispersion of this 
.~ 

quantity should be, respectively, :EM am-n and DM = 2(n -m). \ 

For a particular minimum value of Mo corresponding to the given se-

lection of experimental data we can determine 'basing on the X 
2 

- distribution 

the degree of statisticdl confidence P ( M ~.M
0

) which defines the rate cir 
acquiring the minimum values of M 1 ·> M • in a series of mulitple repeated 

measurements of the whole assembly of experimental data y 
11 

'l'he acquisiUon of the minimum value 111 0 corresponding to a low degree 

of confidence can show .the imperfection of the theoretical curve taken for esti

mating the · true regression line, e.g., due to a small number of the parameters 

varied. The reason of a high value of Mo can be the presence of systema.-

tic errors not' taken into account in the measurements of experimental values. 

It might seem that the same reliabillty criterion is acceptable also for clea.I'-
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Ing out the possibility of negJ.ectJng , some of the solutions in such a case when 

the functional manifests some minima in various argument regions. Just due to · 

the seeming validity the x 2 
- criterion has been for many years erraneously 

ta.ken for clearing out the permissibility of ambiguous solutions obtained. ( See, 
. . / 1 6/ · 
e.g., refs. - ) • The e?Taneous recomendation on the use of the x2 -crite-

rion in considering the problems of neglecting ambiguous solutions can be found 

in monographs dedicated spec1ially to the regressive analysis ( see, e.g., rerJ 7/ ). 

2 
In fact the X -distribution dominates only over the values of absolute 

minima obtained in the analysis of independent series of repeated experiments. 

Therefore, the application of the X 
2 

-criterion ls justifiable only for determining 

the statistical rellablllty of a solution corresponding to the deepest. minimum of 

the functional M or the co~patiblllty of various evaluations obtained in sepa

rate series of experiments. 

2 
The x - distribution has no bearing on the value of the relative minima 

of the functional M. 

We have no right to consider a large value of the obtained relative minimum 

of the functional M to be due to the realization ( in a· given series of measu

rements) of statistically permissible, large in sums deviati?ns of experimental 

values from the theoretical curve. Just for this series of experimental values we 

· have the indication to the realization of smaller summed deviations from the curve 

obtained under the same theoretical assumptions but co?Tespondlng to the absolute 

minimum of the functional M • A selection among the general assembly has been 

performed, dice have been cast, so to say, the game has been made and, there

fore, one cannot refer to the statistical possibility of appearing large in sums 

errors in repeated selections, in general, if for a particular selection the realiza

tion of co~iderably smaller summed errors by the deepest absolute minimum of 

the functional M ls a fact. 

The statistical reliability of solutions corresponding to the relative minimum 

of the functional M , can be easily determined by the maximum likelihood ,. ' 
method. Say, apart from· the solution T/ (0) co-rresponding to the absolute mimi-,. 

mum M • , there ls another solution rj (1) corresponding to the relative 

minimum MI> M • • The probability of obtaining the: given selection { I.e., the 

preset experimental values y , · y , ••• , y in the intervals dy , dy 
, I 2 n . I 2 

... , dy , respectively) from the general assembly presented by some true valu-n . 

es T/ 
1 

, T/ 
2 

, ... T/ ,. is expressed by the likelihood function 

1 
·L (y ; T/ }= (2 )n/2fi a 

I I 1T I 
l=l ·--------

exp -, ¼ :S 
l=l 
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multiplied by the co?Tesponding intervals dy,dy ••• dy. 
I 2 n 

If for true values we have hypothetically two series of values T/. (-1) and 
1 

T/ 
1 

(•II) , then having calculated the probabilities of obtaining the given selection 

from different general assemblies 
~ 

:~ I = L [ y. ; T/ I (I) ] TI dy I (3) 

nnd l=l 
n 

:w = L [ y ; T/ ~I) ] TI dy 
1 II I l l=l 

we can define the statistical reliability of accepting each of the hypotheses. 

Accepting one of ·the hypotheses, e.g., the first one to be true, we can de

termine the probability that the accepted hypothesis is correct 

PI = ·w + W II 
/ I 

! 

WI L [ y 1' T/ I ( I) ] 

L (y
1

; T/ 
1 

(I) ]+L[y
1 

;T/
1
(11)] 1 + exp -¼(M II-MI). 

( 4) 

The probability of rejecting the correct hypothesis will be then 
w 

= II --- . a. = 1 - P = P 
I I II ·w +:w 

I II 
If hypotheses 1 and II aryi different, noncompatible with each other esti-

mates of fue general essembly determined on the basis of the given selection 

y , y , ••• y , the corresponding likelihood functions are of .another. 
I 2 n 

form; 

L [ YI ; ;I (I)] = ~ (l: 2_-),;,/2Il 
(211 ) 2 2 1=1 

l=I al 

1 exp_ M1 

al 2 

~ 1 
L [ y ; T/ (II)] a D•m Cl: 1 )m/2TI a 

I I (2 11 )-2- l=I a2 l=l I 

exp -~I. 
2 

I 

(5) 

It can be . easily seen that this account of the dependence of the e.naly,zed 

hypotheses from the experimental data selection itself does not change the expres

sions for the probabilities PI and P II • Thus, the problem, of comparing the 
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reliabilities of two hypotheses on the general assembly on the basis of selection 

data does not differ from _ that of comparing the rellabllilies of two no_ncompatlble 

eslimates of the same · general assembly. 

The above probabilities P1 and PII are related to a statistical' sub-as

sembly consisting of the selections made according to a certain characterlsilc 

from_ the general assembly of possible selections. 'l'hls sub-assembly consists of 

selections within ·the intervals dy , dy , ••• dy coinciding with the given se-
1 2 ll 

lection or with that symmetrical to the given one with respect to both the hypothe--

ses. 

We permit ourselves to explain the reason of intr<;>ducing such ·statlslical 

sub-assembly by vecy- simple examples which in their essence do not differ from 

more complicated ones~· As juslificll.tion of the _ talk started on a statistical assemb;

iy let us note that a mess in essence in simple problems on statistics ls most of-i. 

ten due to the usage of the concept "probability" without" rendering concrete a 

statistical assembly to which It refers. First of all, we should clear out in what 

sense, for instance, a small probability ·w II of obtaining a given selection from 

general assembly II compared to the probability :w 
I 

of obtalnlng the same 

selection from _ general assembly _ l a.I.lows one to speak about the unreliabi-

lity of _ hypothesis II. 

We permit ourselves to dwell upon this problem in more detail apologlzh\g 

to the reader beforehand for the. simplicity of examples taken for illustration 

since a mess ls committed as a result of introducing reciprocal probabilities. 

Indeed, one can speak about a small probability of fulfilling hypothesis II 

and, respectively, about. a great probability of fulflllh\g hypothesis I if one knows 

deliberatly that only one of them is carried out in nature. 

All the above problems including, the unlawfulness of using the ,/-crite--

rion in the phase shift anaI.ysls for choosing permissible ambiguous solutions, 
! / 

rue illustrated in full measure by various versions of a more vivid example on th~ 

determination of the target posllion by the results of shooting. Suppose, for Instan

ce, that we are to determine the motion line ,7/. ( t) of a point target; if the cool'-

d!nates of hitting y ( t ) 1 y ( t ) ••• y ( t ) are known for n shots at a moV'-
1 1 2 2 n n. 

Ing target made with. the root-mean-square errors u
1

, • 'l'hls problem coincides 

in full measure with the discussed statistical problems on the phase shift anal)"

sis of experimental data on the nuclear particle' Interaction~ This ex.ample allows 

one to more vividly determine simple statistical questions not related to those 

of special complex problems on nuclear Interaction. 

We shall not violate the truth if for simplicity of narration in the a~ 

example of shooting we introduce some additional simplifications. Assume that an 

6 

Immovable target ls fired at and the _root- mean- square error u ls constant. Then Irs

tead of, comparing the. reliabilities of· two motion lines of the target we have, 

respectively, 1he com parlson of the reliabilities of two ·given positions 11
1 

and 

1/ II of _ a point target by the results of one given series from equally accu- · 

rate shots. 

It Is clear that we can easily calculate the probabilities ·w 
I 

and W
11 

of 

obtaining ju.st this series of results corresponding to the target .positions at the 

points ·11
1 

and 7/ II • These probabilities in statistical assemblies of repeat-

ed -series on n- shots performed separately on the first and second targets de-

fine the corresponding rates of appearing series of results coinciding with the 

given one ( y , y ... y ) within the selected limits dy , dy , ... dy ·• It 
l 2 n l 2 n 

should be noted ~t here we do not mean the gene~! coincidence of results of 

hlWng the targef with the given hlttings but the coincidence of the results · In 

strict consequence when the result of the first shot coincided just with the first 

result of the given serie~ etc. 

The probabilities we are interested In 

PI = 
:wl 

:w .j. w 
I II 

1 

- 1 + exp _(M11-M 1 ) 

2 

W 1 
and P = __ 11_= 

11 W +:W l+exp ( M,cM1) 
I II 2 

( 6) 

are easily treated in the case when the analyzed series of results is known to· 

be_ a selection from the assembly In which series of results of shooting at both 

the targets are presented in equal measure. Indeed, In this case the value P 
1 

ls simply a probability that the given series of results was obtained In shooting 

at the first target. From N cases of acquiring selections coinciding with the 

given one, NP I cases on average arose In shooting at the first target and 

NP 
11 

cases In shooting . at the second target. But despite Its· clarity, this ap

plication of the probabilities P
I 

and P 
11 

ls rather limited as It requires the 

a priori knowledge of probabilities of carrying out each hypothesis in a general 

statistical body. 

Thus, the above NP1 and_ NP-II rates of obtalnlng results coincidh\g with 

the given series are carried out In testing only in the case when a rlfle-.=man 

equally often shoots on average at both the targets ( the case of equality of a 

priocy- probabilities). The equality of a priori probabllilies ls not important since 

In the case of their difference one can always make a proper recalculation of 

the P
1 

and PII ·va.1ues. But one must know the values of a priori probabfli... 

ties for the above application of ' P1 and P
11 

• When there ls no info~a.- -

lion on a priori probabilities this ·particular_ use of the P1 and P11 probabi-
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lilies is impossible in the frarneworic of a speclal.ly made mixed. statisUcal body. 

Howe,yer, the posslbllllies of statisUcal estlniate on the belonging of the given se

lecUon to one of the general assembUes is not changed. The authors of mono-,- · 

graph/ 8 / staling that it ls impossible to solve the problem on. the staUsUcal -

luallon of hypotheses without the assumpllon on the a priori probability are ab

solutely not right. 

In the case of interest when It is known · that in nature only one hypothesis 

is brought about ( a rifle- man shoots . all the Ume I only at one of the targets) one 

cannot in general compile a mixed staUsUcal body of' selectlons from various ge

neral assembUes. The problem of optimal statistical estimate whether a certain 

selection belongs to a definite assembly or not has, of course, a strict soJuUon 

in this case. 'I'he degree of dlsllnguishlng between the two hypotheses depends not only 

uodn T/ 
1 

- T/ 
11 

( the distance tietween the targets) and the value u ( the , inaccuracy 

of shooting), but also upon an accidental result of the analyzed selection. Thus, 

in the case of hitllng exactly the middle between the two targets (:W
1 

=:w
11 

) 

a shot does not -carry any addlllonal information for disUnquishlng between the 

two hypotheses since with a 50'){, probability all the more it is possible to simply 

guess the belonging of a selection to one of • the general assemblies. When hit
ting moves off the central point the degree of possible_ distinguishing between the. 

two hypotheses is increased. It is of. interest that . due to the square structure of 

the value .M when the point of· hitting· ls moved ou; from the poslllons of both 

the targets, ,the degree of possible· distinguishing between the two hypotheses ls 

increased. Thus, exact hitting the centre of one of the targets does not pro

vide a maximum reliability for s,ele.ctlng this target. 

AJ.1 the selcUons from the general assembly in the example of choosing one 

of the hypotheses should' be classified, separated in groups on the degree· of pos

sible distinguishing between the two hypothe.ses given by them. In th.ts case one 

and the same group, one and the same staUsllcal sub-assembly will include cas

es referring symmetrically to both the hypotheses. 'For example, one staUstical 

sub-ass_embly will contain the cases or' exact hltllng any of the targets. 

These sub-assemblies can be made up according to the given characteris

tic both when only one target is shot at and when two targe_ts are · shot at in . 

turn without any assumpUons on a priori probabllltles. The probablllUes P_ 1 and 

P11 obtained in accordance· with relations ( 6) refer to such sub-assembles. 

Some value , will be accidental in this problem on the statisUcal dete:i,.. 

~tion of a correct solution by one selection. It is equal to either · 1 or O, If 

· the ·chosen hypothesis turned out to be correct or false, respectively. The analo- · 

8 

gous statement of the quesUon is possible in the case of the infinite number of 

hypotheses conUnuously turning one into· another. Just in this case the arUficlali

ty and the lack of logic of introducing the so- called reciprocal probablllUes · beco-
. / 12/ . 

me understandable • 

A staUstically grounded reliability of the second solution P
11 

= 1 . 
• l+e:zp Mn-MI turns out to __ be considerably smaller than the reUablllty erraneously -.-2-

determined by the X 
2 

- dlstribullon in the cases when the value 2( n -.m ) 

essentially exceeds 1. 'I'hus, solutions found in the 310 MeV phase- shift anal}"

sis of pp. -scattering/ 
1

•
2

/ have in fact the following rell.ablllUes: 

P1 ( M~ 17,9) • 0,80 P 5 ( M • 34.2) • 0.002 

P ( M • 21.7). • 0.12 P8 ( M • 34.6) • 0.002 
11 -5 

P3 ( M • 23.8) • O.OA,5, P ,( M • Al.3) :;. Z•10 
' ' 7 

P 4 ( M • 24.5) • 0.03 P
8 

( M • 52.3) • 3.10- • 

At the same Ume according to the x 2 
- criterion the first four solutions 

entered into the 90'¾, reliability reglon;the 5-th and the 6--th solutions entered into 

the 1 '){, rellablllty region. 

The incorrectness of a widely spread appllcation of the x 2 - criterion for 

determining the r-Eiiablllty of ambiguous solutions of the phase shift analysis was 

cleared out by the author in discussing the paper-·by F.Lehar and V.V.FyodoroJ 9/ 

in which planning of experiments for the determination of a slngle solution is .cal

culated. I take an opportunity to gratify N.P. Kleplkov and V.V, Fyodorov for this 

discussion. 

It ls worth noting that t)'le incorrect logic of the error found coincides with 

the earlier mentioned falliblllty of using the x 2 
- criterion/ lO/ for defining the 

permissible phase shift regions in the analysis by the method of I.M. Gelfand 1 ~/ • 

. One has to regret and wonder that this circumstance has been left without 

any attention and the criticism of fl.apej ll/ has not been automaUcally propage

'ted to the method accepted by everybody which determines the reliability of the 

amit>lguous solutions of the phase shift analysis. 
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