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1. I n t r o d u c t i o n 

In the previous work. 1, which in the foll.owing will be referred to as I, we . 

have studied the·approximate Edwards equation f~r the vertex function in the 

nonrenorrnalizable field theory _of the _interaction between. scalar particles. and . 
I 

vector ones. This equation is represented graphically in_ Figure. Like in I we 

consider the case k /l = 0 in which the calculations are considerably simpler. 

The 'invariant function 

F(p 2 ) = _l_ p r (p,O); 
2p 2 /l /l 

satisfies the following equation 

where 

( 1.3) 

' (1.4) -

Here Z . is the r~norma.lization constant of the vertex, >. •. is the coupling 

constant, a • 1 for the theory involving SU( 2) symmetry, a • 3/ 2 for the ·· 
. . ',.. ~ . . ... 

theory wifr?, S ,U( 3) , s~etry,; p , and q are the Euclidean fo_uz,.. mo~;nta. n;i7 
constant A, generally speaking , : is fixed · by the• .normalization condition on• the 

mass shell. 
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I-ere we have divided the kernel In Eq. ( 1.2) into two parts: 1) the most 

singular part ( for large p and q ) - i.e. the lntegi:al In the right-hand sid~ of 

· ( 1.3) an~ the ker~.;l K co> , 2) the less singular part K • • The most singular 

~ is ;f positive dime~ion In the variables · P and 'q _ ( for p , q .. 00 , ) and 

gives, therefore. power divergences by iterations: of eq. ( 1.2). The kernel K ', ls , 

, dime,nsionless In the large variables p and q and corresponds, In this sense, 

to kernels, which one , faces In renormallzable theories. 

'The main idea of the work I consists in choosing the solution of the fol­

lowing equati~n with the most singular kernel ,as a zero approximation 

, FCD>,. A+ KCO) FCD) • 
( 1.6) 

'l'o calculate the' exact function F we then transform formally Eq,(1.2) by multiply..; 

Ing both sides of Eq, ( 1.2) by the resolvent R = (1-KCD> )-1 x}. Using Eq. 

( 1.6) we obtain following ~quation: 

:F = :FCDl + (l-KCo>)- 1 K'F FCO) + RK':F ( 1.7) 

This equation being solved by iterations gives the· correction functions F Cul 

which were considered In I. We have proved there, that Eq. ( 1.6) for A,; 0 

has the unique solution Fcoi (p 2) decreasing for p 2 .. ... and ha~ng the logarith-

mic branch point In the coupling constant of the kind A 
2 Io g .\ 

2 - • In I we ~ve ' 

also shown the existence of anyite~ation .Fen> of Eq, (1.7), but the convergence, ' 

of the series of iterations 
I oo .F = ~ F(D) 

, n=O 
( 1.a) 

has not been, considered. Furthermore, the expansion of F CO) for small .\ was 

found · In the case M,. O only. Now we study the properties of Eq. ( 1. 7) and of , - . , I , 

thei iteration solution ( 1.a) in more detail. This consideration enables us, in pal'-· 
ticular~ -to calculate the expansion of the exact function F for small .\ 

·2. Resolvent_ of _the_ker-_nel_K(_o) 

We have shown in I that, after 'integrating over angular vctriables in the 

four..;_dimensional spherical coordinate 'system, the kernel·. Keo, of Eq. ( 1.6) takes 

. the, ~allowing· form 

, x) Preyi~usiy 1 Eq. ( 1.6) was shown to have no ~~Iution f~r A. o. The 
existence· of the .resolvent follows from this fact.,_ 
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J, 

· ,vhere 

(0) 2 , 2 2 _ . 2 , -
K (x,y)= _!_ ·,Y [(.L-2.1'...)0(x-y)+(..!.:·-2.L\0(y-:-x)J; 
, 12 (y + M ") 2 x2 . x Y 2 Y , . 

g 2 = 3a.\ 2 

Sm 2" 2 

' 2 2 
x=p ,y=q 

(2.~), 

.,(2.1a) 

Owing to the occurence of 0 - functions, we may reduce the Integral equation 
'. - - ' 1 

( 1.6) to the differential one 

J.. _!L_ [ l d
2 

;: dx2 -;7xli (x 2F(o1] + g7CO) 
.x(x +M,2)2 

2 2 2 ' ' 
_!__d_ [_!__d_(x A)]; 
x dx 2 

. x dx 2 

( 2.2) 

with the boundary conditions 

(0) 
·F (x) ... 0 ( '2.3a)-

X --~ 

.F<0'(x) is bounded for x .. 0 (2.3b) 

Note, that if we replace the constant A in ·Eq. ( 1.6) by an arbitrary-' func-

tion f(x) i then the corresponding function r 0
l(i:) satisfies Eq; (2;2) in 

which A is replaced by f(x) • We use _this. fact for finding the resolvent R. 

Indeed, the resolvent i~ defined by the rela.tion FCOl= Rf • He.nce, to define ·R 

we have to find the solution of Eq; ( 2.2) for the arbitrary function f. 

The, equation for 
-(0) 

:F may be written in the following ·form 
' 

2 - -(0) 

_!_~{_!_~ [x 2 ('Fcoi_f)]I+ g (F -20- -
·, x d x 2 x dx 2 

- _ x ( x + M ) 2 

- 2 ' 
g f. 

x(x+M2)2 ( 2.4) 

1 Then we express the solution :F-,coi in terms of f with the--aid of the Green 

f;tnction G(x,y) of the boundary value problem {2.2)-(2.3), (for A• o) _-

( 2.5) - -Co> · 2 00 
, .. : G(x y) · 

.F (x)= f(x) - g_ f dy ' f(y). 
- o y(y + M 2)2 

The Green ·function. may be easil)' c;:onstructed if one kn<:>ws the linear indepen- :· 

dent sol~tions .F 
1 

'of the homogeneous equation obtained from, Eq. ( 2.2) - by set-

ting A. 0 { "'see, for instance, 'the book 
2

): ' - -

G(x,y) = 0(x-y) I :F 
1 

(x) W 1 (y) -·0(y-x)I :F (x) ~( ) 
1=1,2 W (y) . lct_i ·W(y) 2.6 
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'Here ·we;) Js the Wronsldan of_the solutions~ .F
1 

(y) and W
1 

(y) are signed 

lcinors o~ the WronskJ.an. which correspond to d! 
1

1
:F 1 (y)' • ',[he linear indep~n­

dent' solutions :F 1 · have the following asymptotic behaviour _at- infinity 

• 2 -a/a t.L!L 2 " 
:F 1 2 ( :r) .. ( g :r) exp [-.4 e • ' ( g :r) ] ; 

' x➔ oo 

2 -a/a -t.tf " 
:F a,,(:r) • (g :r) exp L4e (g/:r) 1 

X ➔ .. co 

(2.7) 

The solutions F 1;, ( :r) satisfy as well the condition (2.3b). The possibility of 

such a choice of the linear independent solutions follows from th~ results of. I. 

It can be easily verified, that the right-hand side of Eq. ( 2,6) is invariant 

under· any linear nonsingular transformation of the following kind 

F;(:r).; .:I c
11

:F
1

(:r), 
• I= 1,2 

i= 1,2; 

'.F~(:r) = :I d1tfFf(:r), k= 3,4. 
l = a,, 

(2.a) 

We, s~ use ~e last comment in. the following while consideril1g the behaviour 

of the Green functio_n in different regions of the variables :r and y 

' · The -equation (2.S) gives· the following represeptation of the resolvent 

. • • G( )' 
R(x,y) = 8(:r-y) _ g2 :r,y __ _ 

. · y(y+-M 2)2 
( 2,9) 

In the following we shall use also the other representation of R, which is obtal,­

ned by immediate solution of Eq. ( 2 02) 

00 > ' 2 2 ' 

Rf= fdyG(x,y) ...!_..!_ [_!__d_ (y 2 f(y))] 
o Y dy2 y dy 2 • ( 2.10) 1 

In both.'cases ·we have to study the function G (:r,y). 

With the aid of Eqs. (2~6) 1 (2.7) we 'can ea!3ily.find the asymptotic beha,.. 

. viour of the Green function· for· large values of :r and y 

.. , ,. :r-:a/~ 21/s ..... ,- ._. 1.!L .2. '¼ 
2

. '¼ 
'G(:r,y) =' y I <ll:r-y) exp [4e· ' (g y) , - (g :r) ) + i..!.] + 

. X➔ oo 4 g 3f 2 · , ·• .• 4 
y➔ ao , 

(2.11) 
i![ 2 !4 2 ¼ 

.+ 0(y-x)exp [4e ' (g- :r) - (g y) )+ i 4] + c.c. I 
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To find the behaviour of the Green function for small :r and Y., we rrake 

use .of the transformatioh ( 2,8) and choose the linear independent solutions: 

F;(:r). and, F;(:r) to have the following· behaviour for -~mall ·x 

:F'I ~x) = _l_. 
x ➔ O (g 2:r)2 

·F' (:r) ,. g 2 :r . 8 

~ 1 
F~ (x)x:o ~ 

:F .' ( X) ,. ( g 2 X >2 .­
' 

(2.12) 

- / , ,.-
Omitt,ing simple calculations we write down the expression· for the Green function -

in the · domain of small x and y 

G(x,y) ~ 

X➔ O 

Y ➔ O 

1 4 YG· 2 2 
- L0(:r-y)(2.L-_,.) +0(y-x)(2xy -x y)]. 
12 X X 

( 2,13) 

By the same calculations one can find the behaviour 'of G ( x, y.) for :r ➔ 0 

y ➔ 00 or for x ➔ 00 , 
1 

y ➔ 0 , The resolvent being expressed in terms of 

.' ·, the Green function, the obtained asymp~~tic formulae define .the asym;t~tic' ~ro- : 
. p~rties of the resolvent R, 

3, Proof of the ·convergence· of the iteration p·rocedure 

It is proved in thi~- section that the kernel K = R K' of Eq, ( 1, 7) is 

square · integrable, Using the known properties of the zero approximation :F<0> we 

ground then the applic"a.bility of. the. Fredholm method to this equation and further. 

show the convergence of the itefative series ( 1,8) for sufficiently small values 

of >. , .• 

, We study first the kernel K'(x;y) • Performing the integration over angular 

_ variables in Eq, - ( 1,5) _ we obtain the following expression 

where 

In the case 

,K' (x,y) 

K'(x,y) 
g2 y·2 

12:---::T!( 2[h(0-h(t )] 
Y + M ) o 

h(t) 

e· 

· 2 - , · 2 a/2 
3 - 12e + se - sect - 1) ; 

• 2 
:r +.y + m 

2xy 
x+ y. • to·= 2iy 

( 3,1) 

2 
:r + Y. ·>> m we get the c::onvenient asymptotic representation of 
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K'(:r,y) • g2u,
2 

__1__ [.LO(:r-y) + .;o(y-x)] • 
x+7•»m2 3 (y+ 1112 :r 2 Y (3.2) 

· In the case :r + y .<< m 2 another repre1Sentation is valid 

2 a y' . 2 
K'(:r,y) • 

2
-g- [(2..l..--)0(:r-y)+ (2:ry-:r )O(y-:r)].· 

x+.,.<<m 12M 4 :r :r 2 
(3.3) 

It follows from Eq. ( 2.10) that the kernel K 

lowing form 

may be written In the fol-

"" 
K(r,y) = fdzG(:r,z) .!.-.!!..:.. [.l..-1!.: (z

2 
K'(z,y))]. 

0 z dz 2 z dz 2 
( 3.4), 

'fhe asymptotic representations ( 2.11) and ( 3.2) give the followir\g asymptotic 

behaviour of K for :r ➔ "" , y ➔ "" 

K(~,Y>· .. a/2 2 -a/a.7/ 8 1..!. w 2 ¾ .3 7 :r y [IO(x-y)e:rpL4e ,_(g 2 y) -(g x) )+1-t-l+ 

For :r ➔ O 

1..!.. 2 ¾ • ¾ 
+O(y-x) exp [4e 4 ((g x) -(g "y) )+ 2.!!'..] + c.c. I. 

4 

• Y ➔ 0 we find similarly Crom ( 2.13) and ( 3.3) that 

2 3 4 2' 
K(:r,y) .. _g_ 1c2L -~)0(:r-y)+ (2:ry-x )O(y-x)I. 

x ➔ O 121\! 4 X X • 

y .... o 

( 3.5) 

(3.6) 

We do n_ot write down here. the asymptotic expressions of K(:r, y) in the regions 

:r ➔ 0 , y ➔ .00 or ·x ➔ "" i Y ➔ 0 which can .be easily obtained. One 

can verify that an account of thr-nse regions does not change the following re­

sults, 

Bearing in mind the l:l.5yl1lptotic properties of the kernel K just found we 

, , can show that its norm . 1s finite, 4e. that -

- .tio.oo - .3. 
II K II .; f dx f dy I K ( x, y ll < 00 (3.7) 

0 ·O 
(0) 

Inasmuch as :F ( x) is square integrable function, Eq. ( 3. 7) allows us to apply 
3 ' ' 

the Fredholm method to Eq. ( 1.7) • We shall discuss in the following the pos-

sibilities which arise from this res~t. For investlg~tlng the convergence of tbe 

series ( 1.a) 1t ls important, however, to t,=ow the behaviour of the norm II K 11 
for small values of ,\ • Simple computations performed ln the Appendix, lead 

to the following rough estimate. 
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II in 2 
< C,\ 

4 I log ,q ( 3.?) .. 

where C is a dimensionless constant lnd~pendent of ,\ • Hence, tor :sufficient..: 

)y small value::. of ,\ the inequality OK II .< 1 is valid, and this is, sufficient 

for the lt~ralive series ( 1.a) to converge~ The convergence ~ uniform in x ·in 

the interval O .'S_ :r .< oo • 

(D) 

As wa:,; shown in J, the iteration F (x) decreases· for' :r ➔ oo faster than 
_cn-1> • -
:F (x) • ln virtue of the unlfOfl'll convergence of the iterative series,( for 

sufflcienl:ly . sm6ll ,\ ) its asymptotic behaviour .is defined by · the a_symptotic 

behaviour of the zero approximation :Fco> (x). 

,/ 'Ille last :-esult is of great importance for _pr~ the transition to the 

Euclidean metric in Eq. ( 1~)~ This transition wae performed, by rotating the in-
. / 

tegration contour in the complex planes of the varlables p · and. q
0 

· by the ' 
4 . . . 0 . . 

angle T ~ In I we ha.ye proved the posaiblllty. of 15uch a transformation for 

Eq. ( 1.6);, '!'he fact tha( the asymptotic behaviour of the ex.act solution :F ( x) 

/ does not differ from that of the zero approximation allows us to prove the pos.-._· 

sibility of this rotati~n in· the full eq~tlon ( 1.2). 

?-bte that the Fredholm method, the applicablllty of which was Justified· above,. 

is very convenient for M investigation of the analytic properties· of :F(x) • 

Generally, this problem ls not different from that ~on.sidered in 
5 

and we shall 

not elaborate It here. In conclusion of this section we would. like to note that 

the Fredholm method may be used for any finite -velue of ,\ • This fact. rmk.es · 

· possible a study of the properties of the vertex function In the strong coupling 

c.ase. 
\ 

4. Expansion of the -Solution for Small Values of the Coupling .• 

Constant 

'!'he present section is devoted to the computaµon of the radiative correc­

tion to the vertex function :F ( x) for small values of ,\ • In I the expansion 
(0) . 

of :F (x) was found in the approximation M•O: 

· CO) . (O> g 2 x 2 2 
:F (x).I = :F 

O 
(x) = A[ 1 + __ log(m g ) + 

M=O . · 6 

( 4.1) 
2 ' 

g X (1 X · 10 2 2 -6- og~ + A-y- 3 )+ O(g, m )] 
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. . ( ,y • 0,577 ... is tt;e Euler constant, g
2 

is ·connected with" A 
2 

- by_ ( 2,1a) ). 

We have noted there without proof that nonanalyti~ term .1..g
2

xlog(m 
2

g
2

) does 
- 6 -

not change by taking into account M ,/, 0 or the corrective kernel · K' • Here 

· we prove this assertion and at the same time · compute all terms of the 

in the exact solution · :F(x) · 

g2 order· 

'The nethod being used allows _one, generally, to write down the full expan-

sion of the ·vertex function F ( x) · in powers of A 
2 

and log A
2 

, However, . 

"Eq. ( 1,2) evidently does not contain all the diagramms- of · higher orders ( start-
,,.,. " . ~ .i, 

ing from A ). 'Therefore we restrict ourselves to the calculation of. the terms 
• 2 , 2 . 2· 

_ being proportional to >. log A and A only. 

For this purp.ose we use the representation of the · resolvent in the form 
I 

( 2,9) and write . down Eq. (_ 1. 7) as follows 
00 ·. J , 

:F<O> (~) + JdyK'(x,y):F(y)- g 2 f~y/:dz G(x,z)K'(z,y) :F(y). 
o · o o ~(z+M 2

)
2 

· 
. F(x) = ( 4~2) 

C One 'oon sol~ this eq~tion by iterations, assuming that the expansion of the 

zero approximation F<0> is 'known. 'The second order, which_ we now seek for, 

is defined by the first two terins of the right- hand side of Eq. ( 4,2) only, since -

. 'the contribution of the third term ls proportional to >.' • Let us first calculate the 
I m 

necessary terms of the expansion of FCOJ using the expansion ( 4.1) for :F0 • · 

. . . ' ' (0) . . 
It can be easily verified· that :F ( x) satisfies the equation quite analogous 

to: c 4.2). 

(OJ (OJ·. . ·.. (0) 
00 00 ·G ( · )K'( ) (0) 

:F (x) ='.F 
O 

(x) + fdyK~(x,y)'F (y)-g 2 fdyfdz o x,z o z,y ·.F (y); ( 4.3) 
0 0 O Z 

where ~e following notations are introduced 

, · co, . <o> I 
,K

0
(x,y) = K_ (x,y)- K (~y) M=o 

= - g\i 2 

12 

2 2 2 

2y + M [(~-2.!..)0(x-y)+(..;--2..!...)0(y-x)]; 
( y + M 2)2 X X y y 

( 4~4) 

G O (x,y) = G(x,y)JM = 
0 

'Thus, the correction to the terms of the· expansion ( 4.1)· are given by the 

expression 

10 
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/ .. -· 

... 
·Af dy(K'(z,y) + K~(x,y)), 

0 

One can be easily convinced that . 
( 4~5) 

K'+ K'
0 

-= 
2 2 2 2 2 _ · 

...L _Y_h(fl+· ..!_ [(2L-..!....)0 (x-y)+(2 ~-~ )0(y- x)]. ( 4.6) 
12 (y + M~2 · 12 X' x2 · • Y y 2 

Qni.Wng some simple b_ut rather tedious calculations, we present the final form 

of -th~ expansion of :F . · in the case -M = m ( which is taken for the sake of 

'simplicity) 

g
2

x· _,, 2 2 2 x 10 2g 2 m2 
:F(x) =A[l+-

6
-log(g m )'- ¾-<4-y + 

3
)+ ----r- + 

( 4.7) 
- . 2 . 

+~(x-2m2)Vx+4m2 logl (x +2m )\fx(x+4n1\cx+2m2)~l]+O(g2 )] 
12 X 2m ' , . 

'The results presented in this section show that for evaluating the terms 

belng n~nanalytic in · the coUpllng constant it is- necessary to solve exactly some 

sufficiently simple differential equations( as was done in i), th~n the calculation 

of_ the following co~ectlo~ is not more difficult than the usual perturbation theory 
and reduces to a . computation of some convergent integrals. 

s. C o n c 1 u s i o n 

In conclu.slon we discuss the main results of the present and the previous 1 

papers. First we briefly. describe the general scheme · for . the solution of approxi-
;, ' - ' 

mate linear equations in nonrenormalcz:able theories. In doing this we base on the 

detailed lnvestigaUon ~f the equation for_ the vertex: function. 
. . ., . ·. ·. ' , .. . 

'. The. first step consists _ in dJ:viding the kernel of an integral equation into 

the most slngul~ part and the less .elngular . one. 'The pridciple of ;.uch a divis­

,Jon is formulated in the _Introduction. Here ,our approach. differs considerably 
6 ' .. 

from that of Feinberg and Pais • 'The essence of their approac;h -consists in . 

choo!!!lng such a ~ernel_of th~ equaticm for_ zero appro~ati~n, which giveis exact­

ly the nost divergent terms in each order of perturbation theory. Acc_ordlng to 

tho recipe of Feinberg and Pais we should take the following e~r_ession instead 

of c 1.4) 
aA 2 d '' ( ,_ -:::,:. f ..!!...:Jl_~ F ( 2) 

m p 2 (2 ) ' ( 2 q • " P- q) 

11 
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For the corr~s.ponding zero approximation we then were to obtain quite· a' simple, 

differential. e_quation of the second order, 'l'hl.s equaUol') has a solution,. satisfing 

the boundary conditions, However, the asymptotic behaviour of this solution· for 
. , • I 

large values of x bears no resemblance to the correct one,. In particuJ.ar,thls 

sol1.1tion does not adm_it the rotation of the integration contour, which is neces-' 

sary for the transition ~ ;the Euclidean mome~ It. is evident therefore that in 

this case the series of iterations cannot converge, Roughly speaking the nain 

defect of· the method' of Feinberg and_ Pais. lies i_n the ·obvious fact that the terms 

neglected ~ as lmp_ortant. in the. asymptotic regfon as the ones_ taken into ~ccount, 

·_. o.tr -rul~ consists simply in the recognition of equal rights of p . and q in· 

the kernel, and this guarantees the correct asymptotic behavi~ur at infinity, 

'Ihe next steps, which were described in detail 1:1.bove, allow one to study 

,jhe solution for any value of the coupling constant. ~ the case of the weak coup­

ling the solution can be calculated with the arbitrarily high accuracy by using 

the m::idified perturbation thedry, which. ena.bles us to take into account · the non -

analytic dependence on. the coupling constant, By these computations we obtain 
. . -. f ' 2 . d, I '2 x) 

the expansion m powers o ·" an of og" , , . 
. I . 

The method described above ·may be appU~d .to a large clas~ of 
0

problems 

in 'different nonreno~ali~ble theqries, · 1n parilcular, o~e can use this method 

for investigating the scattering amplitude in nonre;;ormallzable ·theories, In this 

'ca:e · the problem of how to find the zero approximation also reduces to a dif-

·, 

. ferential equation . with some boundary ~ondltions, ( S~Uar equations in the theory 

of nonrelativistic scattering on sing~ar potentials were. considered in8 ), AU the 

following steps are also quite similar to the ones discussed above, Note, that 

the restriction k µ = 0 we have taken here, is not E;Ssential and in consid~ring 

the case k µ · -1, 0 we meet only the technicai · difficulties, • 

We believe the use o{ the· Fredholm method in the equations· similar to 
. . . . 2 -

Eq~ ( 1, 7) to be very promising, For k -1, 0 , the Fredholm denominator depends 
2 I • r" \ • 

on .k , and other parameters of the problem, 'Ihe zeros of the denominator 

define the energies of bound states of th'e · system, So the possibility arises to·· 

treat the problem of the bound stci.tes in nonrenormaUzable theories without using 

auxiliary p,aram~ters_ ( cut- off, . subtractions, etc), 

'Ihe authors expl"e!$S their sincere gratitude to N,~Bogoiubov for the fruit­

ful dlsc~ssio"ns, 

x)_ 'l',D,Lee 7 was the first who drew attention to the possibility of finding 
such terms in nonrenormalizable theories, · · 
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APPENDIX 
I' , 

For the estimate ( 3,8) to obtain, we consider the behaviour of the kernel 

K for x· + y >> m 
2 

· in more · detail, Choose the• constant L . of the mass dimension· 

so that m
2 

,M
2 « L

2 .« m 
2

/ X 
2 

• We always-may do so for sufficieritly.small 11.. 
' . ' 

Divide now the domain of integration in ( 3. 7) into two regions: 
2 2 2 ~ . 

1. x .< L , y .< L 2, x ·> L or y ·> L_ • 

For small X the Green" function is represented by eq. ( 2.13) in the region 
·2 

x , y· -~ L • . 'Therefore the integral 'over the first region may be estimated as fol,-

lows 
L2 2 

L. _ 
2 

4 

J dx f dy I K ( x, y) I < X C 
1 0 0 . 

(A.1) 

. Indeed,, X ' enters in this integral as 
I 
a factor, while the integrand . and the limits 

of integration _do not depend on X 

" 
In the second region the representation ( 3,2) (or K • is -..,aiid, l\11aking use 

of eq. ( 3.4) and performing some simple calculations, we get that in this region 

2 2 

K(x,y) = ~ _l_ l- _!__ G(x,y)+ ..!.~ G(x,y)). 
s" y2 ay 2 yay (A,2) 

Note, that in the: second region the Green function ·G(x,y) depends on g2 in. 

, the following way 

G(x,y) 1 G(u, v) 
g6 

/Where 

- 2 2 G(u,v) = G(g x,g y) 

and the · dimensionless variables 

come to the expression 

u = g2 x v = g 
2 

y ru:-e introduced. Then , we 

I 

where 

f dxf dy 
- 2 I K(x,y)I 

X > L2 or y•> L 2 

2 

2 · 2 2 
(~) ff dudvr¢(u,v)I 

8,r 
u > & 2 L 2 or 
,.,> 8 2L2 

¢(u,v) = _l_.(- _a_ G(u,v) + ..i..iLG(u,v)I. 
V 2 a V 2 , V av 
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(A.3) 

.(A.4) 



Bearing in mind that the integral in ( A.3) converges we obtain the following 

estima:te of ( A.3) ( with the aid of- eq, ( 2,13) which is still valid for ~, y .. L 
2

) 

- 2 -, - 2 2 
J dx J dy I K ( x, y) I < _ ,\ ( C 2 ·1 log L g :1 + C a ) • (A.5) 

Now (A.2) and· ( A.5) give th~ ·estimate ( 3,8), 
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p + 1!. z 

r. 
~- r- + ~-

Fig 

. The' Edwards equation for the vertex function 
line representis a free vector particle with mass m 
a ,scalar particle with mass M • 

r" ( p, k ) , The dotted 
and the solid one shows 

' 
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