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 EHENAOTEMA

The purpose of this paper is to develop a method ior calculation of the binding ererges and the r.m.s. radii of some nuclei with closed shells according to the Goldstone formula (ref.1.). This problem was solved by Eden et al, for $0^{16}$ (ref.2.). They obtained a good result for the binding energy but the roms. radius was found too small. In order to obtain a niwre correct value, fider proposed w use instead of a harmonic oscillator singleparticle potential urdher singleparticle potentia? which would give the wave fumctions behaving asyrutotically as $e^{-x}$. However for such a potential the separation in the CMS sjstem cannot be practically perfor med and thius the problem becomes very complicated. On the other hand the discrepancy in the value of the r.m.s. radius can be due to the applied self consistent method, which approximates the ground stats: wave function by a Slater determinant constructed from the self-consistent single particle functions. It is possible that the influence of the pair correlations is esseritial.

Our idea is therefore to retain a harmonic oscillator potential with a free parameter and to calculate the first three terms of the Goldstone formula for the ground state energy and wave function imposing no self-consistency requirement. The free parameter is to be choser to make the corvergence as good as possible. Such calculation can also indicate whether the Cioldstone series actually converges.

In order to perform this program we need a method which would give us the solution of the $B G$ equation sufficiertly exuct to be sure that eventual negative results are not due to the used approximations. In this paper we develop such a method and prove numerically its accuracy for a mathematically simple one-dimensional case. Our starting assumptions are (1) a harmonic oscillator form for the single-particle potential is used, (2) the exclusion principle (EP) is taken exact ly into account, (3) the internucleon potential $v(r)$ consists of a hard core (which is treated as the limit case of the rectangular repulsive potential with a variable neight $v_{0}$ ) and of an attractive part of the Yukawa type. The calculations are performed in relative Cartesian coordinates and the deperdence on the variables $y$ and $z$ is omitted. In this way the problem becomes one dimensional. The reason for the use of Cartesian coordinates is the simple form of the transformition coefficients for the transition form the laboratory system to the CMS (ref. 3,4). Otherwise our one-dimensional equations are almost the same as the equations ir. spherical coordinates for an internucleon potential acting in the $s$-state only.

In our next paper we shall demonstrate that this method is applicable in the general three-dimensional case for different phenomenological internucleon potentials and derive the formulas for the more compllcated matrix elements of the reaction matrix $t$ occuring in the third term of the Goldstone formula for the ground state energy. The necessary matrix elements of $t$ will be then calculated nur merically.

## Il. The System of Integral Equations for the Wave Function of a Pair of Nucleons

The $B G$ equation in operator form (ref.1)

$$
\begin{equation*}
t=v+v \frac{Q}{E_{0}-H_{0}} t \tag{2,1}
\end{equation*}
$$

determines the reaction matrix $t$ of a pair of nucleons in nuclear medium if the internuclean potential $y$ is known.

The Hamiltonian

$$
H_{O}=\sum_{i=:}^{A}\left(T_{i}+V_{j}\right)
$$

contains a model single-particle potential V.E is the energy of the lowest model eigenstate $\Phi_{0}$ ( we consider only such nuclei in which ro degeneracy with respect to $H_{0}$ arises). The projection operator $Q$ ensures that intermediate states of a pair of nucleons in (2.1) are both excited with respect to all occupied states in $\Phi_{0}$.

The single-particle pottential $V$, normalized eisenfunctions and corresponding eigenvalues are of the form:

$$
\begin{align*}
& V(x)=1 / 2 m \omega^{2} I^{2} ; \quad \oint_{\vec{n}}(\vec{r})=\phi_{n_{x}}(x) \phi_{r_{y}}(y) \phi_{n_{z}}(z) ; \\
& \phi_{n}(x)=\left|2^{n} n!\sqrt{\pi}\right|^{-L_{2}} e^{-\psi_{2}\left(\alpha_{x}\right)^{2}} H_{n}(a x) \sqrt{a} ; \quad a=\sqrt{\frac{m}{\pi} \omega} \quad ;  \tag{2.2}\\
& E_{n_{x}} n_{y} n_{z}=\hbar \omega\left(n+\frac{3}{2}\right) ; \quad n=n_{x}+n_{y}+n_{z} \text {, }
\end{align*}
$$

where $m$ is the mass of a nucleon $H_{n}(x)$ is the Hermite polynomial as defined in ref.5.

Expressing (2.1) in the representation (2.2) we abtain

$$
\begin{equation*}
\left.\left(\vec{m}_{1} \vec{m}_{2}|t| \vec{n}_{2} \vec{n}_{2}\right)=\left(\vec{m}_{1} \vec{m}_{2}|v| \vec{n}_{1} \vec{n}_{2}\right)+{\underset{n_{1}^{\prime}}{\prime} \vec{n}_{2}^{\prime}}^{\left(\vec{m}_{1} \vec{m}_{2}|v| \vec{n}_{1}^{\prime} \vec{n}_{2}^{\prime}\right)\left(\vec{n}_{1}^{\prime} \vec{n}_{2}^{\prime}|t| \vec{n}_{1} \vec{n}_{d}\right.}\right) \tag{2.3}
\end{equation*}
$$

Here $\delta E$ is expressed by means of the single-particle energies $E_{n}$ according to ref. 1 and $\Sigma^{\prime}$ means that the summation extends over excited states only.

Further we restrict ourselves to the study of the matrix elements of $t$ con responding to the transitions from occupied initial states, ide. $\vec{n}_{1}$ and $\vec{n}_{2}$ denote occupied states and $\delta \mathrm{E}=0$. Multiplying (2.3) by $\frac{2}{\overline{\mathrm{t}} \omega}$ and denoting $\overline{\mathrm{t}}=\frac{2}{\hbar \omega}$, $\vec{v}=\frac{2}{\hbar \omega} v$ we get

$$
\begin{align*}
& \left(\vec{m}_{1} \vec{m}_{2}|\vec{t}| \vec{n}_{1} \vec{n}_{2}\right)=\int \phi_{\vec{m}_{1}}\left(\vec{r}_{1}\right) \phi_{m_{2}}\left(\vec{r}_{2}\right) \vec{v}\left(\vec{r}_{1}-\vec{r}_{2}\right)\left[\phi_{\vec{n}_{1}}\left(\vec{r}_{1}\right) \phi_{\vec{n}_{2}}\left(\vec{r}_{2}\right)+\right. \\
& \left.\quad+\sum_{\vec{n}_{1}^{\prime}}^{\prime} \vec{n}_{2}^{\prime} \phi_{\vec{n}_{1}^{\prime}}\left(\vec{r}_{1}\right) \phi_{\vec{n}_{2}^{\prime}}\left(\vec{r}_{2}\right) \frac{\left(\vec{n}_{1}^{\prime} \vec{a}_{2}^{\prime}|\bar{t}| \vec{n}_{1} \vec{n}_{2}\right)}{2\left(n_{1}+n_{2}-n_{1}^{\prime}-n_{2}^{\prime}\right.} d_{r_{1}} d^{8} r_{2}\right] .
\end{align*}
$$

The solution of this equation retains all important features of the general case (2.3).

If we denote the square bracket in ( $2.3^{\prime}$ ) as $\psi_{\overrightarrow{\mathrm{a}}_{1} \overrightarrow{\mathrm{n}}_{2}}\left(\vec{r}_{1}, \vec{r}_{2}\right)$ we get

$$
\begin{aligned}
& \psi_{\vec{n}_{1} \vec{n}_{2}}\left(\vec{r}_{1}, \vec{r}_{2}\right)=\phi_{\vec{a}_{1}}\left(\vec{r}_{1}\right) \phi_{\vec{n}_{2}}\left(\overrightarrow{r_{2}}\right)+
\end{aligned}
$$

Further we introduce CMS and relative coordinates

$$
\begin{equation*}
\vec{R}=\frac{\vec{r}_{1}+\vec{r}_{2}}{\sqrt{2}} ; \quad \vec{r}=\frac{\vec{r}_{1}-\vec{r}_{2}}{\sqrt{2}}, \tag{2.5}
\end{equation*}
$$

so that the form of the eigenfunction remains the same as in (2.2). Denoting

$$
\begin{align*}
& \psi_{\vec{N}} \vec{n}_{1} \vec{n}_{2}(\vec{r})=\int \phi_{N}(\vec{R}) \quad \psi_{\vec{n}_{1} \vec{n}_{2}}\left(\frac{\vec{R}+\vec{r}}{\sqrt{2}}, \frac{\vec{R}-\vec{r}}{\sqrt{2}}\right) d^{s} R \\
& I_{N} \vec{n}_{n_{1}} \vec{n}_{2}(\vec{r})=\int \phi_{N}(\vec{R}) \phi_{\vec{n}_{1}}\left(\frac{\vec{R}+\vec{r}}{\sqrt{2}}\right) \phi_{n_{2}}\left(\frac{\vec{R}-\vec{r}}{\sqrt{2}}\right) d^{s} R, \tag{2.6}
\end{align*}
$$

we have from (2.4)

This is an infinite system of integral equations equivalent with (2.4).
Now we shall drop the dependence on $y$ and $z$. We can further express the functions $I_{N} n_{1} n_{2}(x)$ explicitly (see. ref. 3):

$$
\begin{align*}
& I_{N} n_{1} n_{2}(x)=T_{N_{1} n_{1}+n_{2}-N}^{n_{n}} \phi_{n_{1}+n_{2}-N}(x) \tag{2.8}
\end{align*}
$$

Let the occupied states be $n_{j}=0,1 \ldots n_{0}-1$. Introducing a dimensionless variable $\mathrm{r}=\alpha_{\mathrm{X}}$ and

$$
\psi_{N n_{1} n_{2}}(r)=\frac{1}{\sqrt{a}} \psi_{N D_{1} n_{2}}(x) ; \quad \phi_{n}(r)=\left(2^{n} n!\sqrt{\pi}\right)^{-\psi / 2} e^{-1 / 2 r^{2}} H_{n}(r) ; \quad v(r)=\bar{v}(\sqrt{2} x)
$$

we obtain from (2.7)

$$
\psi_{N n_{1} n_{2}}(r)=T_{N, n_{1}+n_{2} N^{n} N_{n_{1}+n_{2}-N}}(r)+
$$

The kernels in (2.9) can be transformed if we introduce new indices in the double sum and use the orthogonality relations and symmetry properties of the coefficients $T$

$$
\begin{aligned}
& \nu=n_{1}^{\prime}+n_{2}^{\prime} \quad \nu \geq 2 n_{0} ; \quad \mu=n_{2}^{\prime} \quad \quad n_{0} \leq \mu \leq \nu-n_{0} ;
\end{aligned}
$$

where

$$
\sigma_{\nu_{N} N^{\prime}}=\left[1+(-1)^{N+N^{\prime}}\right]_{\mu=0}^{n_{0}^{-1}} \quad T_{N, \nu-N}^{\nu-\mu, \mu} \quad T_{N^{\prime}, \nu-N^{\prime}}^{\nu-\mu, \mu} .
$$

Using the symmetry of the harmonic oscillator eigenfunctions we find from (2.4)

$$
\psi_{n_{1} n_{2}}\left(-r_{1},-r_{2}\right)=(-1)^{n_{1}+n_{2}} \psi_{n_{1} n_{2}}\left(r_{1}, r_{2}\right)
$$

Hence

$$
\begin{equation*}
\psi_{N_{n} 1_{2}}(-r)=(-1)^{n_{1}+n_{2}+N} \quad \psi_{N n_{1} n_{2}}(r) . \tag{2.11}
\end{equation*}
$$

Using this relation we can write (2.9) for $t 20$ only:

$$
\begin{aligned}
& \bar{K}_{N N}\left(r_{1} r^{\prime}\right)=K_{N N}\left(r, r^{\prime}\right)+(-1)^{n} i^{+a_{2}+N^{\prime}} K_{N N} \cdot\left(r,-r^{\prime}\right) .
\end{aligned}
$$

In addition, since the kernels $\bar{K}_{N N^{\prime}}$ connect only $N$ and $N^{\circ}$ of the same parity (see(2.10)), the system is splitted into two independent systems for even or odd $N$ respectively.

We shall further specify the internucleon potential $v(r)$

$$
v(r)=\begin{array}{ccc}
v_{0} & \ldots \ldots \ldots . . & 0 \leq r<a \\
-k \frac{e^{-\mu r}}{r} & \ldots \ldots \ldots . . & a<r<R \quad \| ; \quad a=\frac{a_{r}}{\sqrt{2}} ; \quad k>0 ; \mu>0 ; v_{0}>k \frac{e^{-\mu a}}{a}, \\
0 & \ldots \ldots \ldots . . & R<r
\end{array}
$$

where ${ }^{r}{ }_{c}$ is the hard core radius, equal approximately 0.4 f and $R$ is an bitrarily large, $R \gg a$. Hence it is sufficient to solve (2.12) for $0 \leq r \leq R$.

In order to reduce the infinite system (2.12) a method suggested in ref. 6 will be applied. Let us define for $0 \leq r \leq+\infty$ the following functions

$$
\begin{aligned}
& K\left(r, r^{\prime}\right)=\bar{K}_{N N^{\prime}}\left(r-N R, r^{\prime}-N^{\prime} R\right) \quad \left\lvert\, \begin{array}{l}
r \in\langle N R, R+N R\rangle \\
r \in\left\langle N^{\prime} R, R+N^{\prime} R\right\rangle .
\end{array}\right.
\end{aligned}
$$

Then the system (2.12) can be written as one equation

$$
\begin{equation*}
\psi_{n_{1} n_{2}}(r)=F_{n_{1} n_{2}}(r)+\int_{0}^{+\infty} K\left(r, r^{\prime}\right) V(r) \psi_{n_{1} n_{2}}\left(r^{\prime}\right) d r^{\prime} . \tag{3.1}
\end{equation*}
$$

We decompose the kernel $K\left(r, r^{\prime}\right)$ into two parts

$$
K\left(r, r^{\prime}\right)=K_{o}^{(M)}\left(r, r^{\prime}\right)+K_{1}^{(M)}\left(r, r^{\prime}\right),
$$

where

$$
K_{(j)}^{(M)}\left(t, r^{\prime}\right)=\bar{K}_{(j) N N^{\prime}}^{(M)},\left(r-N R, r^{\prime}-N^{\prime} R\right) \quad\left\{\begin{array}{l}
r \in\langle N R, R+N R\rangle \\
r^{\prime} \in\left\langle N^{\prime} R, R+N^{\prime} R\right\rangle \\
j=0 ; 1
\end{array}\right.
$$

and

$$
\begin{aligned}
& \text { M ........ positive integer }
\end{aligned}
$$

(cf. (2.10), (2.12) ).
Substituting (3.2) in (3.1) and denoting

$$
\begin{equation*}
f_{n_{R_{2}}}(r)=F_{n_{1^{n} 2}}(r)+\int_{0}^{+\infty} K_{0}^{(M)}\left(r, r^{\prime}\right) V\left(r^{\prime}\right) \psi_{n_{1} n_{2}}\left(r^{\prime}\right) d r^{\prime}, \tag{3.3}
\end{equation*}
$$

we get

$$
\psi_{n_{n_{2}}}(r)=f_{n_{1^{n}}}(r)+\int_{0}^{+\infty} K_{1}^{(M)}\left(r, r^{\prime}\right) V\left(r^{\prime}\right) \ell_{n_{1} n_{2}}\left(r^{\prime}\right) d r^{\prime}
$$

Using the well-known inequality

$$
\int_{0}^{+\infty} f(r) g(r) d r \leq\|f\|\|g\|,
$$

where

$$
\|f\|^{2}=\int_{0}^{+\infty}|f(r)|^{2} d r
$$

for any quadratic integrable functions $f$ and $g$, one finds:

$$
\begin{equation*}
\left\|\psi_{n_{1} n_{2}}-f_{n_{1} n_{2}}\right\| \leq v_{0} B_{M}\left\|t_{n_{1} n_{2}}\right\| ; \quad B_{M}=\left\|\mathbf{x}_{1}^{(M)}\right\| . \tag{3.4}
\end{equation*}
$$

Only quadratic integrable solutions are of interest i.e. we require

$$
\left\|\psi_{n_{1} n_{2}}\right\|<+\infty .
$$

Direct evaluation of $B_{m}$ gives $\infty$

$$
B_{M}^{2}=\sum_{N, N^{\prime}=0}^{\infty} \int_{0}^{R} \int_{0}^{R}\left[\bar{K}_{(1) N N^{\prime}}^{(M)}\left(r, r^{\prime}\right)\right]^{2} d r^{\prime} d r<\sum_{N, N^{\prime}=0}^{\infty} \int_{0}^{+\infty+\infty} \int_{0}^{(M)}\left[\overline{\mathbb{R}}_{(1) N N^{\prime}}^{(M)}\left(r, r^{\prime}\right)\right]^{2} d r d r^{\prime}=
$$

$$
=\sum_{i}^{\infty} \sum_{\nu=m a x(M+1, N, N}^{\infty} \frac{1+(-1)^{\nu+n_{1}}+\dot{m}_{2}}{2} \frac{o_{\nu N N}^{2}}{4\left(n_{1}+n_{2} \nu^{\nu}\right)^{2}} .
$$

Interchanging the order of summations we obtain finally

$$
B_{M}^{2} \leq \frac{1}{8} \sum_{\nu=M+1}^{\infty} \frac{1+(-1)^{\nu+n_{1}+n_{2}}}{\left(n_{1}+n_{2}-\nu\right)^{2}} \sum_{N=0}^{\nu} \sum_{N=0}^{\nu} \sigma_{V_{N N}}^{2} .
$$

The double sum can be evaluated by means of the orthogonality relations of the coefficients $T$, the result being equal to $2 n$ 。. Hence

$$
\begin{equation*}
B_{M}^{2}<\frac{n_{0}}{4} \sum_{\nu=M+1}^{\infty} \frac{1+(-1)^{\nu+\dot{p}_{1 \dot{D}_{2}}}}{\left(n_{1}+n_{2}-\nu\right)^{2}} \tag{3.5}
\end{equation*}
$$

and the quantity $B_{M}^{2}$ decreases as $1 / M$. Consequently the approximation

$$
\begin{equation*}
\psi_{n_{1} n_{2}}(f)=f_{n_{1} n_{2}}(r) \tag{3.6}
\end{equation*}
$$

can be made arbitrarily exach i.e. the kernel $K\left(r, r^{\prime}\right)$ can be replaced by $K_{0}\left(r, r^{\prime}\right)$ if $M$ is sufficiently large.

Using this approximation we get from (2.12) and (3.2)

$$
\begin{aligned}
& +\sum_{\nu=m a \times\left(n_{n}, N\right)}^{\infty} \frac{\oint_{\nu-N}(r)}{2\left(n_{1}+n_{2}-\nu\right)}\left[1+(-1)^{n_{1}+n_{2}+\nu}\right] \int_{0}^{R} \phi_{\nu, N}\left(r^{\prime}\right) V\left(r^{\prime}\right) \psi_{N n_{1} n_{2}}\left(r^{\prime}\right) d r^{\prime}-
\end{aligned}
$$

In the system (3.7) only the functions $\psi_{\mathrm{Nn}_{\mathrm{n}_{1}}}(\mathrm{~N}=0 ; 1 ; \ldots \mathrm{M})$ are coupled which implies the possibility to solve first this finite system. If $N \geq M+1$ the equations for $\psi_{N n_{1} n_{2}}$ are decoupled since the third term in (3.7) is non-zero for $N \leq M$ only. Further $T_{M, n_{1}+n_{2}-M}^{n_{1} n_{2}}=0 \quad M>n_{1}+n_{2}$ and hence

$$
\begin{equation*}
\dot{\psi}_{N n_{1} n_{2}}(r)=0 \quad N \geq M>n_{1}+n_{2} \tag{3.8}
\end{equation*}
$$

The approximation (3.6) is clearly an approximation of the EP which inclut des for $M<2 n$, the "triangular approximation" used in ref. 2 . From (3.7) one further sees, that the "triangular approximation" is the only case when no coupling arises. The approximation (3.6) represents a nodified form of the EP which is demonstrated in fig. 1.

In this way the reduction of the infinite system (2.12) has been performed for a finite value of $v_{0}$. It should be noted that the estimation (3.4) is not applicable for the limit case $v_{0}=+\infty$, but in this case all previous formur lation of the problem is meaningless from the mathematical point of view. The only way how to treat this case exactly is to solve the problem with a finite value of $v_{0}$, then find the limit form of the solution and investigate its dependence on $M$. This will be performed in the next sections.
IV. The Solution of the Reduced System

In this section the solution of the system (3.7) will be found. Denoting

$$
\begin{aligned}
& a_{\nu N}^{\left(n_{1} n_{2}\right)}=\int_{0}^{A} \phi_{\nu-N}(r) v_{0} \psi_{N n_{1} n_{2}}(r) d r \\
& \bar{a}_{\nu N}^{\left(n_{1} n_{2}\right)} \int_{V-N}^{R} \phi_{\nu-N}(r) v(r) \psi_{N n_{1} n_{2}}(r) d r
\end{aligned}
$$

$$
\Phi_{N_{n_{1} n_{2}}}(r)=\int_{a}^{R}\left[G^{\left(n_{1}+n_{2}-N\right)}\left(r, r^{\prime}\right)+(-1)^{n_{1}+n_{2}+N} G^{\left(n_{1}+n_{2}-N\right.}\left(r_{1}-r^{\prime}\right)\right] v\left(r^{\prime}\right) \psi_{N n_{1} n_{2}}\left(r^{\prime}\right) d r^{\prime}
$$

$$
G^{(n)}\left(r, r^{\prime}\right)=\sum_{\substack{k=0 \\ k \neq n}}^{\infty} \frac{\phi_{k}(r) \phi_{k}\left(r^{\prime}\right)}{2(n-k)},
$$

we obtain from (3.7)

In the definition of $G$ weak convergence ${ }^{\nu \neq n_{1} \mathbf{n}_{2}}$ meant i.e. for arry quadratic integrable function $f$ any fixed $t$ it shall hold

$$
\begin{equation*}
\int_{-\infty}^{+\infty} G^{(n)}\left(r_{p} r^{\prime}\right) f\left(r^{\prime}\right) d r^{\prime}=\sum_{k=0}^{\infty} \frac{\phi_{k}(r)}{2(n-k)} \int_{-\infty}^{+\infty} \phi_{k}\left(r^{\prime}\right) f\left(r^{\prime}\right) d r^{\prime} \tag{4.3}
\end{equation*}
$$

while the usual convergence of the series (4.1) is not guaranteed (see ref. 7).
The kernel of the system (4.2) contains a very large (or infinite) quantity $v_{0}$ sor $0 \leq r \leq a \quad$ ard hence it is impossible to solve it by means of an iteration method. We shai, transform (4.2) to an usual algebralc linear system and linear system of integral cquations for $a \leq r \leq R$. The kernel of the integral system contains only the attractive part of the internucleon potential and allows to find the solution of the system by a very rapidly convergent iteration method. This transformation can be applied without amy change to the case $v_{0}=+\infty$ (see sec. $V$ ).

To perform the transformation let us suppose first of all that the functions
 and the functions $\Phi_{N_{n_{1}} n_{2}}(r)$ for all $i$ and $N$ can be irrmediately calculated. Further let all $a_{\nu N}^{\left(n_{1} n_{2}\right)}$ occuring in (4.2) be any fixed real numbers. Then the system (4.2) is formally decoupled and by means of the properties of the function $G^{(n)}\left(r, r^{\prime}\right) \quad($ see appendix $A$, formula ( 7 ) ) we convert ior $0 \leq r \leq a \quad$ each equation into a differentialone:

The properly symmetrized (see (2.11)) general solution of (4.4) is:

$$
\psi_{N_{n_{1} n_{2}}}(r)=\frac{1+(-1)}{2}{ }^{n_{1}+n_{2}+N} A_{N}^{-\frac{r^{2}}{2}}{ }_{1} F_{1}\left(\frac{v_{0}}{4}+\frac{N-n_{1}-n_{n}}{2} \frac{1}{2}, r^{2}\right)+
$$

$$
+\left\{\frac{2}{v_{0}}\left[\begin{array}{c}
\left(a_{1} n_{2}\right)  \tag{4.5}\\
n_{1}+n_{2}, N
\end{array}+\bar{a}_{n_{1}+n_{2}, N}^{\left(n_{1} n_{2}\right)}\right] \phi_{n_{1}+n_{2}}(r) \ldots \ldots \ldots \ldots . N \leq n_{1}+n_{2}\right.
$$

$$
0 \quad \cdots \cdots \cdots \cdots \quad N>n_{1}+n_{2}
$$

$$
\begin{align*}
& {\left[\frac{d^{2}}{d r^{2}}-s^{2}+2\left(n_{i}+n_{2}-N\right)+1-v_{0}\right] \psi_{N n_{1} n_{2}}(r)=} \\
& =-\sum_{\nu=N}^{M} \phi_{\nu-N}(r)\left[1+(-1)^{\nu+n_{1}+n_{2}}\right]\left[\gamma_{\nu N}^{\left(n_{1} n_{2}\right)}+y_{\nu N}^{-\left(n_{1} n_{2}\right)}\right]- \\
& \nu \neq \mathrm{n}_{1}+\mathrm{n}_{2} \tag{4.4}
\end{align*}
$$

where ${ }_{1} \mathrm{~F},(\mathrm{a}, \mathrm{b}, \mathrm{r})$ is the confluent iypergeometrio function (ref. 5).
Further we shall put $n_{0}=2$ which cocrespands io $0^{16}$ and restrict our selves to the case $n_{1}=n_{2}=0$ omitting the indices $n_{1}, n_{2}$. This restriction represents no simplification of the problem and the solution for other $n_{1}$ and $n_{2}$ can be found in the same way.

With this restriction the only norm zero owefficierts it is $T_{00}^{30}=1$. Hence the system for $\psi_{N}(r)$ with $N$ odd is homogeneouss $i_{0} e \psi_{*} \psi_{v}, t=0$ for $N$ odd, and only $\psi_{N}(r)$ with $N$ even are norbzero. We determine row the constatas $A_{N}$ conparing at $r=a$ (4.2.) and (4.5) ( $M$ is even) and wite the expicite form of $G^{(n)}\left(r, r^{\prime}\right)$ given in appendix $A$ :

$$
\begin{align*}
& -\frac{2}{v_{0}} \bar{a}_{00} \phi_{0}(a)-a_{00}\left[\frac{2}{v_{0}}+\ln 2+C+b_{0}(-a)\right] \phi_{0}(a)-\frac{\varphi_{0}(a)}{2 \pi \beta_{0}} \beta_{0} \\
& \beta_{0}=\int_{0}^{a} e^{-\frac{f^{2}}{2}}\left[h_{0}(r)+h_{0}(-r)\right] v_{0} y_{0}(r) d r \tag{4.6}
\end{align*}
$$

$$
\begin{aligned}
& \left.-\frac{(\mathrm{N}-1)!}{2 \sqrt{\pi}} \mathrm{D}_{-\mathrm{N}}(\mathrm{a} \sqrt{2}) \beta_{\mathrm{N}}\right\} \\
& \beta_{N}=\int_{0}^{n}\left[D_{-N}(r \sqrt{2})+D_{-N}(-r \sqrt{2})\right]_{0} \psi_{N}(r) d r \quad N=2,4, \ldots, M .
\end{aligned}
$$

The quantities $a_{00}$ and $\beta_{N}(N=0, \ldots, M)$ can be excluded if we substitute in their definition formulae from (4.5) and (4.6) and carry out the integrations:

$$
\begin{align*}
& a_{00}=v_{0} A_{0} J_{00}+2 \mathrm{j}_{00}\left(a_{00}+\bar{a}_{00}\right)+\sum_{\nu=1}^{M} \frac{1+(-1)^{\nu}}{v_{0}+2 \nu} v_{0}\left(\gamma_{\nu 0}+\bar{y}_{\nu 0}\right) j_{0 \nu} \\
& \beta_{0}=v_{0} A_{0} L_{0}+2 K_{00}\left(a_{00}+\bar{a}_{00}\right)+\sum_{\nu=1}^{M} \frac{1+(-1)^{\nu}}{v_{0}+2 \nu} v_{0}\left(y_{\nu 0}+\bar{\gamma}_{\nu 0}\right) K_{0 \nu}  \tag{4.7}\\
& \beta_{N}=v_{0} A_{N} P_{N}+\sum_{\nu=N}^{M} \frac{1+(1)^{\nu}}{v_{0}+2 \nu} v_{0}\left(\gamma_{\nu N}+\bar{\gamma}_{\nu N}\right) Q_{N, \nu-N} N=2,4, \ldots M .
\end{align*}
$$

(The notation used in (4.7) is explained in appendix B). Excluding $a_{00}, \beta_{0} \ldots \beta_{M}$ from (4.7) and (4.6) we obtain new expressions for $A_{N}$ :

$$
\begin{equation*}
A_{N}=C_{N_{V_{0}}} \frac{\exp \left(\frac{a^{2}}{2}\right)}{v_{1}\left(\frac{v_{0}}{4}+\frac{N}{2}+1, \frac{3}{2}, a^{2}\right)}=C_{N} \frac{Z_{1}^{(N)}}{v_{0} J_{N 0}} \tag{4.8}
\end{equation*}
$$

$$
\begin{align*}
& \left.C_{0}=\frac{1}{Z_{2}^{(0)}+Z_{i}^{0)}\left[Z_{a}^{(0)}+\frac{\Phi_{0}(a)}{2} \frac{L_{0}}{J_{00}} \pi-1 / 4\right]} \quad \right\rvert\, \phi_{0}(a)+\Phi_{0}(a)+\sum_{\nu=1}^{M}\left[1+(-1)^{\nu}\right]\left[y_{\nu 0}+\right. \\
& \left.+\bar{\gamma}_{\nu 0}\right]\left[\left(\frac{1}{2 i^{\prime}}-\frac{1}{v_{0}+2}\right) \phi_{\nu}(\mathrm{a})-z_{3}^{0} \frac{v_{0} j_{0 \nu}}{v_{0}+2 \nu}-\frac{\phi_{0}(a)}{2} \frac{\pi^{-y_{4}} v_{0} K_{0 \nu}}{v_{0}+2 \nu}\right]- \\
& \left.-\bar{a}_{00}\left[-\frac{2}{v_{0}} \phi_{0}(a)+2 j_{00} Z_{z}^{(0)}+\phi_{0}(\text { a }) \pi^{-1 / 4} K_{00}\right]\right\} \\
& C_{N}=\frac{1}{Z_{2}^{(N)}+Z_{1}^{(N)} Z_{z}^{(N)} \frac{P_{N}}{j_{N 0}}} \left\lvert\, \Phi_{N}(a)+\sum_{\nu=N}^{M}\left[1+(-1)^{\nu}\right]\left[\gamma_{\nu N}+\gamma_{\nu N}\right]\left[\left(\frac{1}{2 \nu}-\right.\right.\right.  \tag{4.8}\\
& \left.\left.-\frac{1}{v_{0}+2 \nu}\right) \phi_{\nu-N}(a)-Z_{3}^{(N)} \frac{v_{0}}{v_{0}+2_{1}} Q_{N, \nu-N}\right] \text { ) } \\
& Z_{1}^{(N)}=\frac{\exp \left(\frac{a^{2}}{2}\right)}{a} \frac{J_{N 0}}{F_{1}\left(\frac{v_{0}}{4}+\frac{N}{2}+1,-\frac{3}{2}, a^{2}\right)} ; \quad Z_{2}^{(N)}=\frac{F_{1}\left(\frac{v_{0},}{4}+\frac{N}{2}, \frac{1}{2}, a^{2}\right)}{a v_{01} F_{1}\left(\frac{V_{0}}{4}+\frac{N}{2}+1, \frac{3}{2}, a^{2}\right)} \\
& Z_{a}^{(0)}=\frac{\phi_{0}(a)}{1-2 j_{00}}\left[\frac{2}{v_{0}}+P_{n} 2+C+b_{0}(-a)+K_{00} \pi^{-1 / 4}\right] ; \quad Z_{s}^{(N)}=\frac{(N-1)!}{2 \sqrt{\pi}} D_{-N}(a \sqrt{2}) \\
& \mathrm{N}=2,4, \ldots \mathrm{M} .
\end{align*}
$$

In this way the functions $\|_{N}(\mathrm{r})(0 \leq 1 \leq a)$ have been found for arbitrary values of $a_{\nu / N}$ and arbitrary functions $\|_{N}(t)(a \leq r \leq R)$.

Now the quantities $a_{\nu N} \quad$ can be determined from their original definition (4.1):

$$
a_{\nu N}=\int_{0}^{a} \phi_{\nu \cdot N}(r) v_{0} \psi_{N}(r) d r
$$

i.e.

$$
a_{\nu N}=C_{N} \frac{z_{1}^{(N)} J_{N, v-N}}{J_{N O}}+\sum_{\substack{\mu=N \\
\mu \neq 0}}^{M} \frac{1+(-1)^{\mu}}{v_{0}+2 \mu} v_{0}\left[\gamma_{\mu N}+\bar{\gamma}_{\mu N}\right] j_{\mu-N, v-N}+\left\{\begin{array}{c}
2\left(a_{00}+a_{00}\right) j_{00} \ldots N=0 \quad(4.9) \\
0 \quad \ldots .
\end{array}\right.
$$

These equations together with the definitions (4.1) for $\gamma_{\nu \mathrm{N}}$ and (4.8) for $\mathrm{C}_{\mathrm{N}}$ represent a linear algebraic system of $1 / 2\left(\frac{M}{2}+1\right)\left(\frac{M}{2}+2\right)$ equations. The solution depends linearly on $\bar{a}_{\nu N}$ and $\Phi_{N}(a)$ i.e. on integrals of the hitherto arbitrary functions $\psi_{N}(r) \quad$ over the interval $a \leq r \leq R \quad$. These functions can be now determined if we substitute the solution of (4.9) and (4.5) in our original system (4.2). We get for $a \leq r \leq R \quad a \quad s y s t e m$ of linear integral equations where only $\psi_{N}(r)$ for $a \leq r \leq R$ are unknown. This system can be solved by iteration. If the functions of the $n-$ th approximation ${ }_{(n)} \Psi_{N}^{(r)}$ are known we obtain $(n+1) \quad \psi_{N}(r)$ in the following way:

1) We calculate

$$
\begin{aligned}
& \text { (n) } \Phi_{N}(r)=\int_{a}^{R}\left[G^{(-N)}\left(r, r^{\prime}\right)+G^{(-N)}\left(r,-r^{\prime}\right)\right] V\left(r^{\prime}\right\} \|_{N}\left(r^{\prime}\right) d r^{\prime} \\
& a \leq r \leq R
\end{aligned}
$$

2) We substitute ${ }_{\text {(n) }} \bar{a}_{\nu N} \quad$ and ${ }_{(n)} \Phi_{N}$ (a) into (4.8) and find the solution of the algebraic system:

$$
\begin{aligned}
& +\left\{\begin{array}{lll}
{\left[(\mathrm{D}) a_{00}+(\mathrm{I}) \bar{a}_{00}\right] 2 j_{00}} & \ldots & \mathrm{~N}=0 \\
0 & \ldots . & \mathrm{N}>0
\end{array}\right.
\end{aligned}
$$

3) Putting ( m$)^{a}{ }_{\nu \mathrm{N}} \quad$ into (4.5) we get for $0 \leq \mathrm{r}<\mathrm{B}$; $\mathrm{N}=0,2 \ldots \mathrm{M}$ :

$$
\begin{aligned}
& \text { (n) } \psi_{N}(r)={ }_{(n)} C_{N} \frac{z_{1}^{(N)}}{v_{0} J_{N O}} e^{-\frac{f^{2}}{2}}{ }_{1} F_{i}\left(\frac{v_{0}}{4}+\frac{N}{2}, \frac{1}{2}, r^{2}\right)+
\end{aligned}
$$

Then we define for $a \leq r \leq R ; N=0,2 \ldots M$ :

$$
\begin{aligned}
(n+1)^{t \prime}{ }_{N}(r)= & \delta_{N O} \phi_{0}(r)+(n) \Phi_{N}(r)+\int_{0}^{a}\left[G^{(-N)}\left(r, r^{\prime}\right)+G^{(N)}\left(r,-r^{\prime}\right)\right] v_{0(n)} \psi_{N}\left(r^{\prime}\right) d r^{\prime}+ \\
& \left.+\sum_{\substack{M \\
\nu=N \\
\nu \neq 0}}^{M} \frac{\phi_{\nu-N}(r)}{2 \nu}\left[1+(-1)^{\nu}\right] \int_{(n)} \gamma_{\nu N}+{ }_{(0)} \bar{\gamma}_{\nu N}\right] .
\end{aligned}
$$

From the properties of $G^{(-N)}\left(r, t^{\prime}\right)$ we find that for each approximation it holds:

$$
\begin{equation*}
\lim _{r \rightarrow a^{-}}(n) \psi_{N}(r)=\lim _{r \rightarrow a+}\left(n+\psi^{\psi} \psi_{N}(r) ; \quad \lim _{r \rightarrow a^{-}}(n)^{\psi^{\prime}}(r)=\lim _{n \rightarrow a^{+}}(n+1) \psi_{N}^{\prime}(r)\right. \tag{4.10}
\end{equation*}
$$

Since the system is linear, the convergence of the iteration method does not depend on the zeroth approximation. We put

$$
{ }_{(0)} \psi_{N}(r)=0 \quad \mathrm{a} \leq \mathrm{r} \leq \mathrm{R} \quad \mathrm{~N}=0,2, \ldots \mathrm{M}
$$

Then the quantities $(0)^{\alpha} \nu N \cdot(0)^{\psi}{ }_{N}(1) \quad 0 \leq i \leq a$ and $(1)^{\psi_{N}}(x) \quad a \leq r \leq R$ represent the exact solution of the system $(4,2)$ for the internucleon potential containing no attractive part.

We have not tried to prove generally that this iteration method converges since there exist only sufficient conditions for convergence and it would be very difficult to verify them in our case. The corrvergence has been tested only numeri cally (see sec. VI).

As to the practical calculations according to this method, the only difficult part is to soive the algebraic system, (4.9) for different " $M$, since its dimension increases very rapidly with $M$. Fortunately the solution can be found by a simple iteration method. If we know the $m$-th approximation ${ }_{(0)}^{(0)} \alpha_{\nu N}$ (the order of approximation is now denoted by the upper index on the left) we cal culate
and with these values of ${ }_{(m)}^{(m)} \gamma_{\nu N}$ the quantities ${ }_{(m)}^{(m)} C_{N}$ according to (4.8). If we substitute all this into the righthand side of $(4.9)$ we get by definition on the left the quantities ${ }^{(m+1)} a_{\nu N}$. The iteration sequence converges sufficiently rapidly (see sec. $V I$ ) for all values of $v_{0}$ and also for $v_{0}=+\infty$.

The possibility of solving the algebraic system by itevation can seem rather supprising since, in fact, it is equivalent with the system (4.2) for $0 \leq 1 \leq a$ and this system cannot be solved by iteration for $v_{0} \rightarrow+\infty$. The explanation is in the following argument. First of all the system is linear and hence the corn vergence of the iteration sequence does not depend on the inhomogeneous term. We can therefore choose e.g. $\Phi_{N}(a)=0 \quad$ and $\quad \bar{\gamma}_{\nu N}=0 \quad$ for all $\nu$ and $N$. Further for simplicity we take $M=4$ i.e. the lowest value of $M$ for which the equations are coupled. Substituting now from (4.8) into (4.5) we get a system of linear integral equations on the interval $0 \leq r \leq a$ with a degenerate kerm nel. The sufficient condition for the convergence of the iteration series of the system is (ref.6):

$$
\int_{0}^{a} \int_{0}^{a}|K(x, s)|^{2} d x d s<1
$$

It has been found that this condition is fulfilled for $v \in 1000$ if $a=0,1$ i.e. the system can be solved by iteration for rather large values $v_{o}$. If we now pass to the equivalent algebraic system (4.10) we find that all its coefficients have finite limit values (see sec. V ) and that the difference between these limit
values and the values for $v_{0} \approx 10000$ is very small. Since the applicability of an iteration method for solving such a linear algebraic system depends only on the matrix of its coefficients we can expect that the solution of (4.10) can be find by iteration for all values $v_{o}$. This result has been confirmed by numerical calculations. ( sec VI).

In conclusion of this section we want to give reason why we do not use the generalized perturbation method of ref.2. The main feature of our method is that we calculate corrections of both $a_{\nu_{N}}$ and $\bar{a}_{\nu N}$ and obtain therefore in each approximation continuous functions $\psi_{N}(r)$ for $0 \leq r<R$. In the method of ref. $2 \quad a_{\nu \mathrm{N}}$ are taken in the zeroth approximation and only corrections of $\bar{a}_{\nu N}$ are colculated. Consequently the functions $\psi_{N}(r)$ are discontinuous at $t=a$. In order to correct the influence of this discontinuity the model functions $\phi_{n_{1}+n_{2} \cdot N^{(n)}}$ in the expressions for $\bar{a}_{n_{1}+n_{2}, N}$ are replaced by the first approximation $\langle 1\rangle_{N_{n_{1}} n_{2}}$ ( I which represents the exact solution of the problem without the attractive potential and is continuous at $r=a \quad$ i.e.

$$
\lim _{r \rightarrow a^{+}}(1) \psi_{\mathrm{Na}_{1} \mathrm{a}_{2}}(\mathrm{r})=\lim _{\mathrm{r} \rightarrow \mathrm{a}-}(0)^{\psi} \mathrm{NO}_{1}^{\mathrm{n}}{ }_{2}(\mathrm{t})
$$

Since the functions $\psi_{N_{n_{1} \mathrm{n}_{2}}}(\mathrm{f})$ are known only for $\mathrm{n}_{1}$ and $\mathrm{n}_{2}$ representing occupied states, in the Goldstone formula only the first term which contains the matrix elements of $t$ between occupied states can be calculated.

However, if we want to calculate higher terms we need the other matrix elements of $t$ as well. The general matrix element of $t$ with the occupied initial states ( denoted $n_{j}$ ) and arbitrary final states (denoted $m j$ ) can be expressed by means of $a_{1, N}$ and $\bar{a}_{\nu N}$ from (2.3'), (2.10), (3.8) and (4.1):

$$
\begin{align*}
& \left(m_{1} m_{2}|\bar{t}| n_{1} n_{2}\right)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \phi_{m_{1}}\left(x_{1}\right) \phi_{m_{2}}\left(x_{2} \bar{v}\left(x_{1}-x_{2}\right) \psi_{n_{1} n_{2}}\left(x_{2} x_{2}\right) d x_{1} d x_{2}=\right. \tag{4.11}
\end{align*}
$$

Hence we can calculate by means of (4.12) the first and the second term of the Goldstone formula. For the third term the matrix elements ( $m_{1} n_{2}|t| n_{1} m_{2}$ ) and also the matrix elements with changed energy denominators $\delta \mathrm{E} \neq 0$ are necessary. They can be calculated similarly, which will be described in detail in our next paper.

## V. The Limit Form of the Solution for a Hard Core Potential

The reformulation of our problem given in sec. IV is fully convenient for comsideration of the limit case $v_{0}=+\infty$. We can simply find the limit values of all
coefficients of the algebraic system (4.9) and then its solution gives as directly the matrix elements of $t$ for $v_{0}=+\infty$, provided the existence of the finite Limit values of $a_{\gamma, N}$ is ewaranteed. It is practically impossible fo obtain the anar. lytic dependence of $a_{\nu N}$ on $v_{0}$ for large $M$. This dependence has been found for $M<4 \quad i_{\text {e }}$ for the triangular approximation and the limit values have been evaluated directry the relation

$$
\begin{equation*}
\frac{, F^{2},\left(\frac{v_{0}}{4}, \frac{1}{2}, a^{2}\right)}{v_{0}+\infty,\left(\frac{v_{0}}{4}+1, \frac{3}{2}, a^{2}\right)}=0 \tag{5.1}
\end{equation*}
$$

which follows from the asymptotic behaviour of the confluent hypergeometric function, being used. It turns out that there exlst the finite limit values of avn and the functions $a_{\nu N}\left(v_{0}\right)$ are continuous and very slowly increasing for large $v_{0}$ Since the form of (4.9) is analogous for all values of $M$ we can assume the existence of the finite limit values of $a_{\nu N}$ for all $M$. Using (5.1) and appendix $B$ we get these limit values:

$$
\begin{aligned}
& Z_{1}^{(N)} \rightarrow \phi_{0}(a) ; Z_{2}^{(N)} \rightarrow 0 ; \frac{J_{N \nu}}{J_{N 0}} \rightarrow \frac{\phi_{V}(a)}{\phi_{0}(a)} ; \frac{L_{0}}{J_{00}} \rightarrow \pi^{1 / 4}\left[h_{0}(a)+h_{0}(-a)\right] ; \\
& \frac{P_{N}}{J_{N 0}} \rightarrow \frac{D_{-N}(a \sqrt{2})+D_{-N}(-a \sqrt{2})}{\phi_{0}(a)} ; Z_{3}^{(0)} \rightarrow \frac{\phi_{0}(a)}{1-2 j_{00}}\left[\ln 2+C+h_{0}(-a)+\pi^{-1 / 4} K_{00}\right]=\phi_{0}(a) Z(a) .
\end{aligned}
$$

Denoting the limit values of $C_{N}$ as $C_{N}$ we obtain from (4.8):

$$
\begin{align*}
& \bar{C}_{0}=\frac{1}{\phi_{0}^{2}(a)\left[Z(a)+1 / 2\left(h_{0}(a)+h_{0}(-a)\right)\right]}\left\{\phi_{0}(a)+\Phi_{0}(a)-\bar{a}_{00} \phi_{0}(a)\left[2 Z(a) j_{00}+\right.\right. \\
& \left.\left.+\pi^{-1 / 6} K_{00}\right]+\sum_{\nu=1}^{M}\left[1+(-1)^{\nu}\right]\left\{\gamma_{\nu 0}+\bar{\gamma}_{\nu 0}\right]\left[\frac{\phi_{\nu}(a)}{2 \nu}-\phi_{0}(a)\left(Z(a) j_{0 \nu}+\pi^{-1 / 4} \frac{K_{0 \nu}}{2}\right)\right]\right\}  \tag{5.2}\\
& \bar{C}_{N}=\frac{\Phi_{N}(a)+\sum_{\nu=N}^{M}\left[1+(-1)^{\nu}\right]\left[\gamma_{\nu N}+\bar{y}_{\nu N}\right]\left[\frac{\phi_{\nu \cdot N}(a)}{2 \nu}-\frac{(N-1)!}{2 \sqrt{\pi}} D_{-N}(a \sqrt{2}) Q_{N, \nu \cdot N}\right.}{\frac{(N-1)!}{\sqrt{\pi}}\left[D_{-N}(a \sqrt{2})+D_{-N}(-a \sqrt{2})\right]_{\cdot D_{* N}}(a \sqrt{2})}
\end{align*}
$$

The limit form of the algebraic system (4.10) is then

Further from (4.5) we find for $0 \leq r \leq a$

$$
\begin{equation*}
\lim _{v_{0} \rightarrow+\infty}\left|\psi_{N}(r)\right| \leq \frac{\left|\bar{C}_{N}\right|}{a \exp \left(-\frac{a^{2}}{2}\right)} \lim _{v_{0 \rightarrow+\infty}} \frac{{ }_{1} F_{1}\left(\frac{v_{0}}{4}+\frac{N}{2}, \frac{1}{2}, a^{2}\right)}{v_{0} F_{1}\left(\frac{v_{0}}{4}+\frac{N}{2}+1, \frac{3}{2}=a^{2}\right)} \tag{5.4}
\end{equation*}
$$

Hence the functions $\psi_{N}(r)$ converge uniformly to zero for $0 \leq 5 \leq a$. In addition, differentiating (4.5) and taking the limit value of the result at $r=a \quad$ we have

$$
\begin{equation*}
\lim _{r_{0} \rightarrow+\infty}\left[\left.\frac{d}{d r} \psi_{N}(r)\right|_{r=A}\right]=\bar{C}_{N} ; \quad \frac{d}{d r}\left[\lim _{V_{0} \rightarrow+\infty} \psi_{N}(r)| |_{r=s}=0 .\right. \tag{5.5}
\end{equation*}
$$

On the other hand one finds easily from (4.2) and (4.7):

Comparing (5.5) and (5.6) we see that the derivative of the limit function $\lim _{r_{c} \rightarrow+\infty} \psi_{N}(r) \quad$ is discontinuous at $t=a$.
${ }^{c} c^{+\infty}$ Using the derived properties (5.4) - (5.6) of the solution for the internucleon potential containing a hard core we can simplify the method described in sec. IV. We can namely avoid the solving of the differential equations (4.4) and finding the limit value of the solution.

Rewriting (4.4) and excluding according to (4.7) we get for arr function $f(r)$ with the integrable second derivative for $0 \leq r \leq a$ :

$$
\begin{align*}
& \lim _{v_{0} \rightarrow+\infty} \int_{0}^{a} f(r) v_{0} \psi_{N}(r) d r=\lim _{v_{0} \rightarrow+\infty} \int_{0}^{a} f(r) \frac{d^{2}}{d_{t}^{2}} \psi_{N}(r) d r \underset{\substack{ \\
\nu=N \\
\nu \neq 0}}{\sum_{i}^{M}}\left(1+(-1)^{\nu}\right]\left[\gamma_{\nu N}+\right. \\
& \left.+\bar{\gamma}_{\nu N}\right]{\underset{0}{n} f(r) \quad \phi_{\nu-N}(r) d r+}_{-}  \tag{5.7}\\
& +\left\{\left.\frac{2}{1-2 j_{00}} \right\rvert\, \overline{\mathrm{C}}_{0} \phi_{0}(\mathrm{a})+\bar{\alpha}_{00}+\sum_{\nu=1}^{M}\left[1+(-1)^{\nu} \|\left[\gamma_{\nu 0}+\bar{\gamma}_{\nu 0}\right] j_{\nu 0}\right\} \int_{0}^{a} f(r) \phi_{0}(r) d r,\right.
\end{align*}
$$

where the uniform convergence of $\psi_{N}(r) \quad$ to zero has been used. Since $\psi_{N}(r)$
and hence:

$$
\lim _{v_{0} \rightarrow+\infty} \int_{0} f(r) \frac{d^{2}}{d t^{2}} \psi_{N}(r) d t=\bar{C}_{N} f(a)
$$

Now (5.7) can be rewritten formally as:

$$
\begin{aligned}
& \lim _{v_{0} \rightarrow+\infty} \quad v_{0} \psi_{N}(r)=\bar{C}_{N} \delta(r-a)+\sum_{\nu=N}^{M}\left[1+(-1)^{\nu}\right]\left[\gamma_{\nu N}+\bar{\gamma}_{\nu N}\right] \phi_{\nu-N}(r)+
\end{aligned}
$$

which is an analogon of the Bethe -Goldstone formula derived in ref. 8 for nuclear matter.

Using (5.7) we can exclude from the system (4.2) the terms containing the products $1 \mathrm{im} \quad v_{0} \psi_{N}$ and irvestigate this system from the beginning only for $a \leq r \leq R{ }^{v_{0}}$. Consequently the method of sec. IV is simplified as follows. The first step does not change. In the second step we use (5.2) instead of (4.8) and solve the system (5.3) by iteration. As soon as its solution is found we can determine the $(n+1)$-th approximation for $a \leq r \leq R \quad:$

$$
\begin{align*}
& (n+1)_{0}{ }_{0}(r)=\phi_{0}(r)+_{(n)} \Phi_{0}(r)-\phi_{0}(r) \phi_{0}(a)(n) \bar{c}_{0}\left[Z(r)+\frac{h_{0}(a)+h_{0}(-a)}{2}\right]+ \\
& +\sum_{\nu=1}^{M}\left[1+(-1)^{\nu}\right]\left[{ }_{(\mathrm{n})} y_{\nu 00}{ }_{(\mathrm{n})_{\nu 0}}^{\bar{y}_{\nu 0}}\right]\left[\frac{\phi_{\nu}(\mathrm{r})}{2 \nu}-\phi_{0}(\mathrm{r})\left(Z(\mathrm{r}) \mathrm{j}_{0 \nu}+\pi^{-1 / 2}-\frac{K_{0 \nu}}{2}\right)\right]-  \tag{5.9}\\
& -_{(n)} \bar{a}_{00} \phi_{0}(\mathrm{r})\left[2 \mathrm{j}_{00} Z(\mathrm{r})+\pi^{-1 / 4} \mathbf{K}_{00}\right] . \\
& { }_{(n+1)} \psi_{N}(r)={ }_{(n)} \Phi_{N}(r)-\frac{(N-1)!}{2 \sqrt{\pi}} D_{-N}(\sqrt{2} r)_{(n)} \bar{C}_{N}\left[D_{-N}(a \sqrt{2})+D_{-N}(-a \sqrt{2})\right]+ \\
& \left.\left.+\sum_{\nu=N}^{M}\left[1+(-1)^{\nu}\right]\right]_{(D)} \gamma_{\nu N}+{ }_{(D)} \bar{y}_{\nu N}\right]\left[\frac{\phi_{\nu-N}(f)}{2 \nu}-\frac{(N-1)!}{2} \frac{D_{-N}}{\sqrt{\pi}}(r \sqrt{2}) Q_{N, \nu \cdot N}\right] \\
& N=2,4, \ldots \mathrm{M} .
\end{align*}
$$

In conclusion of this section we complete the consideration performed in sec. III for the case $v_{0} \rightarrow+\infty$. From (3.1) and (3.3) we got

$$
\begin{align*}
\| \psi_{n_{1} n_{2}}- & F_{n_{1} n_{2}}-\int_{0}^{+\infty} K_{0}^{(M)}\left(r_{r} r^{\prime}\right) V\left(r^{\prime}\right) \psi_{n_{1} n_{2}}\left(r^{\prime}\right) d r^{\prime} \|^{2}=  \tag{5.10}\\
& =\int_{0}^{+\infty}\left[\left.\int_{0}^{+\infty} K_{1}^{(M)}\left(r, r^{\prime}\right) V\left(r^{\prime}\right) \psi_{n_{1} n_{2}}\left(r^{\prime}\right) d r^{\prime}\right|^{3} d r\right.
\end{align*}
$$

We put $n_{1}=n_{2}=0, \quad n_{0}=2$ and omit the indices $n_{1}, n_{2}$. Let $\psi_{i}^{(M)}(r)$ be the solution of the equation

$$
\psi(r)=F(r) \quad+\int_{0}^{+\infty} X_{0}^{(M)}\left(r, r^{\prime}\right) V\left(r^{\prime}\right) \psi\left(r^{\prime}\right) d r^{\prime}
$$

This solution has been found for any $M$ and, in addition, we have obtained for $0 \leq r \leq R$

$$
\lim _{\rightarrow+\infty} v(r) \psi_{N}^{(M)}(r)=\bar{C}_{N}^{(M)} \delta(r-a)+\chi_{N}^{(M)}(r)
$$

where $x_{N}^{(M)}(r)$ are quadratic integrable. The function $\psi^{(M)}(r)$ is, of course, not the solution of (3.1) since the r.h.s. of (5.10) is not zero for $\left.\left.\psi(r)=\psi^{(M)}\right)_{r}\right)$. However, let the constants $\bar{C}_{N}^{(M)}$ be bounded for all $M$ and $N$ and let for any $\epsilon>0 \quad M$ exist so that for any $M>M_{0}, M^{\prime}>M_{0}$

$$
\begin{equation*}
\left\|x^{(M)}-x^{\left(M^{\prime}\right)}\right\|<\epsilon . \tag{5.11}
\end{equation*}
$$

Hence two positive constants $B_{1}$ and $B_{2}$ exist for which

$$
\begin{equation*}
\left|\bar{C}_{N}^{(M)}\right| \leq B_{i} ; \quad \quad\left\|_{i}{ }^{M}\right\|_{i} \quad P_{2} \tag{5.12}
\end{equation*}
$$

It is practically impossible to verify generally :hether (5.11) is fufilled since the function $\psi^{(M)}(r)$ can be determined orily tumerically. However, rumerical results given in sec. V1 suggest that this assumption koids.

From (5.11) it followe that there exists a quaciratic interabis imit function y (s) $=-\lim _{i \rightarrow+\infty} \psi^{\text {(h) }}(x) \quad$ since

$$
\therefore \text { const. }!\left\|^{(M)}-\right\|^{\left(M^{\prime}\right)} \|^{2}
$$

With the help of ( 5.12 ) we further get (see moperativ c) :

$$
\begin{equation*}
\int_{0}^{+\infty} \int_{0}^{+\infty} x_{i}^{(M)}\left(a_{n}^{\prime}\right) V\left(r^{\prime}\right) t^{(M)}\left(r^{\prime}\right) d r 1^{2} d r=0\left(\frac{1}{\sqrt{M}}\right) . \tag{5.13}
\end{equation*}
$$

Consequently $\psi(s)$ is the solution of (3.1) tor $\psi_{0}+\ldots \infty$. in this way our method yields for a sufficiertly large $M$ an ápproximate solution of (3.1) with arhitrary accuracy.

## V. Numerical Resuitts and Conclusions

In this section we chack numerically some statements which we have not been able to prove senerally, ard demonstrate the practical applicability of our method. The calculations have been performed for the hard core radius $\mathrm{t}_{2}=0,4 \mathrm{f}$ and the corresponding value a $=0,1$, which gives $\alpha=0,35 \mathrm{f}^{-1}$ and $\mathrm{h} \omega=5,17 \mathrm{MeV}$.

First of all we must check the validity of the assumption (5.11) which proves for the hard core potential that the solutions of the iriite systems converge with increasing $M$ to the solution of the infinite system. Since the validity of this assumption and the conclusions based upon it do not depend on the attractive part of the potential, we have calculated only the case wher the potential contains no attractive part. To prove (5.11) it is now sufficient to show that ife quantities $a_{\nu} v$ converge with increasing $M$ to certain finite values. The numerical calculations have been carried out for $M=2,4 \ldots 22$. In the last case the algebraic system for $\quad x_{\nu N}$ consists of 78 equations. The number
n of iterations which gives the solution with the accuracy

$$
{ }^{(n+1)} a_{\nu N}-{ }^{(n)} a_{\nu N}<10^{-4}
$$

is about 25. This represents on the average for each value of ${ }^{2} v$ mpproximately one minute on a computer having 20000 operations per. sec.

From the definition of $a_{\nu_{N}}$ it follows, that all these quantities can be divided into different groups, each group consisting of the quantities with the common second index, $i_{0} e$. with the common function $v_{0} \psi_{\mathrm{N}}^{(\mathrm{M})}$ Then all members of the given group depend on $M$ in the same way and therefore we give from each group only $a_{N N}^{(M)}$. The results are given in table 1 where we have denoted

$$
\begin{aligned}
& R_{N}^{(1)}\left(M, M^{\prime}\right)=100\left|\frac{a_{N N}^{(M)}-a_{N N}^{\left(M^{\prime}\right)}}{a_{N N}^{(M)}}\right| \\
& R_{N}^{(2)}(M)=100 \left\lvert\, \frac{a_{N N}^{(M)}}{a_{00}^{(M)}}\right. \\
& a_{N N}^{(M)}=\lim _{v_{0} \rightarrow+\infty} \int_{0}^{\infty} \phi_{0}(r) v_{0} \psi_{N}^{(M)}(r) d t
\end{aligned}
$$

and defined the accuracy ${ }^{\prime} m$ ' $M$ of the solution for given $M$ and any $M^{\prime}>M \quad \epsilon_{M \prime M}=\sqrt{\sum_{N=0}^{M}\left[a_{N N}^{(M)}-a_{N N}^{\left(M^{\prime}\right)}\right]^{2}}=10^{-4}\left|a_{00}^{\left(M^{\prime}\right)}\right| \sqrt{\sum_{N=0}^{M^{\prime}}\left[R_{N}^{(1)}\left(M^{\prime} ; M\right) R_{N}^{(2)}\left(M^{\prime}\right)\right]^{2}}$.
From the table it is obvious that $a_{\nu N}$ corverge to finite values. Further one sees that for $N \geq 12$ the functions $\operatorname{limin}_{v_{0} \rightarrow+\infty} v_{\circ} \psi_{N}$ are very small, while those for
$\mathrm{N}=0,2 \ldots 10$ are important. Consequently the coupling in the system cannot be neglected and the triangular approximation which gives $y_{0} \psi_{N}=0$ for $N \neq 0$ is very rough. For comparison the only non-zero quantity given by this approximation is $\alpha_{00}^{(2)}=3,406$, while $\alpha_{00}^{(22)}=5,089$. The importance of the coupling is demonstrated in the last column where the solutions for $M=10$ and $M=22$ are compared. Although the functions $\lim _{v_{0}++\infty} v_{0} \psi_{N}$ for $\mathbb{N} \geq 12$ are very small, the complete neglection of them (ine. the case $M=10$ ) makes the accuracy about ten times worse than for $M=20$.

Further we have to prove numerically the convergence of the iteration method irvolving the attractive part of the potential. The calculations have been done for $\mathrm{M}=10$ for three potentials
(1) $V_{0}=450 \mathrm{MeV} ; \quad \mu=1,5 \mathrm{f}^{-1}$
(2) $\mathrm{V}_{\circ}=250 \mathrm{MeV} ; \quad \mu=1,25 \mathrm{f}^{-1}$
(3) $V_{0}=100 \mathrm{MeV} ; \quad \mu=1 \mathrm{f}^{-1}$.

For all cases the rate of convergence is approximately the same. The rosults for the first potential are given in table 2, and the functions $\psi_{N}$ (r) are plotted in fig. 2 and 3. Four iterations are sufficient to determine the values of $a_{\nu N}$ and $\vec{a}_{\nu N}$ with the error about $1 \%$. For each iteration approximately 20 minutes of computer time are necessary. The figures show that the attractive part shifts the functions nearer to the core edge and endarges essentially the derivative $C_{0}$. Since the most important part of $a_{\nu N}$ is the term containing $\bar{C}_{\mathrm{N}}$ (c. (5.3), we can expect that the quantities $a_{\nu N}$ which represent the hard core contribution to the matrix elements of $t$ will be influericed rather strongly by the attractive part. This is demonsirated quantitatively in the first and last columns in table 2. On the other hand the general form of the functions
$\psi_{N}(1)$ is influenced rather weakly. It can be thus expected that small variations of the attractive potential will not change these functions at all. We have irvestigated the effect of addition of two weak lons range potential (1) the repulsive Coulomb potential describing the $p-p$ electrostatic interaction, (2) the harmonic oscillator potential which is connected with the motion of the centre of mass of the whole nucleus (ref. 9). The influence of both these potentials upon the wave functions is negligible, which implies the possibility of solving the problem without these potentials and taking them into account only in the calculation of the quantities $\bar{a}_{\nu N}$.

Finally we have calculated for the case (1) in (6.1) the matrix elements of $t$ with $n_{1}=n_{2}=0, \quad n_{0}=2$, which contribute to the first and second terms of the expression for energy. These contributions are ( $00 / \mathrm{t} / 00$ )
in the first term, and $\underset{n=2}{\sum_{E_{0}}-E_{n}}\left(00 / t / 0_{n}\right)(0 n / t / 00)$ in the second term. From $\left(2.3^{\circ}\right),(2.7)$ and $(4.11)^{0}$ we find

$$
\begin{aligned}
& (001 \mathbf{t} \mid \mathrm{DO})=\mathrm{h} \omega\left[a_{00}+\bar{a}_{00}\right]=6,55 \mathrm{MeV} ;
\end{aligned}
$$

$t_{2}=-4,65 \mathrm{MeV}, \mathrm{t}_{4}=2,83 \mathrm{MeV}, \mathrm{t}_{6}=-1,33 \mathrm{MeV}, t_{8}=0,324 \mathrm{MeV} \quad, t_{10} 20,258 \mathrm{MeV}$. Since $t$ is hermitian we get $(00 / t / 0 n)=\overline{(0 n / t / 00)}{ }^{8}$ and if we resirict ourselves to $n \leq 10$ (the contribution of the term with $n=10$ is less than $0,05 \%$ ) we find

$$
\sum_{n=2}^{10} \frac{(00 / t / 0 n)(0 n / t / 00)}{E_{0}-E_{n}}=-\sum_{n=2}^{10} \frac{|(00 / t / 0 n)|^{2}}{h \omega}=-2,56 \mathrm{MeV}
$$

It should be noted that these quantities do not describe any real physical situation since we have considered only a one-dimensional case in Cartesian coordinates.

On the basis of calculations given in this section we can conclude that the proposed method for solving the BG equation is practically applicable. It gives the solution with arbitrary accuracy, the accuracy being determined only by the number of coupled equations and by the number of iterations. In addition a suficiently exact solution can be obtained using a middle-speed computer.

At present calculations are being performed in the three-dimensional case using the general internucleon potential of Flamada and Johnston and of the Yale group.

The authors are indebted to the Computing Centre of the Joint Institute for Nuclear Research and especially to Li Da-tu who carried out all the numerical calculations described in the paper. They also wish to acknowledge the help of the Numerical Computer Centre of Charles University and the Mathematical Laboratory of Czech Technical University in Prague in performing preliminary calculations.

## APPENDIX A. Kernels for the Integral Equations

We want to find an explicite formula for the function $G^{(n)}\left(r_{1}, r^{\prime}\right)$ defined by the relation (4.3). The function $G\left(r, r^{\prime}, z\right)$ given in ref. 7 for any complex $z \neq 0,1,2, \ldots$

$$
\begin{aligned}
& \omega(z)=-[1-\exp (-2 \pi i z)]^{2} 2^{1-z} \sqrt{\pi} \Gamma(-z)
\end{aligned}
$$

satisfies for any quadratic integrable function $f$

$$
\begin{equation*}
\int_{-\infty}^{+\infty} G\left(r, r^{\prime}, z\right) f\left(r^{\prime}\right) d r^{\prime}=\sum_{i=0}^{\infty} \frac{\phi_{j}(z)}{2(z-j)} \int_{-\infty}^{+\infty} \phi_{i}\left(r^{\prime}\right) f\left(r^{\prime}\right) d r^{\prime} \tag{A,2}
\end{equation*}
$$

i.e. (see (4.3). )

$$
G\left(i, r^{\prime}, z\right)=G^{(x)}\left(r, r^{\prime}\right) \quad z \neq 0,1,2, \ldots
$$

For $z=-N, N=+1,+2 \ldots$ the contour integrations in the expression for $\Phi_{0}(r, z)$ can be carried out and we get

$$
\begin{equation*}
G^{(-N)}\left(r, r^{\prime}\right)=-\frac{(N-1)!}{2 \sqrt{\pi}} D_{-N}(\sqrt{2} s) D_{\cdot N}(-\sqrt{2} t) \tag{A.3}
\end{equation*}
$$

where $D_{-N}(r)$ are the functions of parabolic cylinder, as defined in ref.5. Now let $n$ be a nonnegative integer and $x$ any complex number near to $n, z \neq n$. From (A,2) it follows

$$
\int_{-\infty}^{+\infty}\left[G\left(r, r^{\prime}, z\right)-\frac{\phi_{n}(r) \phi_{n}\left(r^{\prime}\right)}{2(z-n)}\right] f\left(r^{\prime}\right) d r^{\prime}=\sum_{\substack{k=0 \\ k \neq m}}^{\infty} \frac{\phi_{k}(r)}{2(z-k)} \int_{-\infty}^{+\infty} \phi_{k}\left(r^{\prime}\right) f\left(i^{\prime}\right) d r^{\prime}
$$

On the right hand side there is a function analytic in some neighbourhood of n . Hence

$$
\begin{align*}
& G^{(n)}\left(r, r^{\prime}\right)=\lim _{z \rightarrow n}\left\lceil G\left(r_{1}^{\prime} ; z\right)-\frac{\phi_{n}(r) \phi_{n}(r)}{2(z-n)}\right]  \tag{A.4}\\
& \\
& \text { We find }
\end{align*}
$$

Using (A.1) we find

$$
\begin{aligned}
& G^{(n)}\left[t, r^{\prime}\right)=-1 /\left[R_{n} 2+C-\sum_{i=1}^{n} \frac{1}{j} 1 \cdot \phi_{n}(r) \phi_{n}\left(r^{\prime}\right)\right.
\end{aligned}
$$

where the functions $h_{n}$ are defined by a reccurence formula

$$
\begin{align*}
& h_{n}(r)=\frac{1}{r}\left[\frac{H_{n}(r)}{n!}+2 r h_{n-1}(r)-2 h_{n-2}(r)\right] \quad n=1,2, \ldots \\
& b_{-1}(-r)=\frac{\sqrt{\pi}}{2} e^{r^{2}}[1+\Phi(r)] \quad \Phi(r)=\frac{2}{\sqrt{\pi}} \int_{0}^{r} e^{-u^{2} d u}  \tag{A.6}\\
& b_{0}(r)=\sqrt{\pi} \int_{0}^{1} e^{u^{2}[1+\Phi(u)] d u-1 / 2 C} \\
& C=0,577215 \ldots(\text { Euler constant) }
\end{align*}
$$

and satisfy

$$
\left[\frac{d^{2}}{d r^{2}}-r^{2}+2 n+1\right] \cdot \frac{1}{2} \sqrt{\frac{n!}{2^{n} \sqrt{\pi}}} e^{-\frac{r^{2}}{2}} h_{n}(r)=\phi_{n}(r) .
$$

From (A.2) and (A.2") we have also

$$
\begin{align*}
& {\left[\frac{d^{2}}{d r^{2}}-r^{2}+2 n+1\right] \int_{-\infty}^{+\infty} G^{(n)}\left(r, r^{\prime}\right) f\left(r^{\prime}\right) d r^{\prime}=f(r)-}  \tag{A.7}\\
& \begin{array}{rll}
-1 \phi_{n}(r) \int_{-\infty}^{+\infty} \phi_{n}\left(r^{\prime}\right) f\left(r^{\prime}\right) d r^{\prime} \ldots . . & n=0,1, \ldots \\
\ldots & \ldots \ldots & \text { other } n .
\end{array}
\end{align*}
$$

## APPENDIX B. Evaluation of Integrals

Let $f_{a}(\mathrm{r})$ and $\mathrm{g}_{\beta}(\mathrm{r}) \quad$ satisfy

$$
\left.\left(\frac{d^{2}}{d r^{2}}-\mathrm{r}^{2}+a\right) \mathrm{f}_{a}(\mathrm{r})=0 \quad\left(\frac{\mathrm{~d}^{2}}{d \mathrm{r}^{2}}-\mathrm{r}^{2}+\beta\right) \mathrm{g} \beta^{(\mathrm{r}}\right)=0
$$

Then

$$
\begin{gather*}
f_{a}^{\prime \prime} \mathrm{g}_{\beta}-\mathrm{f}_{a} \mathrm{~g}_{\beta}^{\prime \prime}=(\beta-a) \mathrm{f}_{\alpha} \mathrm{g} \beta \\
\int_{0} \mathrm{f}_{a}(\mathrm{r}) \mathrm{g}_{\beta}(\mathrm{r}) \mathrm{dr}=\frac{1}{\beta-a}\left[\mathrm{f}_{a}^{\prime}(\mathrm{r}) \mathrm{g}_{\beta}(\mathrm{r})-\mathrm{f}_{a}(\mathrm{r}) \mathrm{g}_{\beta}^{\prime}(\mathrm{r})\right]_{0}^{a} \tag{日1}
\end{gather*}
$$

provided $\quad a \neq \beta$.
In this way the integrals

$$
\begin{aligned}
& P_{N}=\int_{0}^{a} \exp \left(-\frac{r^{2}}{2}\right)_{1} F_{1}\left(\frac{v_{Q}}{4}+\frac{N}{2}, \frac{1}{2}{ }^{2}\right)\left[D_{-N}(r \sqrt{2})+D_{-N}(-r \sqrt{2})\right] d r ; \quad j_{\mu \nu}=\int_{0}^{i} \phi_{\mu}(r) \phi_{\nu}(r) d r \quad \mu \neq \nu
\end{aligned}
$$ can be evaluated. To evaluate the last integral for $\mu=\nu$ we use simple proper ties of the Hermite polynomials and get a reccurence formula

$$
\mathrm{j}_{\nu \nu}=-\frac{1}{\sqrt{2 \nu}} \phi_{\nu}(\mathrm{a}) \phi_{\nu-1}(\mathrm{a})+\mathrm{i}_{\nu-1}, \quad \nu-1 \quad \quad \nu=1,2, \ldots
$$

or explicitely

$$
\begin{equation*}
\mathrm{j}_{\nu \nu}=\frac{1}{\sqrt{\pi}} \int_{0}^{a} e^{-t^{2}} \mathrm{dt}-\sum_{\mathrm{n}=1}^{\nu} \frac{1}{\sqrt{2 \mathrm{a}}} \phi_{\mathrm{n}}(a) \phi_{\mathrm{n}=1}(\mathrm{a}), \quad \nu=0,1, \ldots \tag{B,2}
\end{equation*}
$$

Further using (A, $0^{\prime}$ ) we can evalwate integrals containing $h_{n}$ in the same way as in (B.1)

$$
\begin{align*}
& L_{0}=\int_{0} e^{-r^{2}} F_{1}\left(\frac{v_{0}}{4}, \frac{1}{2}, r^{2}\right)\left[h_{0}(r)+h_{0}(-r)\right] d r  \tag{B.3}\\
& K_{0 \nu}=\int_{0}^{n} \exp \left(-\frac{r^{2}}{2}\right)\left[h_{0}(r)+h_{0}(-r)\right] \phi_{\nu}(r) d r \quad \nu \neq 0 .
\end{align*}
$$

Only for $\nu=0$ the integration must be carried out numerically which is, however, very simple since, a is smaller than unity.

## APPENDIX C, Estimation of the Kernel $\mathbb{K}_{1}^{(M)}$

We derive (5.13) assuming that (5.12) is valid. From (3.2) it follows

Using ( $5.8^{\prime}$ ) we get

Then

$$
\begin{aligned}
& \int_{0}^{+\infty}\left[\int_{0}^{+\infty} K_{1}^{(M)}\left(r, r^{\prime}\right) V\left(r^{\prime}\right) \psi^{(M)}\left(r^{\prime}\right) d_{r}^{\prime} \|^{2} \mathrm{dr} \leq \sum_{N=0}^{\infty} \int_{0}^{+\infty}\left\{\left[\sum_{N=0}^{\infty} C_{N^{\prime}}^{-(M)} K_{(1) N N^{(M)}}^{(r, a)}\right]^{2}+\right.\right.
\end{aligned}
$$

We shall estimate succesively the three terms in the square bracket.

1) The functions $\phi_{n}(r)$ are orthonormal on the interval $(-\infty,+\infty)$ i.e.

$$
\int_{0}^{+\infty} \phi_{p}(r) \phi_{m}(r) d r=\frac{1}{2} \delta_{n m}
$$

if $n$ and $m$ are of the same parity. Hence by (3.2)

Interchanging the order of summations we get

$$
\begin{aligned}
& \sum_{N=0}^{\infty} \int_{0}^{+\infty}\left[\sum_{N^{0}=0}^{\infty} \bar{C}_{N}^{-(M)}, \mathbb{K}_{(1) N N}^{(M)}(r, a)\right]^{2} d z= \\
& =\sum_{\nu=M+1}^{\infty} \frac{1+(-1)^{\nu}}{4 \nu^{2}} \sum_{N^{\prime}=0}^{\nu} \sum_{\bar{N}=0}^{\nu} \phi_{\nu \cdot N} \text { (a) } \phi_{\nu-N^{\prime}}(a) \bar{C}_{N^{\prime}}^{(M)} \bar{C}_{N_{N=0}^{(M)}}^{\nu} \sum_{\nu N N} \sigma_{\nu N N}=
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.+\frac{1}{\nu}\left[\sum_{N=0}^{\nu} \sqrt{\binom{\nu}{N}(2 N}-\nu\right) \bar{C}_{N}^{(M)} \phi_{\nu \cdot N}(a)\right]^{2}+\frac{1}{\nu}\left[\sum_{N=0}^{\nu}(-1)^{N} \sqrt{\nu(\nu} N_{N}^{\nu}(2 N-\nu) \bar{C}_{N}^{(M)} \phi_{\nu=N}(a)\right]\right\} .
\end{aligned}
$$

Here the orthogonality properties of the coefficients $T$, which give

$$
\sum_{\mathrm{N}=0}^{\nu} \sigma_{\nu \mathrm{NN}}, \quad \sigma_{\nu \mathrm{NN}} \overline{N_{N}} \quad=\sigma_{\nu \mathrm{N}} \mathrm{~N}^{-} \quad \nu \geq 2 \mathrm{n}_{0}-2
$$

and the explicit form of $\sigma_{\nu N N}$ for $n_{0}=2$, have been used. Further we get

$$
\begin{equation*}
\left[\sum_{N=0}^{\nu}( \pm 1)^{N} \sqrt{\left(\sum_{N}^{\nu}\right)} \bar{C}_{N}^{(M)} \phi_{\nu=N}(a)\right]^{2} \leq \sum_{N=0}^{\nu}\binom{\nu}{N}\left(\bar{C}_{N}^{M}\right)^{2} \sum_{N=0}^{\nu} \phi_{\nu \cdot N}^{2}(a) \tag{C.3}
\end{equation*}
$$

and with the help of the Christoffel-Darbowx formula for the Hermite polynomials and the asymptotic behaviour of $\phi_{n}(r)$ for large $n($ ref. 10) we find

$$
\sum_{N=0}^{v} \phi_{\nu-N}^{2}(a)<0(\sqrt{v})
$$

Finally by (5.12) the inequality (C.3) becomes

$$
\begin{equation*}
\left[\sum_{N=0}^{\nu}( \pm 1)^{N} \sqrt{\left(\sum_{N}^{\nu}\right)} C_{N}^{-(M)} \phi_{\nu \cdot N} \text { (a) }\right]^{2} \leq 2^{\nu} B_{1}^{2} O(\sqrt{\nu}) \tag{C,4}
\end{equation*}
$$

Similarly we obtain

$$
\begin{align*}
{\left.\left[\sum_{N=0}^{\nu}( \pm 1)^{N} \sqrt{(\nu}\right)(2 N-v) C_{N}^{(M)} \phi_{\nu=N}(a)\right]^{2} } & <B_{1}^{2} 0\left([\sqrt{\nu}) \sum_{N=0}^{\nu}(V)(2 N-\nu)^{2}=\right. \\
& =B_{i}^{2} 2_{\nu}^{\nu} O(\sqrt{\nu}) \tag{C.5}
\end{align*}
$$

Then it follows from (C.2) that the first term in (C.1) behaves asymptotically as $0\left(\frac{1}{\sqrt{M}}\right)$.
2) For the second term in (C.1) we find
 The double sum cam be estimated as in (3.5) and hence the second term in (C.1) behaves as $O\left(\frac{1}{\mathrm{M}}\right)$.
3) From (3.2) it is obvious that the third term can be obtained from the first replacing $\overline{\mathrm{C}}_{\mathrm{N}}^{(M)} \phi_{\nu-N}$ (a) by ${ }_{\mathrm{R}}$

$$
k_{\nu \cdot N}^{(M)}=\int_{0}^{R} \phi_{\nu=N}(r) x_{N}^{(M)}(r) d r
$$

Since

$$
\sum_{N=0}^{\nu}\left(k_{\nu-N}^{(M)}\right)^{2} \leq \sum_{N=0}^{\nu} \int_{0}^{R} \phi_{\nu-N}^{2}(r) d r \int_{0}^{R}\left(x_{N}^{(M)}(r)\right)^{2} d r \leq B_{2}^{2}
$$

we find

$$
\begin{aligned}
& \left|\sum_{N=0}^{\nu}( \pm 1)^{N} k_{\nu=N}^{(M)} \sqrt{\left(N_{N}^{\nu}\right)}\right| \leq \sqrt{2^{\nu} \sum_{N=0}^{\nu}\left(k_{\nu \cdot N}^{(M)}\right)^{2}}<2^{\frac{\nu}{2}} B_{2} \\
& \left\lvert\, \sum_{N=0}^{\nu}( \pm 1)^{N} k_{\nu=N}^{(M)} \sqrt{\left(N_{N}^{\nu}\right)(2 N-\nu) \left\lvert\, \leq 2^{\frac{\nu}{2}} \sqrt{\nu} B_{2} .\right.}\right.
\end{aligned}
$$

Hence

Consequently from (C.1) we get

$$
\int_{0}^{+\infty}\left[\int_{0}^{+\infty} \mathbf{K}_{1}^{(M)}\left(r, r^{\prime}\right) V\left(r^{\prime}\right) \psi^{(M)}\left(r^{\prime}\right) d r^{\prime}\right]^{2} d r=0\left(\frac{1}{\sqrt{W}}\right)
$$
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Table 1


| * | (ni ${ }^{\text {a }}$ NN | $\omega^{\bar{a}} \mathrm{NN}$ | (1) ${ }^{2} \mathrm{NN}$ | ${ }_{11} \bar{u}_{\mathrm{NN}}$ | $122^{2 / \mathrm{Na}}$ | $0 \pi^{\circ} \mathrm{x}$ | (3: "ny | ${ }^{-}$ | (4) Na | $(4)^{-} \text {NN }$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ( | 5,035 | 0 | 5,399 | -3,695 | 5,656 | -4,290 | 5,799 | - $-4,45$ | 5,966 | -4,499 |
| ? | -1, 307 | 0 | $-1,09 ?$ | 0,637 | - - , 043 | 0,539 | -I,016 | 0,j\% | -1,003 | 0,544 |
| 4 | -0,819 | 0 | -0,737 | 0,543 | -0,691 | 0,534 | -0,662 | $0,1,96$ | -0,647 | 0,473 |
| 6 | 0.633 | 0 | 0,530 | -0,339 | 0,520 | -6,390 | 0,206 | -ir, 3 | 0,200 | -0,29 |
| 0 | -0.0242 | 0 | -6,217 | 0,128 | -0,209 | 0,126 | -0.205 | 1), 12 I | -0,20y | $0,1 \mathrm{l}$ |
| i11 | 0,0414 | 0 | 0,0387 | -0,0239 | 0,037? | -0,0236 | (1,3\%1 | -0,0<2b | 0,0369 | -0,0224 |



Fig. 1. The correct form of the EP for $n_{0}=2$ excludes the points marked with a black circle and allows those marked with a light circle. The modified form used in (3.7) allows all states above the solid line and excludes only the black circles below it (the case $M=8$ is demonstrated as an example). The dashed line illustrates the triangular approximation.


Fig.2. The solid curves represent the solution for the first potential in (6.1). For comparison the "unperturbed" function $\phi_{0}(r)$ (dotted line) and the function $\psi_{0}(r)$ for the potential without attraction (dashed line) are given. The functions $\psi_{8}$ and $\psi_{10}$ are not plotted since they are very small if compared with $\psi_{0}$.


Fig.3. The solutions for the first potential in (6.1) (solid lines) and for the potential without attraction (dashed lines) are compared.

