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For estimating the probabilit;? of the multiple production the covariant expression for the phase volume 

in the momentum space begins recently to be more frequently used. It is applied as m original model ( the 

covariant mode/
1"6/), and as a component of the calculations by the Chew-Low scheme 171. For the cal-

culations of the cova~iant phase volume the recurrent relations are usually used. They are the basis for the 

tables and graphs/4,8/ on which the phase volume is plotted against energy for some reactions. The analy­

tical formula/1•9-ll/ are known only for some limite ( by the masses) cases, for the production of three 

particles and for any number of identical particles 18/ *. The finite expressions for the phase volume cif 

arbitrary systems of particles are absent. 

This paper makes an attempt to fill up the gap. A new principle is formulated of drawing approximate 

formulae for the phase volumes followed up to the calculation formulae in case of the covariant· phase space 

integrals. In conclusion the. fitness of these phase volumes for the calculations of the average particle pro­

duction multiplicity is shown. · 

1 The Principle of Levelling the States 

This principle is widely used in the calculation of multiple integrals by the \1onte-Carlo method and is 

known as 'importance sampling'. As far as we know, to use it as an analytical method is something ~ew. 

\feanwhile, the analysis of the application of the 'importance sampling' at the electronic computers shows 

that this procedure is most succesful, when it reduces to the (analytical) change of the integration vari: 

abies decreasing the variation of the integrand. 

The speed with which the \fonte-Carlo process converges to the magnitude of the integral S= J'll(c;} dd 

is given by the formula ** 

where 

N= _TJ_a', 
( 

1\l' is the necessary number of random points 

1-_1_ is the reliability of the result 
1) 

£ is the relative accuracy of the result 

The formula from/la/ cannot be used beoauee ~f a misprint. - ~ It Is assumed here that the pointe a are distributed over the Integration region uniformly. 

(l) 
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o .2 
is the degree of the variation II> (;) 

82 = T s2 
S2 

2· ... 
T=Jifl (iOda 

(2) 

(3) 

~lence it is seen that the convergence may he accelerated whatever much by decreasing o 2 
; in the 

limit 1> {~) ... Const o: ... o . It is possible to achieve the decreasing 1)f o• by such a choice of the 

variables which makes the integrand ( in new variables ) more close to the c'onstant, levells it. 

The levelling principle may he also serve for the analytical calculation of the integral S. Let there be 

found such a change of the variables that in new variables o 2 is a small number throughout the interval 

of the cnange of the parameters on which the integral depends. Then, instead of the formula for S one may 

make an attempt to draw a formula for the calculation T (3), and S will he then determined from (2): 

s = l 
Yrl=+=o=:z-

vT ~.rr (4) 

Thus, inst.ead of the integral of the function the levelling makes it possible to calculate the integral 

of the· squared function; it may tum out that the l~tter problem is simpler ( say, if 1> (tt) is the product of 

the square roots ), 

Moreover, formula (2) may be generalized. ·If 1> (~ is close to the constant, then, for some sequence 

of the operations F the quantity 

0
2 

E 
J F (1> ((;)) d;; - F (.fifl ((;) d tt) 
- F(f1><'t)d(;) 

(5) 

: is close to zero. As F (x) may he. chosen the operations X~ x:f , ln X • etc, and their choice depends on 

the form of the function ~ • 

If fF (1>(;;))d~ is calculated easier than J1>(a) da, then 

J<ll (~) d: ~ F"t fF (41(;))d ~ 
l + 82 

(4~ 

Another method of calculating the integrals of the levelled functions consists in applying to them a theorem 

of the mean 

l· 
;. 
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(6) 

For the functions which change little over the integration interval, it is easier to find the dependence 

of the point position ';ron the integral parameters. 

Although the idea of the levelling is very simple, a concrete application of formulae (4) - (6) requires 

further efforts. The search for the levelling substitutions a -+ a'-, the proof ·of the smallness l)2 , -~he prin­

ciple of the choice of the ~ean point';Y depend upon the skill of the calculator.* 

However, if applied to the phase volumes the matters become simpler in view of their generally known 

monotony with respect to the change of one of the volume parameter ( the kinetic energy of the system r n 

or the mass of one ol the particles mk) lor the fixed values of other parameters. Further, in the limiting 

· cases of the ultrarelativistic ( fL = m + ... + m = 0 ) and non-relativistic { r << fL ) particles the 
n 1 n n n 

phase volume is calculated accurately. Therelore, it is possible: 

1) to look for the representation levelling the density of the states ~ (a) in these limiting cases ; 

2) to become convinced in the smallness ol 8 2 in the limiting cases as well; 

3) to search lor the mean point':: so that in the limiting cases (6) would he accurately satisfied~ 
Further, these principles wi II he applied to the covariant phase volume. 

2. Levelling Representations. 

and with the energies e , ... , e , with the total energy M is 
1 n n 

The covariant phase volume of n particles with the ~asses m , ... , m , the momenta p , ... , p 
1 n 1 n 

Sn(M) = f-=---"'-dJ--'P"-'''---''.!.:"....,.=i_p"""""---84( p + ... +p - p ), P 2 = -M2. 
2 e 1 2 e 0 t n n n n {7) 

It may be translormed into a repeated integral/ll/ 

n•t r ~ 
( 2n) (dr fd~ 
<l \1 n-1 n-2 
~ n 0 0 ... p2 ' (8) 

where 'Tk is the kinetic energy of particles 1, 2, ... , 1< , in their rest system, P.t is the momentum ol the 

* 
Sometimes physical ocnslderatlons may help the searching of the levelling representations, 
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particle k in this system *. pk depends upon~_ 1 , ... , ~ , according to the recurrent formulae 

-2 
Pk = [( Mk-m/- ~!-1] [ ( Mk + mk)

2
-Mk:1] 

4M 2 
k 

Mk = r-k + p. k ·: 
-
r1 = 0 

P. k·. = m 1 + '" + mk • 

(9) 

(10) 

(11) 

The integration region in (8) can be transformed in a many-dimensional unit cube in many ways. Two such 

changes of variables used in/ll/ are levelling ones. 

A) a method of ordering the energies. Let ~ be commutation operator of the numbers r 
n-1 ... 

ing a certain vector r ) in the order of increasing. Let us determine the function ci> = p 
n 

, ... , ~(form­

... p given on 
2 

the simplex rn ~ ... :<!r2 in all the hypercube in the following manner 

!l> (;)=cf>(~;). (12) 

In other words, the values of the function II> at the point with arbitrary coordinates ( ~ ~) are equal to its 

value at the point with the ordered ( commutated in order of increasing ... < r ::; r < ... ) energies • 
. -k k+l-

Let us make the substitution 

rk = rn a k • 

It will lead to 

S"(Mr= (211)""
1 

n " ( ~ n- 2)! 

n-2 
T 

\1 n 

I I n 

f ... fda ... da l1 p 
n•l 2 2 k 

0 0 

m a method of covariant levelling consists in the two-staged change of variables 

rk "'rk+1 YX-;; ( k = n - 1 ; ... , 2) 

k-1 k 
ak = k xk - ( k - 1 ) xk 

Now (8) turns into 

S <M ) n n 
( 1T / fl )n-1 2n-3 1 • n • 

r f ... fda ... da (1 Pt 2rk 
M n-1 2 2 r 2 ·- 1' 2 

n 0 0 k k-1 
(n-2)! (n-1)! 

*It compared with /It/the order of the enumeration Is Inverse. 

(13) 

(14) 

(15) 

(16) 

(17) 
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(n-2)! (n-l}! 

7 

n 

1 ---- n rk 
O-x ) 2 

k 

To prove the ·levelling properties of the substitutions A and n we calculate 82 (see (2)) for the limiting 

cases a ( ll n = 0 ) ~nd {3( r n < < /-(0 ) • In these cases (14) and (17) are divided into the product of the 

one~dimentional integrals wha~ makes the calculation easier. The expressions for S are already 
n 

known /1,9,11/, there remains only to calculate T (see (3) ). 

A) Here 
2 I I n 

...[A) ( 2 71 
)n•l n-2 

Tn ( Mn ) = J 1>2 d1z = [ r 
21\f (n-2)! 

] f ... (dan·l ... da 2 ~ p= "' 

2 

-fAJ{M ) = (2") 
n n n- 2 

n 0. 0 

I an·l a n 

]a 1 a I1 -2 
r-nn fda fda ... fda 2 p 
\D:-21: · n·l n·2 

0
· 2 k 

0 0 

r 
n·2 n 

Tn { d-----rJT. ~-1 
n 0 

-2 • 2 
p a ~'I"·' 

'f""' 
n•l 

IJy a direct calculation from (19) and br the induction methocf from ( 20) it is- p_ossible to get 

A a) for lln = 0 
3n•$ 2n··2 4n·B 

2 7T 'n T = ~----~~~----~~~--~ n ( n - 2 ) ! ( 3n - 4 ) I ( 3h - 2)--

Taking into account that 

we obtain 

Sn•1 2 

(19) 

{20) 

(21) 

(22) 

2 (n- 2)! ( n -1) ! _ 1 
( 3n - 4 ) ! ( 3n - 2) 

8
2 

=. 22; 8
2 =. 96; ... ; 8

2 = 3.1; ... (23) 
3 4 10 . 

A ,8) for r n < < It n 

<r- - r- > 
k k·t 

(24) 



so that 

Comparing with 

we get 

!3 

( 23 71 1 n·l 
Tn= 4 ( n- 2)! (2n- 3)! 

s.2 
nrr<<IL> '!.. n 

n •I 2 

( 2 rr)3(n·l~ 
2 2 " 1 2(3t2(n-1)) 

n 

n m 
I k 

n 

Ill 
n 

3n•5 
T 
n 

IT m r 3n·S 
1 k n 

ILS 
n 

[;
2 = (4/rr) ['(3/2(n-1)) -1; [; 2 = .08, 5 2 = .24; ... 5 2 =. 79; ·:: 
" ( n- 2)!(2n-3)! 3 5 · ro 

(25) 

(26) 

(27) 

.2 
The monotony of 8 with respect to the change of the parameters follows from physical considera· 

. 2 
tions (see also Table 1 ). Therefore, for any \1 , m

1
, ... , m . 08 < 82 < .22; .21 < 5 < .96; ... so 

. .n n - 3- - 4 -

that for n = 3,4 , the representation ( A) w•e have is a levelling one. 

B) For this choice of variables 

(B) 
71

2 (n•l) T 2 (n·2) 
Tn = a 

[ ( n-2)! ( n • 1 ) ! M ] 2 

1 1 n·l n 

f ... fda ... da fl 1 ll i)2= (2B) 
0 0 n•l 22 xk·l (1-x)22 k . 

n k k 

2 (n·t) 2 (n·2) 
'IT Tn "" 

l l n·l n 1 
(n-2)! (n-1)! M; J ... fdx ... dx n 

0 0 
n•l 2 2 xk<1-xk> 

IT p 2 
2 k 

or 
(B) 

Tn (T'n) = 
2rr 2 T 2n·2 

( n-2) (n-1} \1 2 
n 

flence, for lln = 0 follows 

13 a) T 
2 

s 

T 
n 

Jdr 
0 n·l 

2 

-,2n•5 

n•l 

[; = 0. 

n 
T 2 
n-l 

This is also seen from (17) where the factors at lln = 0 are all equal to 1. 

B .8) rn < < lln 

2 
p 

k 

Now ( see (24) and (15)) 

'>1 
2m k ILk~!_ Tn Xn·l 

>n '>i 
... x (1-x 

k k-1 
Ilk 

Tn.z(Tn-z). 

(31) 

) ' (32) 

(29) 

(30) 



and 

The integrals 

u
2 

=ln2, 

k-3 
-r-

1 X k 

uk = l,~ J dxk---
0 l+x~~' 

so that we have k 

02 = £ r 2 
(3/2(n-l)) 

n rrn-1 (n-2) !(n-1)! 

9 

n 

n I 

11 f dx 
I O k 1 + x'~> 

k 

(33) 

are calculated by the for'llula 'lk= __ l_ - u k·l , 
~-2 

n-1 

n uk -1; 
2 

2 2 2 0 =.01; 0 =.13; ... 0 = 1.13; ••• 
3 4 10 

2 
So, the representation l1leads to comparatively srnall o even for n ;; 10. 

3 . Calculation Formulae 

l1eing aware of the levelling representations, one can proceed to the deduction of approximate formulae 

for t?e phase volume. We have already seen that the approximate constancy of the density of the states 

1> (-;; ) in the ; - representation may be used in two ways: 1) by reducing according to (4) the calculation 

of the phase volume to that of the integral of the square of the state density and 2) by applying the theorem 

of the mean. 

1 method. From (4), (19), (20), (28)- (30) we get 

T 

df" J
-1 

n-2 
0 

-
T 
3 •;, 

... fdT p 2 
... p-1 , n=3,4 

2 n 2 
(35) 

( n = 3- 10) 

The accuracy of (35)- (36) is rather high. So, even for n = 20 (36) gives the inaccuracy of not more 

than 25%. 
y, 

S
20 

= ( 1.0 ;.. o.5 ) 1~ 0 

especially i£ we take for 8
2
the expression 

y, 2 

8 2 =(1-' /M )8 
n n r << 1-' 

n n 

( see (34)). 
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It follows from (9), (10) that j:i2 is the rational function r , ... , T, 
k k·J • Therefore, the integrals in (35)-

• (36) are expressed in elementary functions. 

So, for n =3, it follows from (35) ·· 

y, 
S3 = ( .93 ~ .03 ) T3 

4 '!/2 '1/2 
T3 = !! 'j_ [ a, - a2 

4\f3 . 7 

3/2 3/2 4 . 

1/2 6/2 4 
a, -a, :£ a + 

5 1 I 

a 3 -a2 -;'· 
+- _.,.a

1
a

1
-

1 t> J 

-- - - • __ 4 
a 1 a 4 v'(a2 a 3) (ya3 -va 2)(y(a

2
a)'£ a"/+1)], 

t 

2 2 
a 1 =(m +m); a3 = (M

3
+m

3
) 

1- :1 -
2 4 

.-\n exact formula for three arbitrary particles is much more cumbersome. /11/ 

(37) 

From (36) one can g"et a simple formula for the phase volume of n-1 ultra-high energy (mk =0) 

particles and one arbitrary particle with the mass m = m ( cf. with ( B.3) in /ll/ ). Having substituted 
n 

into (36) -2 = (~ -~:,> [( 2m+r,): 'f,;?.,J and T = S2 we et 
':.~t ( 2 M )2 n•l n•l ' g 

n 

r>-_l 2n·3 
2 s ( M ) = - ( rr /2) Tn J v' [ t- m M, ( n- l) + r ] 

" n Jl+o~ (n-1}1 (n-2)! M, " 
{38) 

. 2. The seeond method. The theorem of the mean in the combination with the represent£t bn B will 

give an approximate formula 

n•l r.-2 
S"" rr r, 
n- (n • 2)! ( n -1 ) ! M n 

n·l l 

fi --=-1<-,_;.. I 1-x ) 
2 x 2 , k 

k 

(39) 
n-.~ 

9iik 

-
where Xk , p k ( k= 2, ... , n ·1) must be taken at a curtain intermediate point. To find it we require that 

(39) would be fulfilled exactly in the non-relativistic case for all n ( in another limiting case (39) is 

fulfill~d automatically). This leads (see (25) and (32)) to the equation for X , ... , )( 
2 n•t 

n.::J._ (3/ 2)(n·l) 
2 2 Tr ( 

f' ( 3/2 ( n ·1)) 
rn r ... TTt 0 

fl 3 
n 

y, ~ 
) T 2 = 

n 

.a:.L ..J.a.:!.L 
2 2 rrn·t T 2 ( 

(n-2)! (n- l)! 

t I n·t 
·./1 - ,f)Zk 

m, ... 'Tln 

fl. 3 
n 

X f ... fda t .. , da {1 
n• 2 

2 ...1c.oJ_ ( 1 - )( ) X 4 k 0 0 
k 

y, 
) X . (40) 
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hence n-1 
rr-:z- ( n- 2) !(n-1)! 

2f' (3/2 (n-1)) 
(41) n-t I y'1-fuXk 

n fda 
2 o k x:,F U-:-x;/ 

Let xk = Xk be chosen for k = 2,3, ... , n - 2 so that 
n•:Z 

rr 2 (n-3) I (n-2)! 

2 r (3/2(n-2)) 

then for xn-t 
IV 
X the equation is obtained by the theorem of the mean 

n-t 

Vii'< n- 2) (n-1) f'(3/2(n~2)) (42) 

x¥ < 1-x > 
n-t· a-t 

r (3/2(n-1)) 

lt is necessary to choice the least root of (42). The roots (42) X =X should then be substituted into 
n•l n•l 

(39) F < 10 h 
. . ..,y, 

. or n _ , t e quanhttes X 
n•l 

and the coefficients 

n-t 
TT n•l 1 

en "' ( n - 2 ) ! ( n -1 ) ! ~ ~<1-x > 
k k 

(43) 

are listed in the Table 2. Finally, we have the formula applicable for any masses and energies 

n• 2 

Sn = en _'n:; ...... -
Mn 

- ..,y, 
r k·t = r k X k-t 

... P:z 

2 2 2 
~ +·.mk - Mk-t 

2\h 

(44) 

'tr ~-~ + Ilk_, 
(45) 

This formula for different m k up to n =·10 was compared with accurate values of S n calculated by the 

tables from/8/. For identical particles ( see the Table 3) its error is not high than 3% ( by the waf, for thjs 

case in /8/ a more convenient formula (10') is found). For non-identical ( by their mass) particles the order 

of their enumrration affects the magnitude of the error. The best order of enumeration is symm~trical ( see 

the Table 3 ). When the mass of only one particle is different from the rest ones (e.g., in the system 

N rr ... '" ), then the number [n/2] + 1 has to be ascribed to it; if as in the system 2Nir ... IT two par· 
~ ....,.. 

ticles have the same mass, and the other ones ·have a different mass, then the mean numbers [n/2]+ 1, 

[ J_~/2] + 2 are also ascribed to these two particles; when there are three kinds of particles (just as in 
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K I II' ... rr) the best enumeration is 11'7T7riKmm. For 3 -4 particles the accuracy is little dependent on the 

order ol enumeration. Two opposite orders (e.g., 3774~311' and 2~677~~) lend to the errors of the opposite 

sign so that the mean geometric value gives an increased accuracy. Up to n = lO it is possible by using 

such methods to gain the accuracy not lower than 6%. 

IE r12 «1-'n the calculation of pk by (45) may be followed by the loss in accuracy. In this case p k is 
better to be calculated by (24). 

"late, that by (44) the distribution by the effective mass of group of particles can be expressed in a 

closed lorm ( but not in terms of an integral as usual). . 

IE out of n particles, v have the masses m11 , ••• , m
1
v and the effective mass m .,

11 
, and the rest 

n -v particles have the masses m~ ..... , m , and it the phase volume of any k particles with the 4• 3,n.v . 

masses m 1 ... , m and the energy M are to be denoted by S ( M; m ••• m ), then from (2.20) (11 ] 
1 k k l k 2 lollows · 

~ ""2rn 11 Sv(m 11 ; m11 •• m1v) S ..... 
1

( M ; m 
11 

m 
1 
... m ) (46) 

m, 11, e e """' n e 2 2,n.v 

4. Comparison of the co-variant model with experiment 

The formulae of the present paper and the tables ol paper/8/ allow to compare the predictions of the 

co-variant model with the experiment. It has been already compared with the experimental data on pp·scat· 

tering 1
2
1 and, in the main, on the pair annihilatio/3:4•13•141. In these papers it has been emphasized 

that this model reflects satisfactorily dil!erent mean characteristics of the multiple production. 

It remains, however, obscure how to choose the only !itting parameter of the model k ( see/2/) or,\ 

( see below ) lor pp·interaction '• 

The expression lor the statistical weight of the reaction may be put as i/61 either in the f~rm 

) " n•l n ( ( 4rr/3) (,\/ rn 
) f II 2m S ( M ) 

w Cl 

8rr" T,S l k n n 

n 

or 
(47) 

" n•l n W •( (4~r/3)(A/rn 17 ) ma +rnb 
) f II 2rn k S n ( ~~ n ) • ft BIT •,f n T,Sl (4R) 

Here 'llrr is the meson mass, a and b are two colliding particles, f:r,sgivesthe number of isotopic and 

spin states. (48) is written so that it would coincide with the Fermi model in the non~ relativistic case. 

For the annihilation of NN at rest there is no difference between (47) and (48), In 121 formula (47) was used 
(without 112m ), 

It 
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To compare these two ways of introducing the paramett.r ,\ the data on inelastic pp-scattering at 

9 Be V [ 15] were taken. The average multiplicity is here ~ = 3.34 : 0.6 • The calculation of the probabi­

lity of 1-9 meson production ( b/8/ and (44)) has shown that such ;
8 

is obtained if in (47) ,\ is taken 

to be . 75 or in (48) to be l. For these two values of,\ the calculation was then made for the energy range 

from 1,5 up to 23 Be V (Table 4 ). In another Table 5 the distribution in the number of prongs is compared 

with experiment ( a list of experimental data was kindly communicated by I.M.Gramenitski whom the 

author expresses his gratitude ). 

It follows from the tables 4,5 that (47) for ,\ =. 75 and (48) for ,\ = 1 are both in good agreement with 

experiment. If one considers that,\= 1 is an exact number, but not a fitting parameter, one can prefer (48). 

Then the final calculation formula is as follows 

n-1 n 

(49) f ij 2 mk S ( M 
T,S n n 

Further, it follows from the same tables that the covariant model agrees with the experimental data just as 

well as the Fermi model. Since the calculation formulae for th~ first of them are simpler the covariant phast 

volumes can be recommended for estimating the average multiplicities or mean momenta/6/, as well as for 

the calculations by the Chew-Low scheme. 

5. Some words about the calculations of the Fermi model 

To check the assertion about the monotony Snwe have made the calculations of the statistical weight 

by the \fonte-Carlo method ( using B ). Some results are presented in Table 1. The Fermi model was calcu­

lated in this way together with the covariant model. As these calculations have shown : 1) The quantities. 

8:1 up to the multiplicities n = 16 - 20 are of the same order and small enough in both models; 2) Therefore, 

(see table 6) the calculation of the Fermi weight Snby the Monte-Carlo method upton =·20 with an accuracy 
3 

of 5-10% takes 5-10 minutes at the electronic computer \1-20 ( N = 10 ). This time should be compared 

with 10
3

hours necessary for the calculation of S n for n = 12- 14 by the method used at CEnN/18/, 

The author is grateful to L. Isajeva, V.Khlaponina, and V.Komolova for making necessary calculations. 
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Table I. 

Linear dependence o! 8
2 

on {J.tn /\fn)y, at r n = const for the system of 

5 identical particles. 

y, 
Zn = (lln /\fn) 0 0,57 0,71 0,85 0,91 1 

numerical 
0 0,21 0,26 0,29 0,31 0,35 .experiment 

82=82 z 0 0,20 0,25 0,30 0,32 0,35 max n 

Table 2. 

The constants of formulae (44) , (45) • 

. 
k vxk-1 n en 

2 0,0000 
3 0,3420 3 16,34 
4 5191 4 43,45 
5 6170 5 78,20. 

6 0,6805 6 106,7 
7 7253 7 ll7,4 
~ 7590 8 108,4 
9 . 7851 9 86,21 
10 0,8060 10 60,27. 
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Table 3. 

Errors in formula (44) (in%) 

---------------------- ---
·n,e order of r----·--·-

particle enumeration 
"ILn /\fn 

n,n-1, ••• 2,1 
0,2. 0,4 0,6 O,ll 0,95 

--------·-
3rr - 1 - 1 - 2 . - 1 0 

trr - 1 -2 - 2 - 2 - 1 

6rr 0 - 1 -2 - 2 I) 

flrr 1 1 - 1 - 2 0 

10rr 3 3 0 - 1 0 

37Td37T - 5 - 6 - 4 - 2 - 1 

4ird47T - 5 - 5 - 3 - 2 1 

4" 2K 471 - 3 - 4 - 3 - 2 0 

37T2K4" -2 - 2 0 0 0 

!{ :£" - 2 - 3 - 1 0 0 

"~KIT - 2 - 3 - 2 0 0 

3711(~371 - 1 - 3 :4 -6 - 5 

Table 4. 

The calculation o(;;-
8 

for p-p -interaction at different energies by the covariant model. 

(1) -by(H} 

(2) ' (4~) -tJy 

A list of experimental data - from/15/. 

---------~---------- --------

energy Tp (1) (2) (exp.) (2) (exp. ) 

(He V) ns ns iis ii" ii, 

1,5 2,12 2,13 2,12 1,34 1,2 

2,75 2,36 + 0,06 1,8 

3,0 2,36 2,43 2,37 ±.. O,Q7 1,8 1,7 

4,2 2,59 2,67 2,9 2,14 

6,2 2,94 3,00 3,14.:: 0,1 2,62 2,8.:: 0,4 

6,2 
.. 2,27:!:. 0,27 

8,7 3 

8,7 and 9,0 3,3 3,3 3,34± 0,06 3,1 3,14 

2 3 4,3 4,0 4,1 + 0,6 4,1 
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Table .5. 

The comparison o£ the distribution in the number ol prongs n for p·p • 

and p·n -interaction at 9 DeV /15/ with the covariant (49) , Fermi's /12/ and 

• /17/ . Chernavskl's model • 

·---
n 2 4 6 8 ns 

[12] 32,8% 58,5 8,6 0,1 3,53 

[ 17] 35 58,9 6,0 0,1 3;46 

(49) 41,2 52,6 6,2 0,03 3,32 

( 15] 45,4± 2,8 43,6± 2,8 9,5t 1,3 1,5± 0,5 3,34±0,06 

n 1 3 5 7 irs 

[ 12 ] 14,5% 59,4 25,0 1,1 3,25 

[ 171 18,4 65,2 15,7 0,7 2,96. 

(49) 21,5 60,5 17,5 0,5 2,94 

.· r u~ 32,3± 3 49,7±3,5 13,5:1:1,9 4,2:1:1,1 2,81:1: 0,08 

Table 6. · 

The calculation o£ Sn for n ultra-relativisli.c particles by the Fermi model. 

~ .. 10 
3

• The tim6:•·of calculation is 5-10 minute!'!• kn is the ~cale factor. 

n kn sn exact value. 

5 
. ·3 

0,218 •10"3 
0,216 •10_8 

7 0,864•10 0,878 •10"
8 

10 0,687• Hi16 
0,690•10 "

16 

12 0,505 ·10"
10 

0,504 •10"10 

14 0,102•10"12 0,104. 10 "12 

16 0,151•10"
1

" 0,165 ·10 ·I$ 

20 0,131+0,007 

I 
l 
I 
! ' l . ' l 

.' ,/· 
/ 

:i 

1 
l •t 

I 
I 
' 

L 
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