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The gemeral physleal princtples supplemented by the requirement of renormalizabslity are shown to lead to very strong restrictions on the odmissible degrees of growth of matrix eloments when Imposed on the seatering matrix in the "axiomatic" approach.

1. Introduction.

A great attention was drawn during the last five years to the general structure of the locartheory of quantized fields $/ 1-4 /$. The main problem to be explored here is the question, how close do the general principles only - these being the (1) Lorentz covardance, (2) unitarity and completness of the set of posiUve energy states, and (3) locality - define the theory without any dynamical specifications, that are necessarily being made in the theory based on the Hamiltonian formalism.

The system of basic physical principles may be formulated in many different ways. It seems to us most convenient to emphasize the scattering matrix, as it was first proposed by Helsenberg and to formulate the physical principles as requirements imposed on its matrix elements. Some local operators should necessarily be introduced into the theory besides the S-matrix. Indeed, without these we could not distinguish between the different space-time points and formulate the causality condition. To do this, we write down the S-matrix as an expansion in normal products of asymptotic fields

$$
\begin{equation*}
S=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \int d x_{1} \ldots d x_{n} \Phi^{n}\left(x_{1}, \ldots x_{n}\right): \phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right): \tag{I}
\end{equation*}
$$

and then extend It out of the energy-shell, removing the condition

$$
\begin{equation*}
\left(\square-n^{2}\right) \phi(x)=0 \tag{2}
\end{equation*}
$$

Now, the local Heisenberg operators desired, may be obtained by taking variational derivatlves of the ex tended S-matrix wifh respect to the $\phi$-fields.

Such a system of fundamental principles was proposed by Bogolubov $/ 6 /$ for a theory with adiabatic switching the Interaction and - as demonstrated by Bogolubov and Shirkov $/ 7 /$ - In the frame of perturbation theory it leads essentially to the same conclusions as the usual Lagrangian formalism supplemented by the renormalization programme. Later on this system of basic principles was reformulated by Bogolubov and the present authors $/ 4 / *$, this scheme being especially suited to the derivation of dispersion relations and the

[^0]Kallen-Lehmann spectral representations. The method to develop the quantum field theory based on the systen of fundamental physical principles as formulated in PTDR. Sec. 2, and making use of dispersion ralations technique we will call later on the dispersion approach. The meaning of dispersion approach to the quantum field theory is not
exhausted by the limited number of exact results achieved thereby, this approach being able to give a new trend to develop the whole theory.

If, In particular we would try to satisfy all the requirements of dispersion approach with the formal serles in powers of some small parameter, then we may find out the solution term by tetm-as $\mathbb{X} 1$ a customary in the perturbotion theory. What we gain here over the usual theory, is that we do not have to resort any more to the physically unsatisfactory procedure of adiabatic switching of the interaction. Furthermore, only the renormalized quantlies may be used, and thus we avoid the question about the relations between the "renormalized" and "unrenormalized"" quantities, this question being meaningless-in the present theory. It was pointed out recently/ that in this way successive perturbation terms are detetmined up to ofinite number of constonts coming out Instead of the finite counter ferms* of the Hamiltonian method.

[^1]The precise number of constants need is govemed by the degreed of growth of matrix elements. The interaction Lagrangian being given, the degrees of growth are defined in the well-known manner. It was claimed repeatedly/1,4/ that in the dispersion approach the prescription of definite degrees of growth may substitute in some respects the adopiling of the speelfic form of the Lagrangian. On the other hand, it seemed obvious $/ 1,8 /$ that we cannot set those quite arbitanily.

The aim of this paper is to clear up the extent up to which the differen matrix elements degrees of growth can be precribed arbitrarily. Somewhat surprisingly, the arbitrariness proves to be very small and for the most Important class of the "properly renormalizabte theories" the degrees of growth need not to bo set up by a special postulate, but are almost uniquely determined by the sytem of fundamental principles. of PTDA gnd the transformation properties of the flelds.

The investigation which concem here the simplest case of spinless self-interacting field may be performed without explicit use of the perturbotion theory.
2. Coupled equations for matrix elements.

The system of basic principles, as formulated in PTOR permits to derive in numerous ways sets
coupled equations connecting the generalized vertices with different numbers of external lines, 1. e. the matrix elements corresponding to different numbers of initial and final particles. Since the causality condition is used thereat we have - as just mentioned - to Introduce some local Heisenberg operators besides the scattering matrix. Two such operators at least must be introduced which have the meaning of the first and second variational derivatives of the $S$-matrix or - to be precise they are the " radiative operators" (Cf. PTDR) of the first and second order. Then we may formulate the theory in such a mannef that all external lines except réspectively oneor two would be " real" Ines on the energy shell*.

So, we shall deal with the on the energy shell matrix elements.

$$
\begin{equation*}
J\left(p_{l}, \ldots, p_{\ell} ; q_{2}, \ldots, q_{\ell}\right)=\left\langle p_{l}, \ldots, p_{l}\right| J\left|q_{4}, \ldots, q_{3}\right\rangle \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.J\left(x \mid p_{1}, \ldots, p_{\ell} ; q_{p}, \ldots, q_{e}\right)=<p_{q}, \ldots, p_{l}|J(x)| q_{-}, \ldots, q_{n}\right\rangle \tag{4}
\end{equation*}
$$

of the two Hermition operators $J$ and $J(x)$. The first operator $J$ is here just the Heisenberg current taken at the point $x=0$ to eliminate trivial dependence on the coordinate $x$ :

$$
\begin{equation*}
\mathrm{J}=\mathrm{f}(0) ; \quad \mathrm{f}(\mathrm{x})=1 \frac{\delta \mathrm{~S}}{\delta \phi(x)} \mathrm{S}^{+} \tag{5}
\end{equation*}
$$

By translation invariance, its matrix elements are connected with those $j(x \mid \ldots p . . . ; \ldots q . .$.$) of the ope-$ rator $f(x)$ as follows:

$$
\begin{equation*}
J\left(p_{1}, \ldots, p_{\ell} ; q_{1}, \ldots, q_{j}\right)=j\left(x \mid p_{1}, \ldots, p_{\ell} ; q_{1} \ldots, q_{s}\right) e^{-i\left(\Sigma p_{i}-\Sigma q_{j}\right) x} \tag{6}
\end{equation*}
$$

The second operator $\mathrm{J}(\mathrm{x})$ is the retarded radiative operator of the second order :

$$
\begin{equation*}
J(x)=-\frac{\delta j(-x / 2)}{\delta \phi(x / 2)} ; J^{+}(x)=J(x) \tag{7}
\end{equation*}
$$

the trivial coordinate dependence being again eliminated.

[^2]Its matrix elements coincide with the functions $F_{\alpha \omega}^{\text {ret }}$, being used in PTDR. Note, that the arguments of the matrix elements eq. (3), include in fact one out of the energy shell momentum

$$
\begin{equation*}
P=\Sigma_{p_{1}}-\Sigma q_{y} \neq 0 \tag{8}
\end{equation*}
$$

and these of matrix elements eq. $/ 4 /-$ two such momenta that given by eq, $/ 8 /$ and that corresponding to explicitly written down co-ordinate $x$.
One may see that irrespectivd of the causality condition, the matrix elements eqs $/ 3 /$ and $/ 4 /$ are connected by the relations ${ }^{*}$ :


$$
\begin{align*}
& J\left(p_{1} p_{1}, \ldots, p_{l} ; q_{1}, \ldots, q_{l}\right)=p\left(\frac{q_{l}}{q_{2} ; \ldots, q_{2}}\right) \delta\left(p-q_{1}\right) J\left(p_{\ell}, \ldots, p_{\ell} ; q_{2}, \ldots, q_{q}\right)- \\
& -\frac{1}{\left(2 n^{3 / 2}\right.} \sqrt{\sqrt{2 p} \delta} \int d x J\left(x \mid p_{t}, \ldots, p_{l} ; q_{i}, \ldots, q_{i}\right) e^{1\left(p+\frac{\Sigma p_{i}-\Sigma q_{j}}{2}\right) x} ; \tag{9,1}
\end{align*}
$$

$$
\begin{gather*}
J\left(p_{\ell}, \ldots, p_{l} ; q_{1} q_{1}, \ldots, q_{e}\right)=p\left(\frac{p_{l}}{p_{2} \ldots, p_{l}}\right) \delta\left(p_{1}-q\right) J\left(p_{2}, \ldots, p_{\ell} ; q_{1}, \ldots, q_{e}\right)- \\
-\frac{1}{(2)^{1 / 2} 2 p \sigma} \int d x J\left(x \mid p_{1}, \ldots, p_{l} ; q_{1}, \ldots, q_{e}\right) e^{-1\left(q+\frac{p_{1}-q_{1}}{2}\right) x} \tag{9.2}
\end{gather*}
$$

and

$$
\begin{equation*}
J(x)-J(-x)=i\{j(x / 2) j(-x / 2)-j(-x / 2) j(x / 2)\} \tag{10}
\end{equation*}
$$

The caisality condition provides an additional restriction on the operator $\mathrm{J}(\mathrm{x})$ :

$$
\begin{equation*}
J(x)=0 \quad \text { for } \quad x \leq 0 . \tag{11}
\end{equation*}
$$

Thus, we obtained a set of equations for the matrix elements of operators J and $\mathrm{J}(\mathrm{x})$. One may think that this system is sufficient to determine these operators. At any rate, we could show that this is really the case ( $\mathrm{CL} . / 8 /$ ) in the frame of the perturbation theory.

To eliminate $J(x)$ from the system obtained, we rewrite the Eq. (10) in terms of matrix elements :

$$
\begin{align*}
& J\left(x \mid p_{1}, \ldots, p_{l} ; q_{1}, \ldots, q_{e}\right)-J\left(-x \mid p_{1}, \ldots, p_{\ell} ; q_{1}, \ldots, q_{e}\right)=  \tag{12}\\
& =1 \sum_{\nu=0}^{\infty} \frac{1}{\nu!} \int d k_{q} \ldots d k_{\nu} J\left(p_{1}, \ldots, p_{l} ; k_{1}, \ldots, k_{\nu}\right) J\left(k_{i}, \ldots, k_{\nu} i q_{1}, \ldots, q_{e}\right) \\
& \left(e^{1\left(\frac{\Sigma_{p_{1}}+\Sigma q_{1}}{2}-\Sigma k_{\nu}\right) \times}-e^{-i\left(\frac{\Sigma_{p_{1}}+\Sigma q_{1}}{2}-\Sigma k_{\nu}\right)} .\right.
\end{align*}
$$

Now, we have to expliolt the causality condition (1l) imposed on $J(x)$. This condition demands $\mathrm{J}(-\mathrm{x} \mid \ldots \mathrm{p} \ldots ; \ldots \mathrm{q} \ldots)$ to vanish for $\mathrm{x} \leq 0$. To this end we may formally multiply Eq. (12) by the function $\theta\left(x^{\circ}\right)$;

$$
\begin{align*}
& J\left(x \mid p_{1}, \ldots, p_{\ell} ; q_{1}, \ldots, q_{s}\right)=i \sum_{\nu} \frac{1}{\nu l} \int d k_{f} \ldots d k_{\nu} \\
& J\left(p_{1}, \ldots, p_{\ell} ; k_{1}, \ldots, k_{\nu}\right) J\left(k_{1}, \ldots, k_{\nu} ; q_{1}, \ldots, q_{s}\right)  \tag{13}\\
& \theta\left(x^{0}\right)\left(e^{i\left(\left(\frac{\Sigma_{p}+\Sigma q}{2}\right.\right.}-\Sigma \Sigma_{k}\right) x_{-e}-i\left(\frac{\Sigma_{p}+\Sigma \Sigma_{q}}{2}-\Sigma k\right) x
\end{align*}
$$

If the functions entering Eq. (12) are not sufficiently regular, the well-known divergences can certainly arise in a straightforward calculations. The dispersion relations theory tells that to avoid them some preliminary substractions have to be drawn. As a consequence, the right-hand-side of $\mathrm{Eq}(13)$ is to be suplemented with appropriate arbitrary polynomials in the momentum space. We shall understand the Eq.(13) and the forthcoming formulae, just in this sense without writting, down the polynomials explicitly.

With this agreement we substitute (13) into eq. (9) (e.g. into the first one), thus arriving at an infinite set of coupled equations;

$$
\begin{align*}
& J\left(p_{1} p_{1}, \ldots, p_{l} ; q_{1}, \ldots, q_{s}\right)=P\left(\frac{q_{l}}{q_{2}, \ldots, q_{s}}\right) \delta\left(\underline{p}-q_{l}\right) \\
& J\left(p_{1}, \ldots, p_{l} ; q_{2}, \ldots, q_{s}\right)-\frac{(2 \pi)^{3 / 2}}{\sqrt{2 p^{0}}} \sum_{\nu=0}^{\infty} \frac{1}{\nu!} \int d k_{1} \ldots d k_{\nu}  \tag{14}\\
& J\left(p_{1}, \ldots, p_{l} ; k_{1}, \ldots, k_{\nu}\right) J\left(k_{1}, \ldots, k_{\nu} ; q_{l}, \ldots, q_{s}\right) \\
& \left(\frac{\delta\left(p+\Sigma p_{i}-\Sigma k_{l}\right)}{\Sigma k_{\nu}^{o}-\Sigma p_{i}^{o}-p^{0}-1 \epsilon}-\frac{\delta\left(p-\Sigma q_{l}+\Sigma \Sigma_{\nu \nu}\right)}{-\Sigma k^{0}+\Sigma q_{j}^{o}-p^{\circ}-1 \epsilon}\right)
\end{align*}
$$

and at a similar set which may be derived from eq. $/ 9.2 /$. Both of them have to determine the.matrix ele ments of J .

It is convenient to deal not with the matrix elements $\mathrm{J}(\ldots$ ) themselves, but with the invariant matrix elements;

$$
\begin{equation*}
I\left(p_{l}, \ldots, p_{q} ; q_{1}, \ldots, q_{s}\right)=\sqrt{2 p_{1}^{\sigma} \ldots 2 p_{l}^{o} 2 q_{1}^{o} \ldots 2 q_{s}^{\sigma}} J\left(p_{1}, \ldots, p_{l} ; q_{1}, \ldots, q_{s}\right) \tag{15}
\end{equation*}
$$

normalized in the common way. (In order to relate our notation to the usual one, remind that the number of extemal lines of the corresponding generalized graph exceed by one the number of the arguments of our functions, that are explicitly written down. This is because we make use of translation invariance.) In terms of the matrix elements I ( ... p ...i...q ...) the basic equations read

$$
\begin{align*}
& I\left(p_{1}, \ldots, p_{l} ; q_{1}, \ldots, q_{3}\right)=P\left(\frac{p_{2}}{p_{2}, \ldots, p_{l}}\right) \delta\left(p_{i}-q\right) \sqrt{2 p_{1}^{0} 2 q^{0}} I\left(p_{2}, \ldots, q_{l} ; q_{1}, \ldots, q_{l}\right) \\
& -(2 \pi)^{3 / 2} \sum_{\nu} \frac{1}{V T} \int \frac{d k_{1}}{2 k_{q} \ldots \cdot d k_{\nu}^{\circ}} I\left(p_{1} \ldots \ldots ; p_{q} ; k_{1}, \ldots ; k_{\nu}\right) I\left(k_{1}, \ldots, k_{\nu} ; q_{1}, \ldots, q\right)  \tag{16.1}\\
& \left(\frac{\delta\left(p+\sum_{p_{1}}-\Sigma k_{\nu}\right)}{\sum k_{\nu}^{\circ}-\Sigma p_{i}^{0}-p^{\circ}-1 e}-\frac{\delta\left(p-\Sigma q_{j}+\Sigma k_{\nu}\right)}{-\Sigma k_{\nu}^{\circ}+\Sigma q_{j}^{\circ}-p^{\circ}-1 \epsilon}\right) .
\end{align*}
$$

The lower limit in the sum oyer $\nu$ is determined here in the following way: First of all, it is easily seen that only the connected graphs cantribute to the current 3 ; hence, the $v=0$ does not enter. Further. on due to the vacuum and one-particle states stability conditions, PTDR I, (6), we have to put

$$
\begin{equation*}
I(-;-)=I(-; q)=I(p ;-)=0 \tag{17}
\end{equation*}
$$

Then, if any of the numbers 1 or $s$ is equal to zero the sum begins at $y=2$.
Quite similarly the eq. (9.2) gives us the second half of the set of equations;

$$
\begin{align*}
& I\left(p_{1}, \ldots, P_{l} ; q_{1} q_{l}, \ldots, q_{l}\right)=P\left(\frac{p_{l}}{P_{2}, \ldots, P_{l}}\right) \delta\left(p_{1}-q\right) \sqrt{2 q_{1}^{\circ} 2 q^{\circ}} I\left(p_{2}, \ldots, P_{l} ; q_{1}, \ldots, q_{l}\right) \\
& -(2 \pi)^{3 / 2} \sum_{\nu} \frac{1}{\nu!} \int \frac{d b_{p}, \ldots d k_{\nu}}{2 k_{1}^{\circ} \ldots 2 k_{\nu}^{\circ}} I\left(p_{1}, \ldots, p_{l} ; k_{1}, \cdots, k_{\nu}\right) I\left(k_{i}, \ldots, k_{\nu} ; q_{l}, \ldots, q_{l}\right)  \tag{16.2}\\
& \left(\frac{\delta\left(-q+\sum p_{i}-\Sigma k_{\nu}\right)}{\sum k_{\nu}^{0}-\sum p_{i}^{0}+q^{0}-1 k}-\frac{\delta\left(-q-\sum q_{1}+\Sigma k_{v}\right)}{-\sum k_{i}^{0}+\sum q_{j}^{0}+q^{0}-1 c} .\right.
\end{align*}
$$

Let us remember once more the polynomials not written down explictly we should semember to keep in mind in the r.h.s ees of eqs. (16), as we spoke about in connection with eq. (13).

The matrix elements with two on the energy shell legs do not enter the sybtem (16), di. (17). Hence, to include the self-energy-parts we have to go out of the energy shell. For sake of this we turn to the matrix elements (4) of the operator $J(x)$ and define their four-dimensional Fourier-transforas as

$$
\begin{align*}
& \tilde{I}\left(k \mid p_{1}, \ldots, p_{l} ; q_{i}, \ldots, q_{a}\right)=\frac{1}{\sqrt{2 p_{f}^{\circ} \cdot 2 p_{l}^{\circ} 2 q_{t}^{\circ} \ldots 2 q^{\circ}}} \\
& \int d x e^{i k x} J\left(x \mid p_{1}, \ldots, p_{\ell} ; q_{\ell}, \ldots, q_{a}\right) \tag{18}
\end{align*}
$$

( the vector $k$ here is not subject to the condition $k^{2}=m^{2}!$ ). According to eq. (13), we can express these Fourier-tansforms in terms of $I(\ldots)$ as

$$
\begin{align*}
& \left\{\left.-\frac{\delta\left(k-\frac{\Sigma \underline{q}_{1}+\Sigma_{g_{1}}}{2} \Sigma_{k_{\nu}}\right)}{-k^{0}+\frac{\Sigma p_{i}^{0}+\Sigma q_{j}}{2}-\Sigma k_{\nu}^{0}-16}+\frac{\delta\left(k+\frac{\Sigma_{g_{1}}+\Sigma q_{i}}{2}-\Sigma k_{\nu}\right)}{-k^{0}-\frac{\Sigma p_{i}^{0}+\Sigma q_{j}^{0}}{2}+\Sigma k_{\nu}^{0}-1 \epsilon^{\prime}} \right\rvert\,\right.  \tag{19}\\
& I\left(p_{1}, \ldots, p_{l} ; k_{1}, \ldots, k_{\nu}\right) I\left(k_{1}, \ldots, k_{\nu} ; q_{1}, \ldots, q_{2}\right) .
\end{align*}
$$

The expression (19) allows, in particular, to find the self-energy parts, all other matrix elements on the energy shell being known.

We may call eq. (19) as formulce "to leave the energy shell". The inverse relations may written, as well which read:

$$
\begin{aligned}
& I\left(p_{1} p_{1}, \ldots, p_{l} ; q_{1}, \ldots, q_{2}\right)=p\left(\frac{q_{1}}{q_{2} \cdots, q_{1}}\right) \sqrt{2 p^{0} 2 q_{1}^{0}} I\left(p_{1}, \ldots, p_{2} ; q_{2} ; \cdots, q_{l}\right)- \\
& \rightarrow \frac{1}{(2)^{3 / 2}} \bar{I}\left(\left.\underline{p}+\frac{\Sigma p-\Sigma q}{2} \right\rvert\, p_{1}, \ldots, p_{p} ; q_{1}, \ldots, q_{u}\right) \\
& \text { with } p^{2}=\text { en }^{2} \text {. }
\end{aligned}
$$

Without entering the problem of solving the equations (16)*, these being in effect the relativistic analogue to Low equations, we will use them to estimate the admissible degrees of growth of the matrix elements of the operator $J$.

[^3] the mould obyy matomationliy all other mots of equatides. But an approxtingilon whigh is cood toz the ore cot may taren out to be very bad for anothet one.

## 3. Degrees of growth of matrix elements.

The dependence of matrix elements on the various moments can be very complicated and we do not pretend to examine it in detall. We are raising a much more simple problem, that concerning only the total degree of growth at a uniform extension of all the momenta, Just like one proceeds in the perturbation theory (Cf.e.g. $/ 7 /$ Sec. 26) to estimate the degree of growth of my groph.

Namely, we demand a finite growth index to exist for any matrix element with 1,8 momenta of each kind. This is defined as a mindmum integer $\omega(\ell, s)$ such that when all the momenta are extended uniformly

$$
\begin{equation*}
q=\xi_{1} P ; \ldots ; \quad q_{l}-\xi_{l} P ; \quad q_{i}=\eta_{1} P ; \ldots ; q_{e}=\eta_{m} P ; P \rightarrow \infty \tag{21}
\end{equation*}
$$

the matrix element $I\left(p_{1}, a \cdot i, p ; q_{1}, \ldots, q_{a}\right)$ Incroses slower than $p a(l, s)+a$ for any $a>0$. The theory will be called renormalizable* If it satisfies this condition. Only the renormalizable theqries shall

[^4]be considered hencuiorth. Now, we will look for the restrictions, if any, the eqs. (16) Impose on the possible choice of the numbers $\omega(l, s)$.

Leaving out the disconnected grophs' contribution that is of no finterest to us, the right hand side of eq. (16) is a (infinite) sum of nonlinear terms of the sinilor structure, such as

$$
\begin{aligned}
& \int \frac{d k_{2} \ldots d k_{v}}{2 k_{t}^{0} \ldots 2 k_{v}^{0}} I\left(p_{q} \ldots, p_{2} ; k_{i}, \ldots, k\right) I\left(k_{1}, \ldots, k_{v} ; q_{\ell}, \ldots, q_{v}\right) \\
& 1 \frac{\delta\left(p+\Sigma p_{i}-\Sigma k_{v}\right)}{\Sigma k_{v}^{0}-\Sigma p_{i}^{0}-p^{0}-l e}-\frac{\delta\left(p_{p}-\Sigma q_{l}+\Sigma k_{v}\right)}{\Sigma k_{v}^{0}+\Sigma q_{j}^{0}-p^{0}-1 p}
\end{aligned}
$$

(beside the out of interest contribution from the disconnected graphs). Each of the terms involves $3 \nu$ integrations over the components of momenta $k, \nu$ factors $k^{\circ}$ in the denominator and one three-dimenalonal 8-function, divided by the one-dimensional energy denominator. Furthemore, the integrand includes a product of matrix elements I(...) with the numbers $l, v$ and $\nu, s$. It is obvious that the exact dependence of
the latter upon the momenta is unknown. Hence, we can not, evidently, find out the nomenturi dependence of the whole integral. Nevertheless, If we believe in the natural assumption that the main contribution in the integration over $k_{f}, \ldots, k_{\nu}$ comes from the high-momenta region, then it is sufficient to know only the high-momenta asymptotic behavtour of the matrix elements contained in the integraid this is, just given by the growth indiced $\omega(\ell, \nu)$ or $\omega(\nu, s)$. Now, to exanine the behaviour of a typlcal integral at high momenta It remains then but to count directly the degrees of the momenta involved, just as one does in the perturbatign theory . We obtain thereby

$$
\begin{equation*}
3 v-v-3-1+\omega(1, v)+\omega(\nu, s)=\omega(1, v)+\omega(\nu, s)+2 v-4 . \tag{22}
\end{equation*}
$$

In order to estimate the total degree of growth of the right hand aide, nota that it would seem quite unnatural to imagine the maximal degrees of momenta of the diffetent terms of the sum compensating one anothen without ony physical reason. Such a compensation might be effected only by the existence of some Goup, tin in the willknown example of electrodynapics where the compensation is due to the gauge group.

For the sake of simplicity the theory will be assumed not to permit any group*. Then it follows as a consequence of Ega. (16) that the degree of growth of the matrix element in the left hand side should be at any rate not less than that, of the any term in the right hand side eq. (22). Thus, we arrive at the two sets of inequalities

* A mpeotal invahtigntion in neceagary for the oace whos auoh a spoup exinte.

$$
\begin{align*}
& \omega(\ell+1, s) \geq \omega(1, v)+\infty(\nu, s)+2 v-4  \tag{23.1}\\
& \omega(\ell, s+1) \geq \omega(1, v)+\omega(\nu, s)+2 v-4 \tag{23.2}
\end{align*}
$$

They ore to be valid for all the $1, v, s$, obeying the conditions

$$
\begin{equation*}
v \geq 1 ; \quad \ell+s \geq 1 ; \quad v+l \geq 2 ; \nu+s \geq 2 \tag{24}
\end{equation*}
$$

It the some monner the eq. (19) allows to estimate the degrees of growth of the out of the energy shell matrix elements II (...) :

$$
\begin{equation*}
\omega(1 \mid R, s) \geq \omega(\ell, \nu)+\omega(\nu, s)+2 \nu-4 \tag{25}
\end{equation*}
$$

It is easily sceen that the degrees of growth should not depend upop the numbers $l$, $s$ separataly but only thelr sum (1.e. upon the whole number of legs of the gruph). Thus

$$
\begin{equation*}
\because \omega(l, s)=0(\ell+s) . \tag{26}
\end{equation*}
$$

This reduces the two sets (23) to a single one.

$$
\begin{equation*}
\Omega(l+s+1) \geq \Omega(l+\nu)+(s+\nu)+2 \nu-4, \tag{27}
\end{equation*}
$$

which holds under the same conditions (24). It is seen, that replacing all the inequalities by equalitios the set (27) admits a particular solution

$$
\begin{equation*}
\Omega_{0}(n)=3-n . \tag{28}
\end{equation*}
$$

Hence, it is conveniant to seek the general solution in the form of sum of this particular solution and some unknown function $N(n)$ :

$$
\begin{equation*}
Q(n)=\Omega_{0}(n)+N(n)=3-n+N(n) . \tag{29}
\end{equation*}
$$

Thereby the set tekes the form

$$
\begin{equation*}
\mathrm{N}(\ell+s+1) \geq \mathrm{N}(\ell+\nu)+\mathrm{N}(s+\nu) . \tag{30}
\end{equation*}
$$

Of cousse, one may not regard the regsoning, that led us to the set ( 30 ), as a proof in the strict mathematicul sense. A mathematician would rather call this heuristic suggestions, saying perhaps un addition that he could inveat controversial excmples. Without trying to complete here such a rigorous proof, the following consideration will be mentioned. The matrix elements in the integrands in the right hand side of eqs, ( 16 ) Involve the counter terms. Since the counter terms are polynomials with respect to momenta, the whole integrand becomes explicitly know and the integral - its counter term part being concerned mary be inveatigated by elementary means. Anyhow, there is realfy no need in such a treatment for it is essentially the problem already examined in detalls in the R-operation theory, cf. ${ }^{1 / 7 / \text { Sec. } 26 .}$

Now, we are going to solve the set ( 30 ).
Let us prove, first of all, that all the $\mathrm{N}(\mathrm{n})$ are non positive. For n odd, It suffices to put in eq.(30) $\nu=\mathrm{s}+1 \geq 2,1$ being arbitrary. Thel.h.s. cancels then with the first term in the r.h.s. and we obtain that

$$
\begin{equation*}
0 \geq N(2 s+1) \quad \text { for } \quad s \geq 1 \tag{31}
\end{equation*}
$$

To establish the same for the $n$ even we choose $\sin \geq 1, \nu \geq 1$; this being permitted by the candrtions ( 24 ).

Then

$$
\begin{equation*}
2 \mathrm{~N}(\ell+\nu) \leq \mathrm{N}(2 \ell+1) \leq 0 . \tag{32}
\end{equation*}
$$

Here we made use of eq. ( 31 ) to obtain the last inequality. Now,

$$
\begin{equation*}
\Omega(n) \leq \Omega_{0}(n)=3-n \quad \text { for energy } \quad n \geq 2 \tag{33}
\end{equation*}
$$

Thus we see that the partlcular solution ( 28 ) gives the greatest possible growth indices of the matrix elements $I\left(p_{1}, \ldots, p_{\ell} ; q_{1}, \ldots, q_{s}\right)$. In particular, it follows therefrom that there can be but $\alpha \mathfrak{f l}$ nite number of matrix elements with the non-negative growth indices. Hence, our definition of $\alpha$ renomalizable theory turns out to coincide with the usual one.

As a second step, we have to demonstrate that there is an upper limit for the admissible growth indl ces as well as the lower one. Let us denote the argument of the l.h.s. of eq. (30) by a single letter $n$ and choose for the $v$ the lowest possible value $v=1$. Then,

$$
\begin{equation*}
N(n) \geq N(n-s)+N(s+1) \tag{34}
\end{equation*}
$$

where $n$ and s are restricted ( of. eq. (24)) by the conditions

$$
\begin{equation*}
n \geq s+2 ; \quad s \geq 1 \tag{35}
\end{equation*}
$$

Now, we can once again apply the same reasoning (with $\alpha$ new $n$ ) to the first term in the r.h.s. of eq.(34). Carying out this process $k$ times we obtain $\alpha$ lower limit for $N(n):$

$$
\begin{equation*}
N(n) \geq N(n-k s)+k N(s+1) \tag{36}
\end{equation*}
$$

In accordance with eq. (35) K must obey the condition

$$
\begin{equation*}
k<\frac{n-2}{8} \tag{37}
\end{equation*}
$$

If we choose in eq. (36) $s=1$ and $k$ to have the highest possible value $k=n-2$, one obtains that for all $n \geq 2$

$$
\begin{equation*}
N(n) \geq N(2)+(n-2) N(2)=(n-1) N(2) \tag{38}
\end{equation*}
$$

The eq. (38) gives a strict estimate in the sense that the lower limit ascertained in this way may be really reached. Indeed, if we substitute for all $N(n)$ in the basic set ( 30 ) their least values allowed by eq. ( 38 ), the set would reduce to the condition $\nu \geq 1$, which holds always in view of eq. ( 24 ).

The conditions just obtoined, eq. (32) and (38), do not exhaust all the restrictions on the admissible $N(n)$. Namely, if for any $\mathrm{n}_{\mathrm{n}}=\mathrm{n}_{0}>2 \mathrm{~N}(\mathrm{n})$ exceeds its lowest value given by eq. $(38)$, this provides further restrictions on the $N(n)$ with $n>n_{0}$. One may derive them from the eq. $(36)$, by putting in $s>1$. We shall not do it.

Finally, eq. (25) allows to estimate from below the growth index of the graph with two out of the energy shell legs

There are no limitations from abon $N(1)=\tilde{\Omega}(1)-2=\tilde{\omega}(1 \mid-;-1)-2 \geq 2 N(\nu) ; \nu \geq 2$.
4. Properly renormalizable theories.

In the preceding section we treated the theory to be renormalizable and this made it possible to extract just a system of inequalities (23). To do this, we appealed to the fact that the drowth index of the l.h.s. of eq. (16) may not exceed those of each term in r.h.s., i.e. It has to be more or equal to the maximum of the r.h.s. indices. It would be like to go further andeo replace the inequalities by equalities. How. ever, we need a new assumption to be made for sake of this, for as emphasized above there are counter terms in the r.h.s. of eq. (16) besides the integral terms written down explicitly.

We shall call the theory properly renormalizable, if the degrees of polynomials to be added to T-products do not exceed the growth indices of the corresponding $T$-products themselves. Assuming now a properly renormalizable theory, the condition eq. (23) can be indeed rewritten in the stronger form:

$$
\begin{align*}
& \omega(l+l, s)=\operatorname{Max}_{\nu}(\omega(l, \nu)+\omega(\nu, s)+2 \nu-4) \\
& \omega(l, s+1)=\operatorname{Max}_{\nu}(\omega(l, \nu)+\omega(\nu, s)+2 \nu-4) \tag{39}
\end{align*}
$$

The strong condition upon the $N(n)$ reads;

$$
\begin{equation*}
N(\ell+s+1)=M \operatorname{cox}(N(\ell+\nu)+N(s+\nu)) \tag{40}
\end{equation*}
$$

the maximum being taken over all the arguments admitted by eq. (24).
Let us try to solve this set of inequalities.
We rewrite it in the form

$$
\begin{equation*}
N\left(n_{1}\right)=\operatorname{Max}\left(N\left(n_{2}\right)+N\left(n_{3}\right)\right) \tag{41}
\end{equation*}
$$

The maximum is to be taken over all $n_{2}, n_{3}$ obeying the conditions

$$
\begin{equation*}
n_{2}+n_{3}=n_{1}-1+2 \nu ; \quad n_{2}>\nu \geq 1 ; n_{3}>\nu \geq 1 \tag{42}
\end{equation*}
$$

Now, in order to solve eq. (41) we arrange the sets of pairs of $N(\pi)$ over whtch the maximum is to be taken into two tables, the one for the even, the other for the odd $n_{1}$. The rows are numbered there by the sums $n_{1}+n_{2}$, and the columns - by the differences $n_{1}-n_{2}$. The sums in the cells of tables represent all possible divisions of $n_{1}-\ell+2$ into the sum of numbers $n_{2}$ and $n_{3}$, admitted by eq. (42).

## Table 1



Table 2

| 4 | $2+2$ | (3) |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | ---: |
| 6 | $3+3 ;$ | $4+2$ | (5) |  |  |  |
| 8 | $4+4 ;$ | $5+3 ;$ | $6+2$ | (7) |  |  |
| 10 | $5+5 ;$ | $8+4 ;$ | $7+3 ;$ | $8+2$ | (9) |  |
| 12 | $8+6 ;$ | $7+5 ;$ | $8+4 ;$ | $9+3 ;$ | $10+2$ | (11) |
| 14 | $7+7 ;$ | $8+6 ;$ | $9+5 ;$ | $10+4 ;$ | $11+3 ;$ | $12+2$ |

Evidently they present the sums under the maximum sign in eq. (41) as well. Does any combination of $n_{2}$ and $n_{3}$ obey the inequalities (42), all the combinations down the column should clearly do, for the displacement down the column means merely the increase of $\nu$. Putting now $\nu=1$, the owe possible value, one sees that by the first of the restrictions (42) - only the rows with $n_{2}+n_{3} \geq 1+n_{1}$ will enter the domain over which the maximum for any $n_{1}$ is taken in (41). As to the number of columns, it is to be determined from the condition $\left(n_{2}-n_{3}\right) \leq\left(n_{2}+n_{3}\right)-4$, this also coming from (42). These domains are marked on the tables 1,2 with the corresponding $n_{1}$ encircled.

Now, the tables 1 and 2 visualize at once that

$$
\begin{equation*}
N(2) \leq N(4) \tag{43}
\end{equation*}
$$

Really, the domain over which the maximum for $\mathrm{N}(2)$ is taken is seen to enter completely into that for N(4).

Further on, the matter becomes more Involved, since not only a new column (the third one in the table 2) is added but also the element $2+2$ is striked out, when passing fram $N(3)$ to $N(5)$. However, in virtue of eq. (43), $N(2)+N(2) \leq N(2)+N(4)$, while the combination $4+2$ enters the both domains under consideration. Thus, we can enlist $a$ new inequality

$$
\begin{equation*}
N(3) \leq N(5) . \tag{44}
\end{equation*}
$$

One may see that the situation remains the same in every further step. Namely, the transition from n to $\mathrm{n}-2$ leads to the partiai reduction of the domain over which the maximum is taken. But once the chains of inequalities of the type (43) - (44) are established for any $k \leq n-1$ this reduction is of no importance. Thus, the complete induction ts possible, and we come to infindte chains:

$$
\begin{equation*}
N(2) \leq N(4) \leq N(6) \leq \cdots \leq N(2 k) \leq \ldots . \tag{45.1}
\end{equation*}
$$

and

$$
\begin{equation*}
N(3) \leq N(5) \leq N(7) \leq \cdots \leq N(2 k+1) \leq \cdots \tag{45.2}
\end{equation*}
$$

On the other fand, all the $N(n)$ are restricted from above by the condition (33). Therefore, both the nondecreasing sequences of integers (34) must reach their upper limits, 1.e. the

$$
\begin{equation*}
\operatorname{Max}_{k \geq 1} N(2 k)=-a \leq 0 \quad \text { and } \operatorname{Max} N(2 k+1)=-b \leq 0 \tag{46}
\end{equation*}
$$

must exist.
Now, take account that the domain (42) includes arbitrary large numbers $n_{2}$ and $n_{3}$ for every $n_{1}$. Then we conclude that instead of eq. (41) the equations

$$
\begin{align*}
& N(2 k)=\operatorname{Max}\{-a-b\}=-a-b ; \\
& N(2 k+1)=\operatorname{Max}\{(-a-a),(-b-b)\} \tag{47}
\end{align*}
$$

may be written. Hence, $N(2 k)$ and $N(2 k+1)$ do not depend upon $k$. But then
and

$$
N(2 k+1)=-b=\operatorname{Max}(-2 a,-2 b), \text { i.e. }-a \leq 0 .
$$

Thus the solution of the set (40), has the form

$$
\begin{equation*}
N(2 k)=-a ; N(2 k+1)=0 \tag{48}
\end{equation*}
$$

a being an arbitray non-negative integer. In terms of more physical quantities the solution obtained means that the general form for the admissible growth indices of the matrix elements I(...) in a properly renormalizable theory is:

$$
\begin{equation*}
\Omega(2 k)=3-2 k-\alpha ; \quad \Omega(2 k+1)=2-2 k ; \quad a \geq 0 ; \quad \alpha N . \tag{49}
\end{equation*}
$$

It remains but to write down the condition on the growth index of the two legs graph, this is:

$$
\begin{equation*}
\tilde{N}(1)=\underset{\nu \geq 2}{2 \operatorname{Mox}} N(\nu)=0 ; \tilde{\Omega}(1)-N(1)+2=2 \tag{50}
\end{equation*}
$$

## 5. Discussion.

The most Important conclusion, we abtained in the preceding sections, is that the admissible growth lidices are limited from above. Accordingly, the non-negative indices may be prescribed only to the matrix elements with three or four legs ( $n-2,3$ ), to say nothing of the self-energy part, not entering the set (16). Thus, these are the only matrix elements that can be accompanied by counter terms (the latter connot have negafive indices being polynomials in momenta). Therefore one see the dynamical priciple to be almost tuperfluous in the framework of the dispersion approach - the admissible Interactions are deternined up to a smail number of constants by the transformation properties of the flelds only. In the case just considered that of the zero-spin particles there are only two such constants - the constunt counter term of the foumvertex $(\mathrm{n}=3$ ), and that of the three-vertex ( the linear counter term, formally permissible here, is prohibited by Lorentz covarimee ).

Espectally strong are the restrictions, that occur in a properly renormalizable theory. It might seem that a condition, colnciding at first sight with that of proper renomalizability, is always imposed in the usual perturbation treating as well when we choose for the counter terms in momentum representation the polyno mials of the minimal possible degree ( Cf .7 / ${ }^{7}$ Sec. 26 ; otherwise it would be Impossible to carry through the "R-openation"). Yet the foltowing point shows an essential difference. In the usual approach one deals in fact with counter terms (in a broad sense) of the two kinds. Besides the proper counter terms (the renormalization constants) when difining the products of singular functions, there are also the "charges" under consideration, these latter coming from the initial Lagrongtion. The degrees of corresponding polynoutals are not determined by the minimum requirement but are adopted ad hoc when specifying the theory.

In our approgeh we treat all the counter terms in a unifieldmanner; both the charges and the renomallzation constants come out on the equal footing. Both of them play the role of the inhomogenities as some kind of boundary conditions for the basic set (16); there are reasons ${ }^{10}$ to think that were they absent, this set would permit only the trivial zero solutions. This will surely be the case if we adralt any expansion in terms of a small parameter in spirit of $/ 8 /$.

Now, in this philosophy of minimal growth all the logical scheme of the theory comes to be especially becutiful: were all the counter terms absent, the set (16) would have but the trivial solutions; we gain nonzero solutions when introducing counter terms; but in doing so we do not bring any alien elements into the set; but merely exploit the abitraniness inherently implied byits singular character. Were the set of the type (16) regular, there would be no intrinsic reasons to add counter terms, and we should come to a unique - the zero - solution, cf./11/

Thus, the "minimal growth" requirement is to be imposed as well on the counter terms usually included in the initial Lagrangian. Naturally, it may give ise to further restrictions on the class of admissible theorles - the class of properly renomalizable theories is narower than that of the theories renormalizable In the conventional sense. In particular, the theory of self-interacting - via 3-vertex only - scalar field ( the Hurst -Thirring field ) drops out of the former class. Indeed, turning to the 3-vertex in this theorfone finds the simplest three-leg graph to have the growth index -2, and the more involved ones - still lower. Hence, from the point of view of the minimal growth reguirement the 3-vertex should not be accompanied by counter terms, l.e. the chrge should vanish. It is of interest, that a properly renormalized theory with two

Compare thls observation with the optnion expressed/12/ this theory be ablf-conkradiotory one.
kinds of scalar interactions - the 3-fold and the 4-fold ones - presenting simultaneously is allowed. Indeed, wheneas the growth Index of 3 -vertex (2) may be taken elther equal to zero or negative (due to the promence of a in eg. (49) ), that of four-vertex must be necesserarily taken equal to 2ero; l.e. the i-fold interaction must inovoldably participate in a theory oi zero-spin particles.
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[^0]:    * Herafter referred to as PTDR.
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[^3]:    * Two kinds of obetaolos oqmie into play whon trying to solve such a set of equatione. Firatly, the ent expreseen
     Netofe, as to the way of the execot aolution, they are quite obsfoure. If on the other head aome aort of appraximation
    

[^4]:    The ooncopt of remormalifability no definedit momowhat wider then the unusl one, the latter reguigirg further the number of matrix elemente with nonngicative dogreet of arowth to be fintio. Iot it will be meon from whit follown theit the difforence betweon the two olamen eo dofined mates on ompty at-

