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## Abstract

A model of the local field theory suggested by Blalynicki-Birula is treated using the method developed In the previous papers. The $S$-matrix and the renormalization constants have been obtained. It is proved that the charge renormalization is finite for all the orders and does not contain the logarithimic divergencies. It is shown that the contribution to the series from the ultra-violet region is summed towards the finite limit. It is also proved that a series for the Green function of the nucleon is absolute ly convergent at small times and has $a$ branch point at $t=0$, the singularity at zero being integrable.

## Introduction

In investigating the consistency of the quantum field theory, the study of different models became rather popular as there are still unavoidable difficulties on the way of obtaining the solutions for exact fleld equations. The investigation of the Lee model ${ }^{1 /}$ has led, as it then seepred, to the conclusion about the internal contradictions in the theory. However, it was shown later on , that the nonconsistency of the model is connected with the simplifications which are made for obtaining the exactly soluble $\mathrm{Ha}-$ miltonian. In particular, these simplications violate an important requirement of the crossing symmetry.

Using the method developed by the authors in the prevlous papers $/ 3,4 /$ a modified Lee model suggested by Bialynicki-Blrul6 ${ }^{5 /}$ is investigated. In this model the condition of the crossing symmetry is fulfilled. The solutions are obtained as series in a renormalized constant $\Delta \mathrm{m}$ ( $\Delta \mathrm{m}$ is the physical parameter upon which the mass difference between two fermion states in the model depend). The convergence of these series in the ultra-violet region $E \gg m$ is proved. An important property of the model is the finite charge renormalization in all the orders of $\Delta \mathrm{m}$ for the point interaction in contrast to the Lee model where exists a well-known problem of zero-charge.

The Green function of the model under consideration possesses all the properties of the Green function of the renormalization theory $/ 6,7 / 1$. The renormalized propagator is analytical in the plane $t$ and at $t=0$ it is a branch point $\cdot \cdot 2$. For $\quad g^{2} / \pi^{2}<1$, there exists a Fouriertransform which allows the expansion in a series near the point $g^{2}=0$.

## 1. The S-matrix of the Model

Blalynicki-Birula's paper treated a model of the local field theory with the fixed nucleon. According to this model the nucleon may be in two states differing in mass (we agree to call these states - proton and neutron).

The Hamiltonian of the system is as follows

where $\psi=v_{p} C_{p}+v_{n} C_{n} \quad$ is the operator of the nucleon fleld, $C_{N}(N=p, n)$ is the annihilation operator of the nucleon, $V_{N} \quad\left[v_{p}=\binom{1}{0}, v_{n}=\binom{0}{1}\right] \quad$ is the spinor describing the nucleon, $\pi(\vec{x})$ and $\varphi(\vec{x})$ are the operators of the meson field, $\tau_{1}$ and $\tau_{3}$ are the matrices of the isotopic $\operatorname{spin} / 2$. Noting that by $\Delta m_{0}=0$ an exactly soluble case of the scalar mesons with the fixed source is obtained, it is possible to apply the perturbation theory in the constant $\Delta m_{0}$, without restricting the interaction force between the nucleon and mesons. In this way an interisting result has been obtained in ${ }^{\prime /}$. It consists in the fact that the charge renormalization turns out to be finite, i.e., it does not contain the logarithric divergencies.
 a series of Lappo-Danilevsky coincides here with that of the perturbation theory in the constant $\Delta m_{0}$. However, a new method makes it possible to get the $n$-th order term of the series what the perturbation theory fails to yield.

So, let us consider the equation for the S -matrix in the interaction representation. We shall look for the "adiabatic" $\mathrm{S}^{\alpha}$.-matrix in order to make use of formulas (I.4:2) and (I.4:3).

In the interaction representation we have

$$
\begin{gathered}
i \frac{\partial}{\partial t} S^{\alpha}\left(t, t_{0}\right)=H_{I}(t) e^{-\alpha|t|} S^{\alpha}\left(t, t_{0}\right) \\
\left.S^{\alpha}\left(t, t_{0}\right)\right|_{t=t_{0}}=1
\end{gathered}
$$

where

$$
\begin{align*}
& H_{1}(t)=g\left(\psi^{+} \tau_{1} \psi\right) \hat{\varphi}(t)+\Delta m_{0}\left(\psi^{+} \tau_{3} \psi\right)  \tag{2}\\
& \hat{\varphi}(t)=\sum_{\vec{k}} \frac{1}{\sqrt{2 \omega}}\left(a_{\vec{k}} e^{-i \omega t}+a_{\vec{k}}^{+} e^{i \omega t}\right)
\end{align*}
$$

Following the procedure set forth in Sections (I. 1-3) we get the following expression for the $S^{\alpha}\left(t, t_{0}\right)-$ matrix :

$$
\begin{gathered}
S^{\alpha}\left(t_{1} t_{0}\right)=1-\left[2\left(\psi^{+} \psi\right)-\left(\psi^{+} \psi\right)^{2}\right]+ \\
+\sum_{q=0}^{\infty} \frac{\left[-i\left(\psi^{+} \tau_{2} \psi\right) \Delta m_{0}\right]^{q}}{q!} \int_{t_{0}}^{t} d s_{1} \ldots \int_{t_{0}}^{t} d s_{q} e^{-\alpha\left(\mid s_{1}\left(+\ldots+\mid s_{q}\right)\right.}: \exp \left\{-i g\left(\psi^{+} \tau_{\psi} \psi\right)\left(d s e^{t} \prod_{j=1}^{t} \prod_{t_{0}}^{q} \varepsilon\left(s_{j}-s\right) \hat{\varphi}(s)\right\}: x\right. \\
\\
\times \exp \left\{-\frac{i g^{2}}{2} \int_{t, t_{0}}^{t} \int_{1}^{t} d s_{1} d s_{2} e^{-\alpha\left(s\left|+\left|s_{1}\right|\right)\right.} \prod_{j=1}^{q} \varepsilon\left(s_{j}-s_{t}\right) \Delta\left(s_{1}-s_{2}\right) \varepsilon\left(s_{j}-s_{2}\right)\right\}
\end{gathered}
$$

The $\mathrm{S}^{\alpha}$ - matrix is determined with an accuracy up to $a$ unitary phase factor and satisfies the aqua city

$$
\begin{align*}
& S^{\alpha}(\infty,-\infty)|0\rangle=|0\rangle \\
& S^{\alpha}(\infty,-\infty)|N\rangle=e^{i \frac{\text { ont }}{\alpha}}|N\rangle
\end{align*}
$$

[^0]where $|0\rangle$ and $|N\rangle$ denote the vacuum and one-nucleon state of zero Hamiltonian. Ho waver, usual conditions for the vacuum and one-particle state to be stable require that
\[

$$
\begin{align*}
& S(\infty,-\infty)|0\rangle=|0\rangle \\
& S(\infty,-\infty)|N\rangle=|N\rangle \tag{5}
\end{align*}
$$
\]

In all further calculations we shall make use of the adiabatic hypothesis which will allow, in particular, to remove correctly the phase factor $/ 10 \%$ which is indefinite for 0 ; and, hence, to satisfy (5) (see Appendix A).

Consider now the most important elements of the S-matrix.

- The eigenvalue of the energy of the one-fermion state is $/ 10 /$ (see Appendix B).

$$
\begin{gather*}
E_{N}=\lim _{\alpha \rightarrow 0} \frac{\langle N| H S^{\alpha}(\theta,-\infty)|N\rangle}{\langle N| S^{\alpha}(0,-\infty)|N\rangle}= \\
=m+\delta_{N} \Delta m \sum_{q=0}^{\infty}\left(-\delta_{N} \Delta m\right)^{q} \int_{0}^{\infty} d x_{1} \ldots \int_{0}^{\infty} \alpha x_{q} \cdot x_{1} \ldots x_{q} x  \tag{6}\\
\times \frac{\partial^{q}}{\partial x_{1} \cdots \partial x_{q}} \exp \left\{2 g^{2} \sum_{\vec{k}} \frac{1}{\omega^{3}} \sum_{l=1}^{q} \sum_{m=1}^{\rho}(-)^{\rho+m} e^{-\omega \sum_{j=m}^{l} x_{j}}\right\}
\end{gather*}
$$

where

$$
\delta_{N}= \begin{cases}+1 & \text { for the proton } \\ -1 \text { for the neutron } & (N=p) \\ (N=n)\end{cases}
$$

$$
\begin{align*}
& m=m_{0}-\frac{1}{2} g^{2} \sum_{\vec{k}} \frac{1}{\omega^{2}} \\
& \Delta m=\Delta m_{0} \exp \left\{-g^{2} \sum_{\vec{k}} \frac{1}{\omega^{3}}\right\}
\end{align*}
$$

The requirement that the observed $m$ and $\Delta m$ should be finite leads to the necessity of considering the values $m_{0}$ and $\Delta m_{0}$ as infinite. Note, that the renormalization $m_{0}$ just coincides with the case of the scalar mesons in the field of the fixed source. Upon making the renormalizations ( $6^{\prime}$ ) and $\left(6^{\prime \prime}\right)$, each term of series (6) is finite if. $\left.g^{2} / \pi^{2}<1 \quad *\right)($ see in more detail Appendix B ).

The renormalization constant of the fermion field $Z_{2}^{N}$ is determined, according to its probability meming, by the square of the matrix element

$$
\begin{aligned}
& \left.Z_{2}^{N}=|\langle N \mid N\rangle|^{2}=\left|\langle N| S^{\alpha}(0,-\infty)\right| N\right\rangle\left.\right|^{2}= \\
& =Z_{2}^{c k}\left[\sum_{q=0}^{\infty}\left(\delta_{N} \Delta m\right)^{q} \int_{0}^{\infty} d x_{1} \ldots \int_{0}^{\infty} d x_{q} \cdot x_{i} \cdots, x_{q} \times\right. \\
& \times \frac{\partial^{q}}{\partial x_{1} \cdots \partial x_{q}} \exp \left\{g^{2} \sum_{\vec{k}} \frac{1}{\omega^{3}}\left[-\sum_{l=1}^{q}(-)^{l} e^{-\omega \sum_{j=1}^{e} x_{j}}+2 \sum_{l=2}^{q} \sum_{m=2}^{l}(-)^{l+m} e^{-\omega \sum_{j=m}^{l} x_{j}}\right]\right\}
\end{aligned}
$$

where

$$
Z_{2}^{c k}=\exp \left\{-\frac{1}{2} g^{2} \sum_{\vec{k}} \frac{1}{\omega^{3}}\right\}
$$

$|\mathbf{N}\rangle$ denotes the one-nucleon state of the total Hamiltonian.
Let us emphasize that the constant $Z_{2}^{N}$ in the model under consideration is equal to the product of the constont $\mathcal{Z}_{2}^{c k}$ of the scalar neutral theory with the fixed source by a serles of finte terms since for $\frac{g^{2}}{\pi^{2}}<1$ all the terms of the series are finite. Further this circumstance will allow to make the conclusion about the constant $Z_{1}$. The renormalized coupling constant is determined as usual

$$
\begin{align*}
\frac{g_{n}}{g}= & \left\langle p \mid\left(\psi^{+} \tau_{1} \psi\right) / \boldsymbol{n}\right\rangle=\lim _{\alpha \rightarrow 0} \frac{\left\langle p / S^{\alpha}(\infty, 0)\left(\psi^{+} \tau_{1} \psi\right) S^{\alpha}(0,-\infty) \mid n\right\rangle}{\sqrt{\left\langle p / S^{\alpha}(\infty,-\infty) \mid p\right\rangle\left\langle n \mid S^{\alpha}(\infty,-\infty) / n\right\rangle}}= \\
= & 1+\sum_{q=1}^{\infty}(4 m)^{2 q} \int_{0}^{\infty} d x_{1} \ldots \int_{0}^{\infty} d x_{x_{q}+1} x_{1} \cdot \ldots \cdot x_{2 p-1} \cdot \sum_{j=1}^{q} x_{2 j-1} x  \tag{8}\\
& \times \frac{\partial^{2 q-1}}{\partial x_{1} \ldots \partial x_{2 q-1}} \exp \left\{2 g^{2} \sum_{\vec{k}} \frac{1}{\omega^{3}} \sum_{l=1}^{2 q-1} \sum_{m=1}^{e}(-)^{l+m} e^{-\omega \sum^{e} x_{j}}\right\}
\end{align*}
$$

*) In papef ${ }^{5 /}$ is given an incorrect condition for the terms of the series to be finite $g^{2} / \pi^{2}<4 e^{-1}$.

The situation in this model is essentially unlike to that for the charge scalar theory (sea l4;10) and further on ), since at the point $g^{2}=0$ all the integrals are limited in contrast to expression (1.4.12). Therefore, here in applying the perturbation theory, 1.e., in representing the solution as a power series in $g^{2}$, the logarithmic divergencies do not arise which are so characteristic for the local field theory. In this connection this model, in our opinion, does not reflect certain fundamental difficulties of the mesodynamics equations.

The renormalization constant of the vertex. $Z_{1}$ may be found from the well-known equation

$$
g_{r}=Z_{1}^{-1}\left(Z_{2}^{P} Z_{2}^{n}\right)^{1 / 2} Z_{3}^{1 / 2} g
$$

In the given model the renormalization constant of the meson field $Z_{3}$ is equal to 1 . By using (7) and (8), one can make a conclusion that the constant $Z_{1}$ has the following structure

$$
\begin{equation*}
z_{1}=z_{2}^{c k} \sigma\left(g^{2}, \Delta m\right) \tag{9}
\end{equation*}
$$

where $\sigma\left(g^{2}, \Delta m\right)$ is $a_{i}$ series in $\Delta m$ consisting of the finite "quantities if $g_{\pi^{2}}^{2}<1$.
We write down the matrix element of meson-nucleon elastic scattering (see Appendix A)

$$
\begin{align*}
& S_{f+i}=\lim _{\alpha \rightarrow 0} \frac{\left\langle N / a_{\vec{p}_{f}} S^{\alpha}(\infty,-\infty) a_{\vec{p}_{i}}^{+} / N\right\rangle}{\left\langle N / S^{\alpha}(\infty,-\infty) / N\right\rangle}= \\
& \quad=\delta\left(\vec{p}_{i}-\vec{p}_{f}\right)-2 \pi i \delta\left(\omega_{i}-\omega_{f}\right) M_{f \leftarrow i}\left(\omega_{f}\right) \tag{10}
\end{align*}
$$

where
$M_{f-i}\left(\omega_{f}\right)=-\frac{2 \delta_{N} g^{2}}{\omega_{f}^{2}} \cdot \frac{\Delta m}{\omega_{f}} \cdot \sum_{q=0}^{\infty}\left(-i \delta_{N} \Delta m\right)^{q} \int_{0}^{\infty} d x_{1} \ldots \int_{0}^{\infty} d x_{q}\left[q+1-2 \sum_{\ell=1}^{q} \sum_{m=1}^{e}(-)^{i+m} \operatorname{Cos}\left(\omega_{f} \sum_{j=m}^{e} x_{j}\right)\right] x$

$$
x(-)^{q} \int_{x_{1}}^{\infty} d y_{1} \ldots \int_{x_{q}}^{\infty} d y_{q} \frac{\partial^{q}}{\partial y_{1} \ldots \partial y_{q}} \exp \left\{2 g^{2} \sum_{\vec{k}} \frac{1}{\omega^{3}} \sum_{l=1}^{q} \sum_{m=1}^{e}(-)^{l+m} e^{-i \omega \sum_{j=m}^{e} y_{j}}\right\}
$$

2. On Series Convergence for $E_{p}, \mathcal{Z}_{2}^{\prime \prime}, g_{r}$.

A proof of series convergence (6) - (10) is extremely complicated, since the estimation of the $n$-th order term requires very refined methods of approximations.

Only this estimation allows one to judge about the series behaviour on the whole. However, the se res for $E_{P}, \mathcal{Z}_{2}^{\prime \prime}$, and for $g r$ can be summed in a certain generalized sense (we shall say in the " $\mathcal{E}^{\prime \prime}$ sense) which is illustrated by the series for $E_{p}$.

Consider the series

$$
\begin{equation*}
\delta m=\sum_{q=0}^{\infty}(-\Delta m)^{q} \int_{0}^{\infty} d x_{1} \ldots \int_{0}^{\infty} d x_{q} \cdot x_{1} \cdot \ldots \cdot x_{q} \frac{\partial^{q}}{\partial x_{1} \ldots \partial x_{q}} F_{q}\left(x_{1}, \ldots, x_{q}\right) \tag{11}
\end{equation*}
$$

where

$$
F_{q}\left(x_{1}, \ldots, x_{q}\right)=\exp \left\{2 g^{2} \sum_{\vec{k}} \frac{1}{\omega^{3}} \sum_{l=1}^{q} \sum_{m=1}^{l}(-)^{l+m} e^{-\omega \sum_{j=m}^{l} x_{j}}\right\}
$$

After the partial integration in each term; we get ( see formula (B.8) in Appendix B)

$$
\begin{equation*}
\delta m=\sum_{q=0}^{\infty}(\Delta m)^{q} \int_{0}^{\infty} d x_{1} \ldots \int_{0}^{\infty} d x_{q} \prod_{j=1}^{q}\left(1-\hat{Q}_{j}\right) F_{q}\left(x_{1}, \ldots, x_{q}\right) \tag{12}
\end{equation*}
$$

where the operator $\hat{Q}_{j}$ is determined by the equality

$$
\hat{Q}_{j} F_{q}\left(\ldots, x_{j}, \ldots\right)=F_{q}(\ldots, \infty, \ldots)
$$

Introduce mother serles

$$
\begin{equation*}
\delta m^{\varepsilon}=\sum_{q=0}^{\infty}(\Delta m)^{q} \int_{0}^{\infty} d x_{i} \ldots \int_{0}^{\infty} d x_{q} e^{-\varepsilon \sum_{j=1}^{q} x_{j}} \prod_{i=1}^{q}\left(1-\hat{Q}_{i}\right) F_{q}\left(x_{1}, \ldots, x_{q}\right) \tag{13}
\end{equation*}
$$

which at $\mathcal{E}=0$ passes into ( 12 ).
It can be shown that for $\mathcal{E}$ satisfying the inequality

$$
\begin{equation*}
\frac{\Delta m}{\varepsilon} \leq 1-\Delta m \cdot \int_{0}^{\infty} d x e^{-\varepsilon x} F_{1}(x) \tag{14}
\end{equation*}
$$

series ( 13 ) is limited by the quantity ( see Appendix C)

$$
\begin{equation*}
\delta m^{\varepsilon}<\left\{1-\Delta m \int_{0}^{\infty} d x e^{-\varepsilon x}\left[F_{l}(x)-17\right\}^{-1}\right. \tag{15}
\end{equation*}
$$

With $\varepsilon \rightarrow 0$, the left-hand side of inequality $(15)_{\text {og }}$ goes over into initial series ( 12 ), whereas the right-hand side has a finite positive limit when $\Delta \mathrm{m} \int_{0} \mathrm{dx}[F(x)-1]<1$.

This procedure means that series (11) is summed up in a generalized sense ${ }^{\star}$ ( $\mathcal{E}$ - sense) by

$$
\Delta m \int_{0}^{\infty} d x\left[F_{1}(x)-1\right]<1
$$

${ }^{2}$ This method is regular, i...................................................... 19 .
and its sum is restricyed by the quantity

$$
\delta m<\left\{1-\Delta m \int_{0}^{\infty} d x\left[F_{1}(x)-1\right]\right\}^{-1}
$$

The series for $Z_{2}^{n}$ and $g_{r}$ are summed up in the $\varepsilon$ - sense. Let us give here the result

$$
\begin{gather*}
Z_{2}^{n}<Z_{2}^{c r}\left\{1-\Delta m \int_{0}^{\infty} d x\left[F_{1}(x)-1\right]\right\}^{-2}  \tag{17}\\
\left|\frac{g_{r}}{g}-1\right|<\frac{2(\Delta m)^{2} \int_{0}^{\infty} d x \cdot x\left[F_{1}(x)-1\right]}{\left\{1-\left(\Delta m \int_{0}^{\infty} d x\left[F_{1}(x)-1\right]\right)^{2}\right\}^{2}}
\end{gather*}
$$

Consider the physical meaning of the summation suggested. We have seen that series ( 13 ) is convergent in a usual manner for sufficiently large $\mathcal{C}$ (condition (14)), , but series ( 13 ) differs from ( 12 ') by a reduced contribution from large times (large $X_{j}$ ), le., small energies. Therefore, the contribution from the ultra-violet region tums out to be summed up towards the finite quantity, what seems unexpected from the point of view of the local field theory.

In this connection it is interesting to investigate the behaviour of the Green function at small times i.e., in the ultro-violet region. The Green function is determined by

$$
\begin{gather*}
G(t)=\langle 0| T\left\{\psi(t) \psi^{+}(0) S(\infty,-\infty)\right\}|0\rangle= \\
=\mathcal{Z}_{2}^{c k} G_{c k}(t) \sum_{q=0}^{\infty}\left(-i \tau_{3} \Delta m\right)^{q} \int_{0}^{t} d \xi_{1} \int_{0}^{\xi_{1}} d \xi_{2} \ldots \int_{0}^{\xi_{q}-1} d \xi_{q} x \\
x \exp \left\{-g^{2} \sum_{\vec{k}} \frac{1}{\omega^{3}}\left[\sum_{e=1}^{q}(-)^{e}\left(e^{-i \omega\left(t-\xi_{e}\right)}-e^{-i \omega \xi_{e}}\right)+\right.\right.  \tag{18}\\
\left.\left.+2 \sum_{e=2}^{q} \sum_{m=1}^{e-1}(-)^{e+m} e^{-i \omega\left(\xi_{m}-\xi_{e}\right)}\right]\right\}
\end{gather*}
$$

where

$$
G_{C K}(t)=\theta(t) \exp \left\{-i m t+\frac{1}{2} g^{2} \sum_{\vec{k}} \frac{1}{\omega^{3}} e^{-i \omega t}\right\}
$$

The function $G_{c \kappa}(t)$ is the Green function of the scalar neutral theory and at small times it be haves as $t^{-32 / \pi^{2}}|t| \mid$.

It can be shown (see Appendix $D$ ) that the series in $\Delta \mathrm{m}$ small $\mathrm{t} \quad(\mu \mathrm{t} \ll 1)$ is convergent absolutely if $g^{2} / \pi^{2}<1$ and has a branch point when $t=0$. Thus, the function $G(t)$ has at $t=0 a$ singular point, provided this singularity is integrable due to the condition $g^{2} / x^{2}<1$, what permits to make a Fourler transform.

## Conclusion

The described example of the model with the finite charge renormalization shows another possibl lity (compared with the Lee model) which may be realized in the rigorous theory. However, in our opinion, this model does not also reflect a real situation in the fleld theory as the investigation of more complex models (see $/ 4 /$ ) leads, very 11 kel , to the conclusion that in the exact solution exists a singular point $g^{2}=0$, at which the expansion of the solution into a Taylor series leads to additional divergences. As it was pointed out above the model we are considering has no such a property.

In conclusion the authors express their deep gratitude to Prof. D.I.Blokhintsev for his permanent Interest in the research and stimulating discussions, as well as to L.D.Zastavenko for the discussion of the mathematical problems.

Appendix A

Since the $S$-matrix is set as a series, then the matrix elements are represented as a limit by $\alpha \rightarrow 0$ of the ratio of two series. It turns out that if we divide one series by another and collect the terms with the identical powers $\Delta \mathrm{m}$, then in the terms thus obtained the phase reduces, and, hence, it is possible to go over to the limit with $\alpha \longrightarrow 0$ in each term separatelv.

Let us illustrate the procedure of removing the phase on the example of the matrix element of mesonnucleon scattering (see formula (10) )

$$
\begin{equation*}
M_{f-i}\left(\omega_{f}\right)=\frac{g^{2}}{2 i \omega_{f}} \int_{-\infty}^{\infty} d \tau e^{-i \omega_{f} \tau} \lim _{\alpha \rightarrow 0} \frac{\sum_{q=1}^{\infty}\left(-i \delta_{N} \Delta m_{0}\right)^{q} B_{q}^{\alpha}(\tau)}{\sum_{q=0}^{\infty}\left(-i \delta_{N} \Delta m_{0}\right)^{q} b_{q}^{\alpha}} \tag{A.1}
\end{equation*}
$$

$$
\begin{align*}
& B_{q}^{\alpha}(\tau)=\frac{1}{q!} \int_{-\infty}^{\infty} d \xi_{1} \ldots \int_{-\infty}^{\infty} d \xi_{q} \exp \left\{-\alpha \sum_{j=1}^{q} 1 \xi_{j} \mid\right\} \prod_{B=1}^{q} \varepsilon\left(\zeta_{e}\right) \varepsilon\left(\xi_{e}-\tau\right) \times \\
& \times \exp \left\{-\frac{i g^{2}}{2} \iint_{-\infty}^{\infty} d s_{1} d s_{2} e^{-\alpha\left(\left(s_{1}\left(+1 / s_{2}\right)\right.\right.} \prod_{j=1}^{q} \delta\left(s_{j}-s_{1}\right) \Delta\left(S_{1}-s_{2}\right) \varepsilon\left(s_{j}-s_{2}\right)\right\} \\
& B_{q}^{\alpha}=\frac{1}{q!} \int_{-2}^{\infty} d \xi_{1} \ldots \int_{-\infty}^{\infty} d s_{q} \exp \left\{-\alpha \sum_{j=1}^{q}\left|\xi_{j}\right|+\frac{i g^{2}}{2} \iint_{-\infty}^{\infty} d s_{1} d s_{2} e^{-\alpha\left(\left|s_{1}+1 s_{2}\right|\right)} x\right. \\
& \left.\times \prod_{j=1}^{q} \varepsilon\left(S_{j}-S_{1}\right) \Delta\left(S_{1}-s_{2}\right) \varepsilon\left(\xi_{j}-S_{2}\right)\right\}
\end{align*}
$$

The integral of the exponent is equal to

$$
\begin{align*}
& -\frac{i g^{2}}{2} \iint_{\infty}^{\infty} d s_{1} d s_{2} e^{-\alpha\left(\left(s_{1}+\mid s_{2}\right)\right)} \prod_{j=1}^{q} \varepsilon\left(\xi_{j}-s_{1}\right) \Delta\left(s_{1}-s_{2}\right) \varepsilon\left(\xi_{j}-s_{2}\right)=-\frac{g^{2}}{2 i \alpha} \sum_{\vec{k}} \frac{1}{\omega^{2}}- \\
& -g^{2} \sum_{\vec{k}} \frac{1}{\omega^{3}}\left\{q+2 \sum_{V_{1}=2}^{q} \sum_{V_{2}=1}^{v_{1}-1} \prod_{j_{1} \neq v_{1}} \varepsilon\left(\xi_{v_{1}}-\xi_{j_{1}}\right) \prod_{j_{2} \neq v_{2}} \varepsilon\left(\xi_{v_{2}}-\xi_{j_{2}}\right) e^{-i \omega / \xi_{v_{1}}-\xi_{k_{2}} \mid}\right\} \tag{A.3}
\end{align*}
$$

The first component is identical for all the terms of a series and therefore, it is cancelled.
The presence of the phase in the expression for the matrix element is demonstrated in the fact that the integrals in time (by $\xi_{j}$ ) are divergent linearly at the infinity by $\alpha=0$. However, as was mentioned above, $a$ series which is the ratio of the series divergent when $\alpha=0$, contains the integrals finite at $\alpha=0$. This due to the fact that near each degree $\Delta \mathrm{m}$ the divergent integrals are grouping so that the infinities reduce. The procedure of regularization is the following. In the integrals and (A. $2^{\prime \prime}$ ) we go over to the integration over simplex and make a substitution of the variables

$$
\begin{align*}
& \xi_{1}=\xi \\
& \xi_{e}=\xi-\sum_{j=1}^{e-1} x_{j} \quad(l \geqslant 2) \tag{A.4}
\end{align*}
$$

$$
\begin{aligned}
& \text { then } B_{q}^{\alpha}(\tau)=\int_{-\infty}^{\infty} d \xi \int_{0}^{\infty} d x_{1} \ldots \int_{0}^{\infty} d x_{q-1} e^{-\alpha\left(I V\left|+\sum_{k=1}^{q-1}\right| \xi-\sum_{j=1}^{\ell} x_{j} \mid\right)} \varepsilon(\xi) \mathcal{E}(\xi-\tau) \prod_{\rho=1}^{q-1} \mathcal{E}\left(\xi-\sum_{j=1}^{e} x_{j}\right) \mathcal{E}\left(\xi-\tau-\sum_{j=1}^{\ell} x_{j}\right)_{\text {(A.5) }} \\
& x\left(\frac{\Delta m}{\Delta m_{0}}\right)^{q} F_{q-1}\left(x_{1}, \ldots, x_{q-1}\right) \\
& b_{q}^{\alpha}=\int_{-\infty}^{\infty} d \xi \int_{0}^{\infty} d x_{1}, \ldots \int_{0}^{\infty} d x_{q-1} e^{-\alpha\left(|\xi|+\sum_{e=1}^{q-1}\left|r-\sum_{j=1}^{\infty} x_{j}\right|\right)}\left(\frac{\Delta m}{\Delta m_{0}}\right)^{q} F_{q-1}\left(x_{1}, \ldots, x_{q-1}\right) \\
& \text { where } \\
& F_{q-1}\left(x_{i}, \ldots, x_{q-1}\right)=\exp \left\{2 g^{2} \sum_{\vec{k}} \frac{1}{\omega^{3}} \sum_{l=1}^{q-1} \sum_{m=1}^{l}(-)^{l+m} e^{-i \omega \sum_{j=m}^{l} x_{j}}\right\}
\end{aligned}
$$

The integral of the function $F_{q-1}$ is divergent linearly at the infinity by any argument $x_{j}$. However, the function $F_{q-1}\left(\ldots, x_{j}, \ldots\right)-F_{q-1}(\ldots, \infty, \ldots)$ can be already integrated over $x_{j}$ at the infinity. Note further, that

$$
\begin{equation*}
F_{q-1}\left(x_{1}, \ldots, x_{j-11} \infty, x_{j+1}, \ldots, x_{q-1}\right)=F_{j-1}\left(x_{1}, \ldots, x_{j-1}\right) F_{q-j-1}\left(x_{j+1}, \ldots, x_{q-1}\right) \tag{A.6}
\end{equation*}
$$

It follows from what has been sald that in order to regularize the function $\mathcal{B}_{9}^{\alpha}(\tau)$, it is necessary from the function $F_{q-1}$ subtract its values at the infintty by each its arguments i.e., to replace $F_{q-1}$ by the function

$$
\begin{equation*}
\prod_{e=1}^{q-1}\left(1-\hat{Q}_{e}\right) F_{q-1}\left(x_{1}, \ldots, x_{q-1}\right) \tag{A.7}
\end{equation*}
$$

where the operator $\hat{Q}_{j} \quad$ is determined by the equality $\hat{Q}_{j} F_{q}\left(\ldots, y_{j}, \ldots\right)=F_{q \sim}(\ldots, \ldots)$. Such a substitution of the function $F_{9-1}$ for the function (A.7) is just accomplished by dividing $a$ series by $a$ series and by grouping the terms near the identical powers $\Delta \mathrm{m}$. The same holds for the regularization of the integral over\}(A.5). Finally, the matrix element of scattering with the removed phase is put as
$M_{f-i}\left(\omega_{f}\right)=\frac{g^{2}}{2 i \omega_{f}} \int_{-\infty}^{\infty} d \tau e^{-i \omega_{j} \tau} \sum_{q=1}^{\infty}\left(-i \delta_{N} \Delta m\right)^{q} \int_{0}^{\infty} d x_{1} \ldots \int_{0}^{\infty} d x_{q} \prod_{j=1}^{q}\left(1-\hat{Q}_{j}\right) F_{q}\left(x_{1}, \ldots, x_{q}\right) \times$

$$
x \int_{-\infty}^{\infty} d \xi\left[\varepsilon(\xi) \varepsilon(\xi-\tau) \prod_{e=1}^{q} \varepsilon\left(\xi-\sum_{j=1}^{e} x_{j}\right) \varepsilon\left(\xi-\tau-\sum_{j=1}^{e} x_{j}\right)-1\right]
$$

From (A.8) immediately follows (10), If we take into account that the operator ( $1-\hat{Q}_{j}$ ) may be represented as

$$
\begin{equation*}
1-\hat{Q}_{j}=-\int_{x_{i}} d y_{j} \frac{\partial}{\partial y_{j}} \tag{A.9}
\end{equation*}
$$

In an analogous manner the phase for any other matrix element is removed.

> Appendix B

According to formula (6) the eigenvalue of the one-termion state is determined by

$$
\begin{equation*}
E_{N}=\lim _{\alpha \rightarrow 0} \frac{\left\langle N / H S^{\alpha}(0,-\infty) / N\right\rangle}{\left\langle N / S^{\alpha}(0,-\infty) \mid N\right\rangle}=m_{0}+\delta_{N} \Delta m_{0}+\delta E_{N} \tag{B.1}
\end{equation*}
$$

where

$$
\delta E_{N}=\lim _{\alpha \rightarrow 0} \frac{\langle N| g\left(\psi^{+} \tau_{1} \psi\right) \hat{\varphi}(0) S^{\alpha}(0,-\infty)|N\rangle}{\langle N| S^{\alpha}(0,-\infty)|N\rangle} .
$$

The matrix element in the numerator is.

$$
\begin{align*}
& M_{1}^{\alpha}=\langle N| g\left(\psi^{+} \varepsilon_{1} \psi\right) \dot{\hat{\varphi}}(0) S^{\alpha}(0,-\infty)|N\rangle=  \tag{B.2}\\
& =-\sum_{q=1}^{\infty}\left(-i \delta_{N} \Delta m_{0}\right)^{q} \int_{-\infty}^{0} d \xi_{1} \ldots \int_{-\infty}^{\xi_{q}-1} d \xi_{q} e^{\alpha \sum_{j=1}^{q} s_{j}} i \dot{g}^{2} \int_{-\infty}^{0} d s e^{\alpha s} \Delta(s) \prod_{j=1}^{q} \varepsilon\left(s-\xi_{j}\right) \times \\
& \quad \times \exp \left\{-\frac{i g^{2}}{2} \iint_{-\infty}^{0} d s_{1} d s_{2} e^{\alpha\left(s_{1}+s_{2}\right)} \prod_{j=1}^{q} \varepsilon\left(s_{1}-\xi_{j}\right) \Delta\left(s_{1}-s_{2}\right) \varepsilon\left(s_{2}-\xi_{j}\right)\right\} .
\end{align*}
$$

The matrix element in the denominator (B. 1 ') is obtained in an analogous manner

$$
M_{2}^{\alpha}=\langle N| S^{\alpha}(0,-\infty)|N\rangle=\sum_{q=0}^{\infty}\left(-i^{i} \delta_{N} \Delta m_{0}\right)^{q} r_{q}
$$

where

$$
Z_{q}=\int_{-\infty}^{0} d s_{1} \ldots \int_{-\infty}^{T_{q}-1} d s_{q} e^{\alpha \sum_{j=1}^{q} s_{j}} \exp \left\{-\frac{i g^{2}}{2} \iint_{-\infty}^{0} d s_{1} d s_{2} e^{\alpha\left(s_{1}+s_{2}\right)} \prod_{j=1}^{q} \varepsilon\left(s_{1}-\xi_{j}\right) \Delta\left(s_{1}-s_{2}\right) \mathcal{E}\left(s_{2}-s_{j}\right)\right\}
$$

The integral of the exponent, is equal to (by $\xi_{1}>\xi_{2}>\ldots>\xi_{9}$ )

$$
\begin{aligned}
& I_{q}\left(\xi_{1}, \ldots, \xi_{q}\right)=-\frac{i g^{2}}{2} \iint_{-\infty}^{0} d s_{1} d s_{2} e^{\alpha\left(s_{1}+s_{2}\right)} \prod_{j=1}^{q} \varepsilon\left(s_{1}-\xi_{j}\right) \Delta\left(s_{1}-s_{2}\right) \varepsilon\left(s_{2}-\xi_{j}\right)= \\
& =-\frac{g^{2}}{4} \sum_{\vec{k}} \frac{1}{\omega^{2}}\left(\frac{1}{i \alpha}+\frac{1}{\omega}\right)-g^{2} \sum_{\vec{k}} \frac{1}{\omega^{3}}\left[q+\sum_{l=1}^{q}(-)^{l} e^{i \omega \xi_{l}}+2 \sum_{l=2}^{q} \sum_{m=1}^{\ell-1}(-)^{l+m} e^{-i \omega\left(\xi_{n}-\xi_{l}\right)}\right]
\end{aligned}
$$

The first component in (B.4) Is identical for all the terms of the series both of the numerator and the denominator. Therefore, it reduces. Calculating in (B.2) the integral over $S$, we get

$$
\begin{align*}
M_{1}^{\alpha}= & -\frac{p^{2}}{2} \sum_{\vec{k}} \frac{1}{\omega^{2}} M_{2}^{\alpha}-\sum_{q=1}^{\infty}\left(-i \delta_{N} \Delta m_{0}\right)^{q} \int_{-\infty}^{0} d \xi_{q} \ldots \int_{-\infty}^{\beta_{q-1}} d \xi_{q} e^{\alpha \sum_{j=1}^{q} \xi_{j}} \times  \tag{B.5}\\
& \times i\left(\frac{\partial}{\partial \xi_{1}}+\ldots+\frac{\partial}{\partial \xi_{q}}\right) \exp \left\{I_{q}\left(\xi_{1}, \ldots, \xi_{q}\right)\right\}
\end{align*}
$$

Consider now the $q$-th term of the series (B.5)

$$
\begin{equation*}
\int_{-\infty}^{0} d \xi_{1} \ldots \int_{-\infty}^{\xi_{q-1}} d \xi_{q} e^{\alpha \sum_{j=1}^{q} \xi_{j}} i\left(\frac{\partial}{\partial \xi_{1}}+\ldots+\frac{\partial}{\partial \xi_{q}}\right) \exp \left\{I_{q}\left(\xi_{1}, \ldots, \xi_{q}\right)\right\}=2 \eta_{q-1}-2 \alpha q \Sigma_{q} \tag{By}
\end{equation*}
$$

Further, by substituting (B.6) into (B.5) for $E_{N}$, we get according to (A.1) the expression

$$
\begin{equation*}
E_{N}=m_{0}-\frac{g^{2}}{2} \sum_{\vec{k}} \frac{1}{\omega^{2}}+\lim _{\alpha \rightarrow 0} q \alpha \frac{\sum_{q=1}^{\infty}\left(-i \delta_{N} \Delta m_{0}\right)^{q} q z_{q}}{\sum_{q=0}^{\infty}\left(-i \delta_{N} \Delta m_{0}\right)^{q} q_{q}} \tag{B.7}
\end{equation*}
$$

Dividing in (B.7) a series by a series by terms, we exclude thereby the phase factor in each order of $\Delta m$. This allows a limiting transition by $\propto$ in each order in $\Delta \mathrm{m}$ (see Appendix A).

Finally we obtain

$$
\begin{equation*}
E_{N}=m_{0}-\frac{q^{2}}{2} \sum_{\vec{k}} \frac{1}{w^{2}}+\sum_{q=1}^{\infty}\left(-i \delta_{N} \Delta m\right)^{q} \int_{0}^{\infty} d x_{1} \ldots \int_{0}^{\infty} d x_{q-1} \prod_{\ell=1}^{q-1}\left(1-\hat{Q}_{j}\right) F_{q-1}\left(x_{1}, \ldots, x_{q-1}\right) \tag{B.8}
\end{equation*}
$$

where $F_{q-1}$ is given by (A.S). From (B.8) immediately follows (6), if we take into account (A.9).

Appendix C
Consider formula (13). We make use of the relations:

$$
\begin{align*}
& \prod_{j=1}^{q}\left(1-\hat{Q}_{j}\right)=\sum_{e=0}^{q}(-1)^{l} \sum_{s_{1}=e}^{q} \ldots \sum_{s_{i}=l-i+1}^{s_{i-1}} \ldots \sum_{s_{e}=1}^{s_{e-1}-1} \hat{Q}_{s_{1}} \ldots \hat{Q}_{s_{i}} \ldots \hat{Q}_{s_{l}}  \tag{C.1}\\
& \int_{0}^{\infty} d x_{1} \ldots \int_{0}^{\infty} d x_{q} e^{-\varepsilon\left(y_{1}+\ldots+k_{q}\right)} \hat{Q}_{s_{1} \ldots} \ldots \hat{Q}_{s_{i}} \ldots \hat{Q}_{s_{e}} F_{q}\left(x_{1}, \ldots, x_{q}\right)=  \tag{C.2}\\
& =\left(\frac{1}{\varepsilon}\right)^{l} I_{s_{e}-1}^{s} I_{s_{l-1}-s_{e}-1}^{s} \ldots I_{s_{i}-s_{i+1}-1}^{\varepsilon} \ldots I_{s_{i}-s_{2}-1}^{\varepsilon} l_{q-s_{1}}^{\varepsilon}
\end{align*}
$$

$$
\begin{equation*}
I_{s}^{\varepsilon}=\int_{0}^{\infty} d x_{1} \ldots \int_{0}^{\infty} d x_{s} e^{-\Sigma\left(x_{1}+\ldots+x_{s}\right)} F_{s}\left(x_{1}, \ldots, x_{s}\right) \tag{C.3}
\end{equation*}
$$

Substituting these relations into (13), changing the order of summation in the sums by $\varphi, l$ and $s_{i}$ and replacing the summation indices (the calculations are simple, but somewhat cumbersome, therefore, we will not give them here) we get

$$
\begin{equation*}
\delta m_{n}^{\varepsilon}=\sum_{q=0}^{\infty}(\Delta m)^{q} \bar{I}_{q}^{\varepsilon}=\sum_{l=0}^{\infty} \frac{(-\Delta m)^{l}}{\varepsilon^{l}}\left\{\sum_{q=0}^{\infty}(\Delta m)^{q} I_{q}^{\varepsilon}\right\}^{l+1} \tag{C.4}
\end{equation*}
$$

where

$$
\overline{T_{q}}=\int_{0}^{\infty} d x_{1} \ldots \int_{0}^{\infty} d x_{q} e^{-\varepsilon\left(x_{1}+\ldots+x_{q}\right)} \prod_{j=1}^{q}\left(1-\hat{Q}_{j}\right) F_{q}\left(x_{1}, \ldots, x_{q}\right)
$$

Perform formally the summation in (C.4)

$$
\begin{equation*}
\delta m^{\varepsilon}=\left[\frac{\Delta m}{\varepsilon}+\left\{\sum_{q=0}^{\infty}(\Delta m)^{q} I_{q}^{\varepsilon}\right\}^{-1}\right]^{-1} \tag{C.5}
\end{equation*}
$$

Since $I_{q}^{\varepsilon} \leqslant\left(I_{r}^{\varepsilon}\right)^{q}$, then

$$
\begin{equation*}
\delta_{m}^{\varepsilon} \leqslant\left[\frac{\Delta m}{\varepsilon}+1-\Delta m I_{1}^{\varepsilon}\right]^{-1}=\left[1-\Delta m \bar{I}_{1}^{\varepsilon}\right] \tag{C.6}
\end{equation*}
$$

The summation in (C.4) is valid if $\mathcal{E}$ satisfies the conditions

$$
\begin{gather*}
\Delta m I_{1}^{\varepsilon}<1  \tag{C.7a}\\
\frac{\Delta m}{\varepsilon}<1-\Delta m I_{1}^{\varepsilon} \tag{C.7b}
\end{gather*}
$$

from which the second one is stronger.

## Appendix

Consider the $q$-th term of series (18) for the Green function
$J_{q}(t)=(-i \Delta m)^{q} \int_{0}^{t} d \xi_{l} \ldots \int_{0}^{\xi_{r},} d \xi_{q} \exp \left\{-g^{2} \sum_{\vec{k}}^{1} \frac{1}{\omega^{2}}\left[\sum_{l=1}^{q}(-)^{l}\left(e^{-i \omega\left(t-\xi_{c}\right)}-e^{-i \omega \xi_{l}}\right)+2 \sum_{l=2}^{q} \sum_{m=1}^{e-1}(-)^{l+m} e^{-i \omega\left(\xi_{-} \xi_{e}\right)}\right]\right\}(D .1)$
As we are interested in the behaviour of the Green function at small times ( $\mu t \ll 1$ ) then the functions in the exponent may be replaced for their asymptotic expansion for small arguments.

$$
\begin{equation*}
g^{2} \sum_{\vec{k}} \frac{1}{\omega^{2}} e^{-i \omega \xi}=-G^{2} \ln (i \mu \xi)+G^{2}(\ln 2-c-1)+O(\mu \xi) \tag{Di}
\end{equation*}
$$

where $C$ is the Euler constant, $G^{2}=\frac{g^{2}}{2 \pi^{2}}$.
Replacing further the integration variables in (D.1) $\boldsymbol{\xi}_{j}=\mu t \cdot X_{j}$ and substituting there the asymptotic expansion (D.2), we get

$$
\begin{gathered}
J_{q}(t)=\left(-\frac{\Delta m}{\mu}\right)^{q}(i \mu t)^{q-2 G^{2}\left[\frac{q}{2}\right]} e^{2 G^{2}(\ln 2-c-1)\left[\frac{q}{2}\right]} I_{q} \\
I_{q}=\int_{0}^{1} d x_{1} \ldots \int_{0}^{x_{q-1}} d x_{q} \prod_{2=1}^{q}\left(\frac{1-x_{2}}{x_{z}}\right)^{(-)^{2} G^{2}} \prod_{e=2}^{q} \prod_{m=1}^{1-1}\left(x_{m}-x_{e}\right)^{\left(-\rho^{\operatorname{lnm} 2 G^{2}}\right.} \\
{\left[\frac{q}{2}\right]= \begin{cases}\frac{q}{2}, & \text { if } 9 \text { is even } \\
\frac{q-1}{2}, & \text { if } 9 \text { is odd }\end{cases} }
\end{gathered}
$$

Consider first the numbers $I_{q}$ for the even values $q=2 n$
$I_{2 n}=\int_{0}^{1} d x_{1} \ldots \int_{0}^{x_{2 n-1}} d x_{2 n} \prod_{2=1}^{n}\left[\frac{\left(1-x_{n 2}\right) x_{2 n-1}}{x_{22}\left(1-x_{2 n}-1\right)}\right]^{G^{2}} \prod_{e=1}^{n} \frac{1}{\left(x_{22-1}-x_{2 c}\right)^{2 \sigma^{2}}} \prod_{m=1}^{e-1}\left[\frac{\left(x_{2 m}-x_{2 c}\right)\left(x_{2 m-1}-x_{2 e-1}\right)}{\left(x_{2 m}-x_{2 c-1}\right)\left(x_{2 n-1}-x_{2 c}\right)}\right]^{2 G^{2}}$
Make the following substitution of the variables in the integrals

$$
\begin{equation*}
x_{e}=\prod_{j=1}^{e} z_{j} \tag{D.5}
\end{equation*}
$$

then we obtain

$$
\begin{gather*}
I_{2 n}=\int_{0}^{1} d Z_{1} \ldots \int_{0}^{1} d Z_{2 n} \prod_{s=1}^{2 n} Z_{s}^{(2 n+1-s)\left(1-G^{2}\right)-1} x \\
\times \prod_{l=1}^{n}\left(\frac{1-\prod_{j=1}^{2 \ell} Z_{j}}{1-\prod_{j=1}^{1=1} Z_{j}}\right)^{\varepsilon^{2}} \frac{1}{\left(1-Z_{2 e}\right)^{2 \sigma^{2}}} \prod_{m=1}^{e-1}\left[\frac{\left(1-\prod_{j=2 m=1}^{2 l} Z_{j}\right)\left(1-\prod_{j=2 m}^{2 e-1} Z_{j}\right)}{\left(1-\prod_{j=2 m=1}^{2 e-1} z_{j}\right)\left(1-\prod_{j=2 m}^{2 l} Z_{j}\right)}\right]^{2 G^{2}} \tag{D.6}
\end{gather*}
$$

It can be easily seen that the integrals are convergent at the upper limit, provided

$$
\begin{equation*}
2 G^{2}<1 \quad \text { or } \quad \frac{g^{2}}{\pi^{2}}<1 \tag{D.7}
\end{equation*}
$$

To estimate the upper value of $I_{2 n}$ we use the inequality

$$
\begin{equation*}
\frac{1-x}{1-x \beta} \leqslant 1 \quad \text { by } \quad 0 \leqslant x \leqslant 1,0 \leqslant \beta \leqslant 1 \tag{Di}
\end{equation*}
$$

The estimation yields

$$
\begin{equation*}
I_{2 n} \leqslant \int_{0}^{1} \frac{d z_{1} \cdot z_{1}^{2 n\left(1-\sigma^{2}\right)-1}}{\left(1-z_{1}\right)^{\sigma^{2}}} \prod_{l=2}^{2 n} \int_{0}^{1} d z_{l} z_{l}^{(2 n+1-l)\left(1-\sigma^{2}\right)-1}\left(1-z_{l}\right)^{-2 \sigma^{2}} \tag{D.9}
\end{equation*}
$$

The calculation of the integrals leads to

$$
\begin{equation*}
I_{2 n} \leqslant \frac{\left[\left(1-\sigma^{2}\right) \Gamma\left(1-2 \sigma^{2}\right)\right]^{2 n}}{\Gamma\left(\frac{1-2 \sigma^{2}}{1-\sigma^{2}}\right)} \Gamma\left(\frac{(2 n+1)\left(1-\sigma^{2}\right)-1}{1-\sigma^{2}}\right)\left[\frac{\Gamma\left(1-\sigma^{2}\right)}{\Gamma\left((2 n+1)\left(1-\sigma^{2}\right)\right.}\right]^{2} \tag{D.10}
\end{equation*}
$$

When $n$ is tending to infinity the inequality, has the form

$$
\begin{equation*}
I_{2 n} \leqslant \frac{\left[\Gamma\left(1-2 \sigma^{2}\right)\right]^{2 n}}{\Gamma\left((2 n+1)\left(1-2 \sigma^{2}\right)\right)} \cdot \frac{\left(1-\sigma^{2}\right)^{2 n}\left[\Gamma\left(1-\sigma^{2}\right)\right]^{2}}{\Gamma\left(\frac{1-2 \sigma^{2}}{1-\sigma^{2}}\right)}\left[\frac{\left(1-2 \sigma^{2}\right)^{\left(1-2 \sigma^{2}\right)}}{\left(1-\sigma^{2}\right)^{2\left(1-2 \sigma^{2}\right)}}\right]^{2 n+1} \tag{D.11}
\end{equation*}
$$

by

$$
(2 n+1)\left(1-2 \sigma^{2}\right) \gg 1
$$

The presence of the factor $\Gamma\left((2 n+1)\left(1-2 G^{2}\right)\right)$ in the denominator in the right-hand side of the inequality provides the absolute convergence of the series (D.1) at small $t(\mu t \ll 1)$ and $4 m$ is arbitrary and $g^{2} / \pi^{2}<1$.

The estimation of the odd numbers $I_{2 n+1}$ is made in an analogous manner and yields the same result.
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