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Introduction 

The phase shift analysls/
1 / is a method of reconstructing the scattering matrix from 

the experimental data, A single set of phase shifts is now determined for the e nergies 

from 23 to 310 MeV, The specification of phase shifts (or mixing parameters) a rises 

as an important problem for these energies, For instance the precise determination of 

the NN- scattering mixing parameter • 1 makes it possible to estimate the co.<tribution 

of tensor forces to the NN- interaction/ 
2

/ , 

In the phase shift analysis the least square method gives a set of phase shifts from 

the experimental data and the corresponding error ma trix, We have to choose such an 

additional experiment, which allowes to estimate one phase shift ( say the 

a given small error. 

f - th) with 

The proposed method ( the measurement- time m1n1m1zmg method) is a genera­

lisa tion a~d improvement of previously suggested solutions of the problem/
3

•
4
/. 

The method can also be used for other measurements ( not only in NN- scattering 

experiments), It also makes it possible to design experiments specifying some func­

tion of the parameters ( phase shifts), 

The computing time needed by the method is rela tively short. 

It is proved, that in the general case it is n o t possible to estimate a phase shift 

from a single experiment quite precisely. A limit error exists (when the measurement 

time tends t o infinity). The value of this limit error i s given ( corollary 2) . 

The 1 Description of the Method 

Let us assume, tha t the theo retical dependence o f the experimental data y l on the 

phase shifts fJ I , ,, , fJ m is g iven by the e qua tions: 

i=l,n+l ( 1) 

To evaluate the error matrix we must take a linear aproximation: 
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where 

y1 ~ f1a 5 a+ f 10 
a-1 

r1a- [ a'lt< 8> 
a sa 

]-+ .. 
5-So 

(2) 

.. 
f,o='I,< So) (3) 

and. S is the vector of the least- squares estimates. The first n experiments are 
0 

the original ones and the ( n+ 1 )- st is the additional experiment (the p lanned experiment). 

By t we shall denote the measurement time of the additional experiment. As is 

known/ 
3

•
4

/ the element of the ma trix reciprocal to the error matrix has the form: 

_
1 

n+ l 
Da,B(t) = ~ f1 a w1 ,_, 

-I 

f 1,B= Da,B(O)+tAfn+l, a f n+ !,{3' 
( 4) 

where w 
1 

denotes the weight of the i - th experiment and A is the efficiency of the 

additional experimen/ 
5

• 
6

/ I w n + 1 = 1 I A t I . 

The expression ( 4) indica tes a "direct method" of solving a similar problem. We 

fix the time t and substitute all possible additional experiments into ( 4) , For each 

additional experiment we compute the reciprocal matrix. 'Thus we find the experiment 

which gives se with the minimal error. 

To get an a nalytical solution of the problem we used the following lemma: 

Lemma. 

lf A, B are two m x m matrices with the ranks r (A)- m, r (B)~ 1 then: 

Proof. 

We denote the 

-I 
det(A+B)=(detA)(1+ ~ AP• s. ) . 

p I .I:: 1 p 

i- the colwnn of the matrix AIB I 

det(A+I3)=det(a
1

+ ,8
1

, ... ,am+ .B m)= 

(5) 

by a
1 
I ,8

1 
I . We have: 

( 6) 

~det(a 1 ,a 2 , ... ,a m)+ det( ,B
1

, a
2

, ... ,am)+ ... + 

+det(a
1
,a

2
, ... , ,Bm ). 

4 

;I 

.I 
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the following lemma: 

•m, r(B)•1 then: 

( 5) 

by a 1 I {3 1 / ,We h ave: 

( 6) 

In ( 6) we drop the determina nts containing two o r more colwnns o f the matrix B , 

They are equal to zero, since r(B)=1 • We decompose the determinants in ( 6) in 

terms of the elements of the f3 - s (Laplace theorem/ 7/ ) and obtain ( 5) . 

Theoremx/ . 

Let us den o te by [ C (a, 13t t) ]-
1 

the submatrix of D- 1(t) w hich we o btain by 

removing the 

lity is valid: 

Proof. 

a - th row - and the f3 - th column of D -I( t), The following equa-

(a,f3> 
1 + t.\ •=2,1 p~ I f n + I ' • C • P ( 0 ) f n + I 'P 

ala pff3 
D af3( t) • D af3( 0) ----=-.....:...:~-------

1 + t.\ i i f D (0) f 
a=t p=l n+ l,e ap n+l,p 

( 7) 

According to a for mula w ell known from algebra/ 7 / w e have: 

(a,f3> -1 

( ) ...cd::..:e:..ot_,_(_:::.C_---'-(u_t)4 ) __ 
D af3 t = -

detD- 1(t) 

Now ( 4) w ritten in a ma trix form gives: 

where 
Faf3 = fn+ 1, a f n+ 1,{3 

( 8 ) 

(9) 

and r(F)=1 because F is a p r oduct of two vectors , Using the lerura. we can 

write: 

detD-
1
(t)=(detD-

1
(0))(1+t.\ ~ D ( O)f f ), 

p ,a=t ep n+l,p n+l, a ( 10) 

In the same way we also transform det [C(a , ,B(t) ) -
1

, We s ubs titute the o b tained 

result and ( 10) into ( 8) and obtain ( 7). The theorem i s proved, 

Corollary I, 

w hich allows a If a v a ria ble z is g iven by a function z = z (l'i 
1 

, • , • ,l'i m) 

linear approximatio n at the point S = S 0 , then the time dependence of the s qua red 

Xt The a utho r found out only after this paper was done, that a theorell\ si­
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error of z is given as: 

a 2 (t)-u 2 (0) . . 1+ tX k 

1+ t A I I f D ( 0) f 
•"""1 pel n+l,a ap n+l,p 

where k denotes some quantity constant in tlrre. 

Proof. 

According to a known equallt) 
3
/: 

where • 

u (t)= I gaDa{J(t)g{J' 
• a,f3•l 

[ az ]-+ .. 
ga· ~ ll•ll

0
' 

By the substitution of ( 7) into ( 12) we obtain ( 11). 

( 11) 

( 12) 

It is evident from the proof how we can obtain the numerical value of the 

constant k. 

Corollary 2. 

The squared error of the phase shift ll f has the following time dependence: 

m (f,f) 
1+tA .~ p~l fn+ l, • C •P (O)f n+l,p 

m m 

2 2 
"e <t>- "e< O> ··'f p+f 

1 + tA :£ :£ f D ( 0) f 
a- 1 p• 1 n+ l, • • P n+ l, p 

and its limit (the leas t possible error) is expressed by: 

m m (f f) 
• :¥1 p~l fn+ I, • C .: (0) fn+ I, p 

2 2 o+f. .LV 
"f min •ae (0) ~;;;t:WP!:IJ":!:.---------

:2: :£ f D (0) f 
a•l p=J n+l,a ap n+l,p 

The e xpression ( 13) is a special case of ( 7) (for a-{J=f 

expression ( 14) follows from the equality: 

" "f-
2 

-timae(t). ... ~ 
6 

( 13) 

( 14) 

and the 

.. 
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( 11) 

0) f 
n+ l,p 

( 12) 

e numerical value of the 

1e following time dependence: 

0) f n+ l,p 

( 13) 

n+ 1, p 

r; 

( 14) 

and the 

Corollary 3. 

It it is possible to obtain the phase- shift l5 f after the additional measure-

ment with. the requested error "r . then the necessary measurement time is: 

( 15) 

where 
R 

op 

If 

( 16) 
if s• f or p-f 

and <7f 
p.----

"t ( 0) 

We obtain ( 15) directly from ( 13) and ( 16). 

Naturally, if the efficiency is not equal but only proportional to the recipro­

cal value of the variance of the additional experiment in a time unit, then we must 

multiplicate the right side of ( 15) by a constant. 

The equality ( 15) makes it possible to find the optim:ll additional experiment 

minimizing the time in the set of all possible additional experiments. We 

must emphasize, that only the efficiency >. 

on the additional experiment. The matrix R 

and the coefficients f n+ l, a depend 

can be computed once and for ail 

before the planning so that the computation is shorter than in the direct method. 

It we want to minimize the price of the experiment we must minimize the 

value: 

( 17) 

where h0 is the price of the experimental equlpement, b 
1 

is the price of the 

accelerator run per time unit and t is taken from ( 15). 
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Comparison with other Methods 

The method most similar to the given one is the continuous planning of ex­

periments/ 4/. The results of/ 
4/ and of the proposed method coincide if the mea­

surement tirre is lnfinltesimally small. ln this sense the proposed method is a ge­

neralization ol 4
/ • 

We shall discuss another method in detait - the fixed parameter method. 

This method is based on intuitive considerations a nd was exploited by the experi­

mentalists in the JINR. 

The additional exper iment can be estimated from the original experiments. 

The squared variance of this estimate is given b) 
3

/: 

2 .. 
• Un+l • l: fn+l,o 0 op (O) fn+l,p 

a,p•l 

( 18) 

Let us assume, that the phase shift llf is known exactly ( the fixed parameter). 

Then we obtain the variance ( 18) in the form: 

2 
0 

fiz, n+ 1 

.. 
- l: l: 

••1 p•l 
f D (O)f 
n+t,a •P n+l,p 

( 19) 

··f • .;£ 

According to this method the optimal additio nal experiment is the "most sensitive" 

one to the fixing of the parameter. Thus, the optimal additional experiment maxi­

mizes the expression: 

where 
~.p 

l:lo2 •o2 -o 2 
n+ 1 fh;, n+ 1 

-I. f Q f 
I 

n+l,a ap n+l,p a,p• 

= o •• <o>-o •• (o)-0 if ""t. P -1 f 

= o •• <o> if s-f ,or p• f 

(20) 

(21) 

Let us compare the reciproca l value o f ( 15) with L't.u
2 

from ( 20) and the ma t-

rix R•• from ( 16) w ith Q. 9 from (21). If the phase shift estima tes are 
\ff) 

uncorrela te d, then D •• (0) • C •• (0) I s -1 f, p -1 f I . Moreover, if 

p. ~ 1 and >. is a constant, then ( 16) coincides with ( 21) and the planning 

of the experiment by both methods c o incides too, We h ave proved the following 

statem ent : 

8 
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D (O)f 
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( 1 9 ) 
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I f Q f 
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15 ) with l'lo 2 from ( 2 0) a nd the mat­
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solf, p.;f I . Moreover, if 

coincides with ( 21) and the planning 

ies too. We have proved the following 

If: 

1. The phase shift estimates are uncorrelated . 

2 . All possible additional experiments have the same efficiency. 

3. We only want to find a locally optimal experiment (that i s o ptimal in the 

beginning of the measurement) • 

then the design of experiment by the time- minimizing method coincides w ith 

the fixed parameter method. 

It c a n be proved, that the two m e thods give the same res ults o nly under 

these assumptions, so that the fixed parameter method can be a pplied only in 

this c a se. 
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References 

1. H.P.Stapp. Report UCRL 1098 ( 1955 ). 

2 . S.I.EUenka ya, Z .Janout, Yu.M.Ka zarinov, F.Lehar. Preprint E- 2609, Dubna 196 6 . 

3. H.T. Knenaxos, C.H. Coxonos. Aaanaa H nnaaaposaaae axcnepHM9HTOB MeTonoM MBK­
CHMyMa npasnonono6HH. Han. 'Hayxa•, Mocxsa, 1964. 

( N.P.Klepikov, S.N.Sokolov. Analy s is and Pla nning o f Experime nts by the 
Method of Maximum Likeliho od, Aca d.- Verlag, B erlin 1961). 

4. C.H. Coxonos. TeopHSI sepoHTHOCTeR 
318-324. 

H ee npHM9H9HHe. _!!, 1 ( 1963),95-101 ; _!!,3( 1963), 

5. <1>. nerap, B.B. <l>enopos. npenpHHT P-2332, ny6aa, 1965 • .HnepHBH tPH3 HKa ~ 4, 
693-696 ( 1966). 

6. V.V.Fedorov, Z.Janout, F.Lehar. Prep rint E- 2 765 , Dubna 19 66. 

7. A.r. Kypom. Kypc BblCUJel! anre6pbr. Mocxs a, r oc.Han.<!>Ha .MaT. nHT., 1962. 

Received by Publishing Depa rtment 
o n September 1 2 , 1966 • 

9 


