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lupokoe BHeAPEHHE CKTDOHHLIX EbiMUHCAUTOALULIN MaluE B pASTHIMELIEC 3BeUbd
PUBHUECKOrO AKCIEPUMEHTA 34 HMOCHEIHHE TOL BLI3Ra10 Olpefencunuii rurTepec co
cTopoHLl QHAHKOB=9KCOEPUMEHTATONOB K BONDOCAN BLIMHCAHTENLHOI TeXHUKU o lipo-
rpamMupoBaunio. [lepconan ¢uauueckux radopaTopiil IDI HOATOTOBKE 9KCIEMINMEHTON
unyu oSpaboTKe sKCNEepuMeuTanbiblX Raii ixX Bliiyvxaen (B GoabLNHCTBE CHYYAeB Co-
MOCTOSTENRH0) ocBaupaTh TexHliky IBM 1 MeTonbl paGoTil Ha LLIYHCAHTENBHLIX AMA-—
UIMHAX,

[Mpu BCceM MHOT0OOpPA3MH MATELRAMN: Xa4K 110 CAMIM BRUHCAMTENBHLBIM MaulliHaM,
Tak ¥ 10 BONPOCAM MPOTLHAMMUEDPORAHIS,  Ipokecce TAKON paGoTil BO3HUKAWT eCcTeCT-
BeHHLIC TPYAHOCTH, CBU3aHHLIE, TVIABHUM 00O[pA3oM, C O pAHIHEHHOCTbLIO JHTOPATYPLI,
paccuuTaiidoll Ha (H3HK&-OKCULPHMOHTATOPA HAM HA AMIL, 3AaHHMABUNXCH pa3BHTHEN
METO/IMUYECKHX BONPOCOB 9KCH2PUMEHTAnb 10§ Juapky. Dcnn yyecTs npH aToM, 4TO Me-
Toauka Mchoiab3obaHuga IBM B skcnepnMinrtanbuoit dpange GpICTpo COBEpUIGHCTBYETCH,
To OyAeT MOHATEH MHTEepec Co CTOPOHLI OMAIYECKHX HHCTHTYTOB K neTHeidl wxone Ofbe-
AMHEHHOTO HHCTHTYTa siiepHbuLix HcchaepoBauuii — “llpusvenenne 3BM B zagavgax axcne-
PUMEHTaNbHOH Pu3uku”,

lxona npopoaunack, JlaGopaTopuell BLIYMCAWTENBLHONW TEXHUKH I ABTOMAaTH3auii
OUAY ( aupexTop -~ unen-koppecnonaeutr AH CCCP npod. M.I.Mewmepsaxor) B r.Anyu-
Te (Kprn) ¢ 5 no 19 man 1968 ronpa. ’

MperpamMMa  WKOTL  HAPAAY C  OCHOBONOJArawmUINMKM  BONpOCAMH  BK!0Haza
Takxe JIeKHHH N0  HCKOTOPHIM  KOHEPETHLIM  COBPEMEHHBIM  MeToaAukaM. g
YTeHUS JeKUuil ObuiM NMpuriaweHsl BeAyuge cneunarcTul 13 OBbeNMHEHHOTO HHCTHTY=-
Ta gaepHLIX UCCledoBaHMil, MHCTHUTYTOB ¢ TpaH-y4dacTHuu OWAM, a takxe konnmern us
eBpoNeiickux uccrenobaTenbckix uentpor - UEPHa (lWsefinapus) u Caxne (®panung).

He uned Bo3MOXHOCTH oNyGnukoBa'b Becb matepuan, pektopat Wkonwm noaroro-
BUJ K HM3AAHHI OTAeNbHbLEe JIeKIUH, COXPiHWB, B CCHOBIOM, MUX B TOM BHuIE, B KOTOPOM
OHU OLIIM IIPeACTAaBIEeHL ABTOPAMH,

Jnu, HHTepecyWMUXCd JIeKUHsSMH B HOoJHOM o0ObeMe, Mbl aapecyemM B GuSaMoTeky
OHAH, raoe HaxoABTCd Ooaubii COOPIHK NPOYHTAHKLIX B WMKoae mekuuid: “llpumeHeHue
3BM B zanauax sKcHepuiMeHTalbHOH QU3AKH”,

Pextop Ulkonmb

JOKTOD TeXHHYeCKUX HAYK

IN3AEUAKHH

OTneYaTsaHO METOo/IoM KCEepOoKC—~poTe IIPUHT C MaTepnajsnon, MOATIOTOBRJIeHHbIX

pextopatoM Uxonu.
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THE Le.S.D. TROJECT
(Spiral Reader)

J.C.Gouache and J.Trembleyx>

Abridged and edited by I.Skryl

Introducticn

High energy physics and tlie study of the elementary particles
require higher and higher stat:stics. In the field of bubble chamber‘
physics, higher statistics mean more andrmore particles to scan and
to analyse. To satisfy such necds, automatic madhines are under con- f
struction or development.

The firsf autcmatic machire was the HPD or FS%XV with its mecha-i
nical flying spot digitizer., Tie following two machines were the a
PEP%XX? and the Spiral Reader. The PEPR differs from the well-known
HPD in two principal ways. o

I) The spot of light which scans the photograph in PEPR is gene—

rated by a CRT (cathode ray tube) rather than by mechanical
means. |

2) The spot of light is cajable of being expanded into a line

segment with any desiredl orientation. This line segment de-

tects track elements in an analogue manner, some of the non-

track background signal is automatically filtered out.

The Spiral Reader differs :radically from the HPD and the PEPR in
that it has an operator "on-linc". In addition it has its own method

of digitization invented in I958 by B.McCormick from the Alvarez

x)CERI\] - Collége de France
XX/ 4pD or FSD: Hough Powell Device or Flying Spot Digitizer.

XXX/pEPR: Precision Encoding and Pattern Recognition.



group (Berkeley) where it started to operate for Physics experiments
in I965. A radially oriented mechanical line segment (a slit) scans
spirally outwards from a vertex. .\n operator lpoking on a projection
table centres the spiral scan on :he vertex of the event and helps
if necessary the measurement by gilving instructions to the computer.
The filtering of the Digitizations is performed off-line on a large
computer (in the case of Berkeley and CERN on a CDC 6600).

Until now the most automatic machines, HPD and PEPR, require
human intervention; this is done »ff-line by manually measuring a few
points on each track, to prepare :oads which are needed for the final
evaluation. With the Spiral Reade:» the assistance is given during the
measurement by the precise positioning onto the vertex.

Fig.I is a photograph of the Spiral Reader at CERN with its
electronics and on-line computer _PDP 9), taken in ipril 1968 during

the mounting of the machine.

Fig. I. The Spiral Reader at CERI with 1ts electronics and on-line

computer (PDP-9).



Principles of the LiD (Spiral Reader)

The LSD performs the analysis of the events using the particu—~
lar star pattern of the reaction in measuring them with polar cobr—
dinates (R= g ) related to the normal cartesian coordinate system
by the fiducial and vertex X-Y coordinates.

The polar system scans the film optically from its centre point'
outward (increasing radius) ani clockwise (increasing angle). The

.centre of the spiral scan may oe moved to any point of the film
with the help of the two stages and is referenced by the rectangular |
coordinate system. As the scanning slit which is mechanically realized
crosses a track, a photomultiplier tube produces a pulse which initi-
ates the storage of the polar coordinates at that time. When the data
is processed off-line. , the conputer will reconstruct the event and

reference it to the fiducial marks.

II. Descripiion

I1.I Mechanics and Optics

Fig.2 is a sketch of the general assembly of themachine showlng,
from left to right : |

a) The projection table

b) The film transport system

c)aThe X-Y stage with the optics housing above it

d)ﬂThe cone=periscope

e) The auto-fiducial system and the TV camera

II.I.I Film Transport System

The film transport system is designed to take 300 metre spools

of unperforated film of either 35 mm or 50 mm. The maximum speed 18

i
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5 metres/sec. The film transport which takes the three stereoviews,
makes an angle of 90° with the image position on the stage. The film?”
after passing through a ' vacuur buffer , turns ag” by sliding on 45°
rollers, thus permitting the X translation of the upper stage, the Y -
movement of the lower stage;both movements are absorbed by the

vacuum buffer of the transport.

II.I.2 The =Y Stage

The X-Y stage is formed by two movable tables running on rollers
and driven by ball-screws directly coupled to printed circuit motors.
The lower table, moving in the longitudinal direction of the film,
has a total travel of 20C mm ani the upper one a cross movement of

I50 mm. The maximum speed of th2 tables is 12 cm/sec. On the upper

table a film clamp system maintains the films in place during the

measuremént by pressing them between two glass plates.The table po-
sition is picked up by Heidenhain linear encoders giving a least
count of 2.0 microns.

The movement of the stage can b: obtained either under computer or
under manual control. The manual control is realized by a speed ball
and used principally for fiduciil measurement, vertex positioning
and crutch points. |

The centring on the vertex or .fiducials and the crutch points, is
observed on a TV set with a higaier magnification than on the pro=
jection table (200 times compar:d to IC times).

A £ilm frame counting system (Brenner mark detector) i1s mounted on
the upper stage which steps up & film frame counter in the computer

to permit the research of the n2xt frame and to position the picture

to within 2/I0 of a millimetre.
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Flg.3 gives'a scheme  of tie general optics layout of the ma~
chine. The light is produced by a Xenon lamp delivering 450 Watts
and illuminating the film after a 90° deflection om to a cold mirror
to avoid film heating. The machine is designéd to project only one
view at a time while the film transport system is able to take the
three views. The passage from one view to the other is done with the
lower stage (Y-displacement of the X-Y stage).
The semi-transparent mirror No.I splits the projectibn in two parts,
one part going 'via objective No.I, mirrors No.4 and 5 on the projec~—
tion table, the other part being reflected on the cone <for the measu-
rement,
The projection for the measurement is done by objective No.2 on the
virtual horizontal plane A. In reality the image is focused on a slit
"S" (mounted on a sliding piece moving up and down along the axis of
a cone supporting the mirror No.J3 and turning around) after the ref-
lection on the last mirror No.3 fixed on the edge of a rotating cone.
The first objective is a Schneider Repro—Claron (355:1:9) giving a
magnification of IO on the table. The second objective is again a
Repro-Claron (305:I:9), the magnification on the slit being 2.8 times
the image on the film.
The mirror No.2 is a sémimtransparant mirror leaving part of the image

to be projected on the TV camera and automatic fiducial measuring

system.

II.I.4 The Cone—-PeBriscope

The cone-~periscope assembly consists of a vertically ball-bearing

suspended drum, which rotates preszntly at a constant speed of 900

1T



turns per minute., To provide a sp.ral scan of the event centred on
its épex, a periscope‘tuble is moving up and down along the axis ;f

a cone. The peiiscopé movement is independent of the rotation of the
cone. The light reflected by the nirror No.3 is projected on a small
s1it (50 M x I0004) and deflected by a silvered prism on a fibre

optic pipe which then guides the _ight to a photomultiplier situated
outside the cone—-periscope assembly. The vertical movement of the
periscope is achieved by a printec cirduit motor acting on a ball
screw. The R and 6 coordinates are provided by Heidenhain encoders.

The R encoder is a standard linear encoder of the same type as the

X-Y encodes 6f the stages. The eincoder is specially developed by
Heidenhain, Cermany; it 1s a disc with 32,400 division per turn (I2
micron light — I2 micron dark), multiplied electronically by 4 to pro-
duce a least count of 2.5 microns at the largest scan radius on the
film.

Presently the size of the spiral scan is 80 c¢m in radius in the 2m
chamber and 53 mm of thé film. |

For controlling the movement of tle periscope, its position is given

by a linear potentiometer providirg feedback information in the posi-

tion servo for maintenance.

IT.I.5 The Auto-Fiducial System

The fiducial measuring system is arranged such that it will be
possible to measure 4 fiducials simultaneously. Four ad justable "V"-
shaped =1lits (5mm x ZQ}L) are mourted in front of 4 pairs of fibre
optics light guides connected to & photomultipliers. The system has
to be changed and readjusted for each chamber type and is now desig-

ned for the HBC 200 and HBC 8I of CERN.

12



IT.2. Control Electronics and Interface.to the PDP9 Computer:

The PDP9 1s a obmputer manufactured by "Digital Equipment
Corporation", Maynard, Massachussets. It is an I8 bit machine,
provided in its basic #ersion vith an 8I92-word memory, & model 33
send—receive Teletype, and a p:cper-tape reader-punch. The teletype
is used by the computer to permit messages to the operator and is
used by the operator to provide requested information to the compu-
ter (¢perator number, data, present film frames etc...) or to alter
the normal sequence of~the program, as will be discussed later. In
addition to this basic configuration we have purchased 2 magnetic
tape units with controller: one unit for input of scanning informa-—
tion, the second one for output of digitizings from the spiral scan
and for output of indicative irformation. Finally, in order to
display for the operator the R — 6 coordinates of the digitizings:
which are written onto the ouf;ut tape, we have purchased the type

34H display controller with a FM 564 Tektronix storage oscilloscope. .

The LSD might be éonsidered as consisfiﬂg of 3 parts: the
computer, the mechanical assemtly, and the operator. Each one of
these 3 parts sends or receives messages Which are hot directly
usable or understandable. The role of the dontrol electronics, at
the center of these three pbles, is to work out the necessary trans-
lations and allow transmission of data between the three parts.

Fig.4 shows how all data paths flow through the control elec-

tronics (except the exchange of data between computer and standard

DEC peripherals, i.e. tape units, teletype, storage oscilloscOpe).

I3
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From this figure, one can s3ee for instance that the computer
sends commands such as a veloci:.y for the periscope or the X-Y
stage. This command loads a so—called "velocity register"™ in the
control electronics, the conten:s of which determine the proper
width of the 20 kHz pﬁlses appl..ed to the printed circuif motor lo~
cated in the mechanical assembl;r.

Another example: the operailor initiates an operation during the
meésuringfsequence by depressing any one of the I0 console buttons.
This action sets the correspond:ng flip~flop of a so—-called "command
and status register" in the conlrol electronics. The content of this
register read into the computer directs the prcgram to take the ac-
tion the operator wants to be performed. |

These two examples show clearly the role of transmission,
tranélation and coordination of the control electronics. Without
further analysing how the signals are dealt within the control elec—
tronics, let us mention the different kinds of signals it will send
or receive: .

a) from the computer it receives:

- commands (e.g.to read a register into the computer)

~ data ( e.g. & velocity)

- tests fe.g. the next sequential instruction of the program

will or will not be skipred depending upon the stage of a
given flip-flop)

- enables (e.g. a given flip-flop is permitted to cause a prog-

ram interrupt when it comes to a I)

to the computer it sends:
- data (e.g. X-Y coordinates)
- results of tests (e.g. the pulse which will cause a skip)

-~ Interrupt (e.g. if previcnusly enabled, the flag corresponding

15



b)

II.

to & limit switoch on the X stage will cause an interrupt when

the stage hits the 1limit)

from the mechanical assembly it receives:

raw data (e.g. the periscope iisplacement from the Heidenhain
linear encoder)

mechanical states (é.g. which view is positidnned under the op-
tical axis from the view sensirs, or the crossing of the refe-
rence marks)

to the mechanical assembly it sends:

command pulses to the motors

command signals to the film damp and the film transport system
(e.g. stop film accurately whin the next Brenner mark passes

under the detector)

from the operator it receives:
requests from the console but:ions

displacement commands of the (-Y stage via the “"speed-ball" .

The LSD control electronics is divided according to the mecha-

nical divisions. Except "interfac:" which simply translates the DEC

negative logic (0, =3V) to the "T:xas Instruments" positive logic

(o,

+5V) and conversely, no other element 1s common to the electro-

nics subsystems; each one constitites an independent whole which

separately controls its corresponiling meohanical part.

The loglc part of these elecironic subsystems 1z designed with

microcircuits of the so-called TT., (Transistor-Transistor Logic)

technology manufactured by "Texas Instruments™ , series SN .74N-and

I6



BH 74 1. The analogue parts us: integrated operational amplifiers
manufactured by "Fairchild" (A AT700 Series) and "Motorola" {(iC I433"

‘Figure 5 shows the difler:nt electronic subsystems. 4All parts
situated above the interfac: constitute the computer and its periphe:
ral equipments. A1l parts t2lov constitute the control electronics.
On the left hand side can te scen the subsystems which are constantl;
under direct control of the program, which cannot perform any single
operation without the appropriate command from the program. On the
rigth hand side, the digitizings channel (Channel D), only needs to
be initialized by the program; two registers are loaded - word
count and initial address register — which define respectively the
size and Starting address of the input buffer for the spiral scan
digitizings; once the channel -.s initialized the digitizings come
at their own rate with no further intervention of the program until
the spiral scan is finished.

This figure also shows hov the 3 PDPY words are inputted for
each digitizing (total 54 bits . £ pulse coming from the periscope
photo-multiplier (PM) 1is first normalized by an automatic giin
control (AGC) system and is then digitized via an analog-to-digital
converter (A.D.Conv.), the pulse height being stored in a pulse
height register (P.H.Reg.). If the edzes of the pulse correspond
to given specifications the ?ulne Analyser issues a signal "Valid
fulse™ to the Channel D electrcnlcs. This signal in return; causes
Channel D to issue 2 strobe sisnals, separated by 4 A4S, to input
successively the radius from tite periscope scaler, the angle 6 and
pulse width A0 as given by the 8 encodexr, and the pulse height

as stored in the pulse height 1egister.

I7



IX.3 Software

The necessary software for the LSD consists essentially of 4
different programs:

- &n on-line control program "ASTER:XQ (size 6x-PDP9 words)

- a maintenance and check program "RAVEN® (size 2.5k-TDP9 words)

- an off?line filter pregram "POOH* (size I3k-CDC 6600 words)

~ a calibraticn program "SCAIP" {sime IOk-CDC 6600 words)

In addition let us menticn trat the sontrol and maintenance
programs are pﬁnohed on cards &and are assembled on the CERN CDC
6600. This produces a bilpnary megnetic tape containing relocatable
subroutines which are linked tcgether at loading time. The assemb-
ler which was initially developed in Berkeley has been consideratly

improved. The linking 1loader has teern entirely developed at CERN.

This is the normal working pregrem during LSD operation. It
does no calculation or f£iltering but Jjust outputs onto magnetic
tape the raw data-from the spiral scan, the vertex, crutch points,
stopping points and fiducial coordinates., It directs the measuring
sequence and makes provisibn for the cperater to modify this se-
quence (remeasurement cf a vertex, cf an entire event, reject of
an event etc.) via the teletype keyboard. It prints messages to
the operator: indicafions or commeats c¢f the scanrer, error condi-
tions, current roll, frame, experirent numbers, requests a new
magnetic tape, etc. Before the first event is measured it callbra-
tes the different periscope velccity ramps for the spiral scan

(more points are needed around the vertex than far away), and checks

for consistency of the X,Y and periscope scalerg during measurement.
I8



The program also controls the dita collection from the spiral scan.
In order not to 1limit the numbe- of digitizings which are inbutted
for one vertex, the program mak:s use of a dynamic buffering, i.e.
two input buffers are filled al:ernatively by the digitizings coming
from Channel D electronics and & full buffer is immediately empltied
onto magnetic tape and is ready to accept more data when the other
buffer is full in its turn.

WWhile the“digitizings are coming; in, the pfogram displays on thé
memory scdpe the values of R anu 6 which are being written into
Ithe input buffer before it is outputted onto magnetic tape. Another
feature of the program.is the automatic measurement of the fiducial
marks. Eight photomultiplier tultes receive light from four pairs

of slits parallel to thé legs o1 4 fiducial crosses. FFor measurement,
a sweep of the X-stage is initicted by the program. Positions of thé
stage are stored for leading anc trailing edges of the pulses‘gene—
rated by the 8 fiducial legs in their appropriate photomultiplier
tube. Under the assumption that the legs haveuan angle of i45° on
the X-axis, the centre of tﬁe fiducial crosses can be calculated.

Tc be accepted howevery, as the final fiducial positions, they have
to pass, successfully, consistercy checks and more precisely, that
the distances between one and tle other 1lie within given tolerances.
If these checks fail for one or several of them, the operator is
requested to measure them manually. The program also controls the
f1lm transport system. For instence, during initialization the ope-
rator is requested to provide tte present frame numbers. The frame
number of the first event to be measured isrread frém the input tape

and the 3 films are moved and ccrrectly positioned on the desired

frame number.



;

|

The 6k-word control program is en:irely written in machine language.
The teletype input output routines occupy third of the program, the
automatic measurement of fiducial:s another third, the rest being
used for periscope, stage, film transport control, data input—output,
display and utility programs. The 2 input buffers are presently 999

words long.

‘I1.3.2 The Maintenance and Check ’rogram

This program had ﬁeen originnlly developew uc Berkeley and was
simply adapted, taking into acccuit CZRN modifications.
Its operation involves the taking of I500 digitizings from a spiral
scan (this implies a 4500 word inHut buffer) and the display of the
entirely or part of the data. Und:r command of the teletype keyboard
one can display points within som: range of pulse height or pulse
width to check the functionning of the pulse analysis system. One
can also intensify some points of a given pulse height against a
background of all the data. One can select an area of the display
and magnify it on the entire display range to check the optics, the
mechanical precision, the linear ind rotary encoders. (ne can display
leading edge, mid-point or trailiag edge of the periscope pulscs.
Tinally one can calculate the per:centage each bit in the 3 data words
is in the “"one" state; to detect iny "stuck bit" and consequently

any failure in Channel D electroasics.

20




IT1.3.3 The Off-Line Filter Prosram

CERN has rresently no experience with the filter program since .

the first LSD output tape has only been produced very recently, and

due to the absence of the Heidcvhain rotary encoder, the § values

are very crude. However, let u: ~menticn the principles of the filte:

program as it is implemented cénd in production in Berkeley. The
points digitized in the first /% of the spiral scan, where the
fiitering effect of the slit 1c of most value, are hisfogrammed into
bins of a 3.5° width, which corresponds to I.5 track widths at the
origin of the radial length anc¢ IG track widths at the upper limit
of the bins., The bins have successive slopes comprised between two -
maximum values which correspond to a minimum radius of curvature
for the tracks considered.When = bin contains more than one half

of the number of cone revoiuticns in the histogramming region, the
points are considered as constituting a possible track. When two
bins contain “he same poirts with & minimum percentage of -60% they
are considered &s belonging to the same track. An equation of the
type: 9==@o4112~f%%‘+}r23 2s then used for a least squares fit
of the points and those which do rot fit within given tolerances
are successively eliminated. When this histogramming is terminated,

the tracks are extended upwarcs. Each time & new point 1s added

the fit parameters are updated, the point is conzidered as belonging

to the track if the it parametzrs lie within given tolerances from
the parameters of the preceediny fit. |

If a “crutch point" has been adied by the operator, a similar his-
togramming takes places downwaris (in the vertex direction), the
tracks are followed in the same way down to tke vertex and then

from the crutch point upwards, is far as possible.
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At this stage, the filter progran may have provided spurious tracks.
A match in space, using informat:.on from the three views finally
performs elimination of spurious tracks by consistency checks on di-

rection, sign and magnitude of curvature, dip and azimuth.

IT.3.4 The Calibration Program

The existence of this progrem 1is due to the fact that the spiral
reader uses two different sets o:' coordinate systems: X-Y rectangular
coordinates for the fiducials, vertices, "crutch points" and stopping
points, and R-8 polar coordinates for the spiral scan digitizings.
The calibration program caldulates the coefficients for the trans-
formation of the polar coordinates into rectangular coordinates.

This i1s done by measuring é so—called Ychicken path' pattern With
a spiral scan. The X-Y coordinates of the cross centres are known
precisely by construction of the gluss plate. The X'-Y' coordinates
of the cross centres are calcula:ed from the R- 8 coordinates of
the LSD output data. Partly empiirically, partly using formulae of
the known mechanical and optical distortions, an equation is estab-
lished which allows, by interpolation between crosses, the trans-
formation from the X'=Y' to the (~Y system and ultimately the R-§

to the X-Y system.

IIL.Assocated Topids

IILI. Accuracy of the Spiral Reader

The CERN-College de France ,.3.D. Project being in the period

of mounfing and testing and the ¢/ encoder not yet installed, it is
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impossible for us to give any Iinformation about the accuracy of
measurement from our machine.

The only comments poséible on that subject are those made by
the Berkeley group on their machine Mark I. (Spiral scan radius
40 cm, and off-axis optics).

It is always claimed by tke Berkeley group that the accuracy
of the measurements made with the S.R. is comparable with thé accu-
racy of the conventional measuring machines (Franckenstein or iEP)
on the same length of tracks (G.Lynch UCRL 17328).

Naturally we have to keep in mind when accuracy 1is discussed,
two things that 1limit the precision:

I) The slit is radial and would digitize “only the dark spots that
cut by more that 20% the light going throught the slit. In this
case a track that has turned from 20 to 40 degrees is no more digi-
tized.

2) The length of track measured is finite and equal &t best to the
radius of the spiral.

- S.R.Berkeley Mark I — 40 cm

S.R.Berkeley Mark I1II - 80 cm.

. L.S.D. CERN - 80 cm.

In both lavoratories the radius of 80 c¢m is achieved by having
a greater demagnification optically and not mechanically.

Measurements done on IEP;S at CERN show no remarkable differen-
ce between measurements on 40 cm or 80 cm, or 80 cm but with half

magrnification.

We hope to be able to measure with a precision as good as for
the IEP, but this has to be confirmec experimentally, when the L.5.D.

will be in operation.
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MLAOURLNMENL FLUOLEMO 1N LADUL
HYDROGEN BUBBLE CHAMBERS

A, Levaquex> ,
Abridged and editel by S.Corenchenko

At Serpukhov for the first time intense beams of high

ﬁ energy particles have become :c.vailable; opening a new field

in particle physics. Present liubble chambers have well known
limitations; in particular they do not provide unambiguous

identification of high energy interactions: this was the main

motivation for building larger chambers, .

The purpose of these lectures 1is to discuss the new expe-
rimental possibilities offered by this new generation of equip-

ment. The major concern is the accuracy of the data since reac—

tions will be identified on the basis of kinematic analysis. An
important quantity is the "measurements error parameter" § which
dependson quality of the chamber; rough estimates of £ will be
given, reviewing various sourc:s of errors specific to large
ochambers. Expected physical results and limitation will be
investigated, mainly from the »Hoint of view of very high energy

interactions.

I would 1like to aocknowledge stimulating discussions with
C.GENSOLLEN, J.LOVTTIN, C.FRANK and R.HUBBARD while preparing

these notes.,

X)a
)oacle, France
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SECTION I. POSITION ERRORS

In standard treatment of bubble chamber data, the measure-
ments error § is usually defined as the root mean square
deviation of measured points from the fitted curve after repro-~
jection on the front glass of the¢ chamber; the measurements
errors on momentum and angles AD, A 0 and A N are all propor-
tional to &.

When a charged particle traverses a plate of Huckness 40 y
it undergqes a large number of ccllisions, most of them producing
very small angular deflections.This additional error varies as
,evz while the measurement error on angular goes with esb%

The total angular error is minimun for some optimum length, pro-

portional to VPE and independert of the applied magnetic field.

ILLUMINATION AND OPTICS IN GIANT CHAMBERS

As far as data processing is concerned, the main difference
between the new generation of bubrle chambers and the present
one 1s related to the new optics and illumination devices.

It seems appropriate to reca..l outlines pf those designs
befdre going into possibles sources of error specific to thosg

giant chambers.
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Table I shows the maln specifications of some giant cham-
bers now under gonstruction. With the exception of Mirabelle,
hydrogen chambers come in the form of a short vertical cylinder.
Mirabelle and propane chambers are long horizontal cylinders.

As a consequence the first type :alls for a small number of ca-—
meras, each of them seing most o7 the chamber volume while in
long chambers only part of the cameras are useful in measuring
a particular event.

In the first place most groivps had to abandon, not without
reluctance, the familiqr large glass windows either because they

were too costly to make or because, in the hydrogen case the

necessary holes in the magnet would produce important magnetic
field losses. Most groups have adopted retrodirective bright
field illumination using scotchlite and fish-eye optics.

Chamber Illuminationx/

A bubble can be seen either hecause it scatters light out
of a beam and appears dark against a clear baékground (bright
field) or because the scattered light is caught by a camera placed

in such a way as not to receive tie direct light, (dark field).

x/ An extensive review of illumination and photography in
bubble chambers has been written by W.T.Welford.Bubble and Spark
Chambers, edited by P.R.Shutt vol. I — p. 233 (I967).
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Scotchlite is a reflective sheeting made of small spheres
of highly refractive material w:th reflective coating at the
back; it is readily seen in figure a . that the condition for

parallel incoming and outgoing 1rays is: /7= 2 /74

-

‘Fig. a

In ﬁractice most of the outgoing light is scattered within
an angle of + I°, however extinction is not complete at higher
angles and the remaining light level is usually considered too
high for dark field illuminatior.

In bright field illuminaticn a large fraction of the light
is retroreflected and little flash power 1is needed; it is then
possible to gain in resolﬁtion using slow emulsion with fine
grain. The main problem is contrast: the 1mage of a point bubble
has the well known Airy diffraction pattern. However most points
give wider distributions, due to the large focal depth. In Mira-
belle the dimension of suoh Airy discs, reprojected in space for

points at the limit of the nominal focal depth, is of the order
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of 700 4. Now provided the bubble stays small enough not be re-
solved, the diffraction pattern is indeﬁendéht of bubble size
while the contrast is proportional to bubble surface. For the
sake of contrast it 1s therefore important to produce large
bubbles, this in turn may lead t¢ difficulties in operating the

chamber and to additional uncertainties as we shall see later.

Camera Optics

Wide field angle considerations have currently led to the
adoption of épherical,portholes cr fish eyes projecting into the |
chamber liquid.

The éntranoe pupil of the objective sits at the center of
the fish eye window. In the ideal case of a thin lené, the angle
of the light ray with the optical axis reaches large values; this

would 1impose severe tolerances or film flatness. Instead one uses

a telecentric lens where all light rays fall almost perpendicular-—
ly on the film. For this purpose Mirabelle 1s using a special ;
elliptic lens as shown in figure I, but the position and shape

of the entrance pupil now varies with the inclination of the |

light ray. _ , !

Optical Errors

The fish eye - telecentric lens system is fixed to the
chamber body while the hot components followling the entrance
pupil are part of the camera assembly; deformations during

expansions may ocour, Other mentioned sources of errors have
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been refractive index variations due to non unifirm temperature
gradients in the glass, distoi’tion of fish eyes due té chamber
pressure variations; film fla'ness and film distorsion. The sum
of these effects has been est:.mated to limit bubble relocation
in the Argonne chamber to about I00 .

Mirabelle optics are shovn in figure 2. Two points are
worth mentioning here: first, the cold part of the optics sees
the hot part under a very sma’l angle, thereby reducing tempera-
ture gradients in the glass; tsecond whole objective turns around
the entrance pupil in order to minimize errors due to deformati-

ons of the expanding chamber.

Optical Distortions

The appearance of events on film is most sensitive to the
orientation of the optical axes. In many projects such as CERN,
Argonne, Gargamelle, etc. the optical axes are not parallel and
therefore pictures are rather different from what we are used to.
The scanning difficulties exist in any casexand do not seem to be
greatly increased by a reasonable amount of barrel distortion;
it has even claimed that this was a good thing as equal volumes
of hydrogen could be contained in the same solid angle and infor-
mation was more evenly spread on the film.

In Mirabelle we have parallel axes and pictures will be very
similar to what we are used tc; this appears to be a good argu-
ment to reféin distortion-free optics. In any case this is éssen—
tially a scanning problem as such distorsions are taken into acco-

unt in the reconstruction programs.
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SOURCES OF ERRORS IN IARGE CHAMBERS

Thermal Turbulences

Thermal turbulences in the chamber liguid affect the
measurements accuracy in two ways. ﬂ
~Physical bubbles will be displaced between the time they are

created and the time they are photographed

~Light rays traversing the liquid will be deflected by random
refractive index variations resulting in apparent displacement

of the bubble image.

In the chamber, heat 1s produced in two main ways: first
irreversible work appears durlag the expansion and recompression
cycle and, second heat transfers take place between the liquid,
heat exchangers and chamber walls. Liquid hydrogens is a poor
heat conductor with a very low viscosity; under these conditions,
heat is almost entirely transpsrrted by the convection of small
eddies.,

The dynamical temperature distribution in the chamber cannot
be accurately predicted and thooretical evaluations /1,2/ hav?
been made only for idealised chambers with a simple heat f£low
pattern.

Reinhard/z/' has considered a cylindrical vessel with the

same dimensions as the European Bubble Chamber: the vertical

walls are perfectly insulating: the top and bottom surfaces are
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kept at a uniform and constant temperature, their difference
being AT ; heat created in the liquid is not considered.

This number AT is not very significant, since the tem-
perature distribution in real chambers is rather far from the
simple one of the model; however it is related to the heat
flux & vy

Qwatls 3/[,
2.3:103

o ={Gestn,

The temperature fluotuations and eddy sizes are functions
of &, 1t 1s assumed that the heat flux is more important than
the details of the temperature distribution as far as distorti-
ons are concerned.

The eddy size and velocity are then respectively of the order
of 2.5 mm and 100 microns per millisecond (table 3). A reasonable |
flash delay for a big chamber is 5 Us, as big bubbles are needed
for bright field illumination. The corresponding laternal dis-
placement of 50.4¢ 1is rather smaller than the measuremeht €rToT.

A more serious effect is due to statistical deflection of
the light rays by the eddies. The error angle is roughtly propor-
tional to the heat flux tramnsyorted by turbulent convection
through the visible volume. Tre corresponding error in space for
fish eyes optics is: .

—_— G-QAZ_(1778

a—

G 1s the total path in the turbulent medium. Table II summa-

rizes the results of Reinhard’s ocalculations for two values of
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the heat flux ({ and three different horizontal planes 1in the
chamber, the beam plane ( O = 215 om) and the extreme planes
G = 115 (top) and O = 315 cm (bottom). A {,£ includes both
refraction and displacement errors; it should not be directly
compared to the pointing error & , at least when the track
is measured bf means of an H.P.D. In the latter case the master
point transmifted to the geometry program is deduced from "hits"
detected in some 20 consecutive scans with an average of one
hit every two soan lines for a winimum ionizing track ( L~ 2 cm) .
Let us now consider the effect of a simplified eddy conside-
red as a sphere of radius @ &a31d uniform temperature T + A T
floating in a liquiéd of tempera:ure T. The track length affected

by a single eddy is
f = *C
ol

OL and O being the distance: of the camera to the eddy and
to the track. We shall also figure the effect of this eddy as a.n
global displacement of an element of length ; the total segment
of length L contains

Lo Ld
£ oG
such elements; assuming the pointing error to be negligible com—
pared to /A and each element { %o contain at least one hit, A
is to be divided by a smooting factorx\ﬁ%?,
In the CERN chamber or Mirébelle this factor varies from

three for an eddy sitting on the track to about one for an eddy

35




o FATT R R AGETIE sl sem il e o3 T

close to the fish-eye lens.The latter estimate is in fact pessi-
misticaﬁd.deeper eddies will cancel partly the laternal error
introduced by the first one. It is hoped that the smoothing
factor will usually approach its maximum value. The turbulence
error in the CERN chamber would then be of the order of 3 mm.for
A - I00 watts. Under the sam2 conditions and because of the
smaller distance between cameras and bubbles Kirabelle would
be some V2 times more acourate. This also points to the necessity
of using the relevant cameras fir accurate measurement of each
track. This "smoothedﬁ A %s nov to be compared to a pointing
error & of about 0,I mm in spase. If one takes the above figures
seriously the orevall measupemeat accuracy will be severely limi-
ted by the turbulence effecte. {owever they are based on an’
idealized model; it may well be that the heat flux in the visible
region of a carefully designed (s much smaller than I00 watts,
Unfortunately no large chambter 2as been operated at a normal
expansion rate so far, and the nagnltude of the effect remains

unknowne

Other Thermal Effects

Steady temperature gradients in the liqﬁid will also cause
refractive index variations; the error seems tc be a minor one
as Thomas/j/ and Turner/4/ ment:.on figures of the order of 7 4c .
Also, becéuse heat production i: a volume effect while adsorption
takes place through the walls, convective motion maybhave to be

considered in large chambers where the surface over volume ratio

36



may be smaller than in presen’; ones; however it is felt that

the relevant velocities will be small.

Displacement of Bubbles Durins: Expansion

Let us consilder a simple cylindrical model with a piston

at the tor (fig. b)

fig. b
During the expansion the pistdn moves up about 0.0I h, and a

’n

’bubble at the center of the chamber will be displaced by 5 I0
( ~ I cm)e. wa, if one sets bz2am arrival and flash symmetrically
with reference to the time of ninimum pressure in the chamber,
the liguid =lements will be foind in the same position at Dboth
instants. This would not be trie any more if the above conditi-
ons is nct exactly fulfilled. !loreover due to finite velocity
of sound ( ~ I00C m/sec¢c) the Iressure is not uniform in the
iguid and tracks will appear compressed or expanded along the
direction in which the expaﬁsion takes place. 0f course proposed
chamversare very different froir this simplified model, and proper
estimates have to wait for experimental results., Note also that

optical distorsiorn due to pressure gradient have been estimated’

by the British group to yielé &n error of 6Q AL .
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As far as real chambers are concerned the above errors
clearly increase ﬁith the expansion raté and flash delay.‘One
should then compromise between the low temperature operation
and long flash delay required to grow large bubbles and the low
expansion rate and small flash delay required to minimize expe-

rimental errors.

Conclusion

Most estimates mentlioned so far are largely uncertain or
at least over simplified; in the present state of the art they
may be far from the actual valuss. However the two main troubles
are expected to come from heat fluxes in the chamber and from
bubble displacements connected ~ith the expansion process. Table
III is the result of a study by L.Turner on the Argonne'chamber,'

In the following a measurement error § = 300 «« will be assumed.

SECTION 2. EXPECTED RESULTS

In the "low energy" region a large chamber would overcome
some limitations of current bubble chamber techniques: these are
a) the lack of statistics,
b) the difficulty of obtaining unbiased samples of events
in one ohannel without 2 background of wrongly identified
events, N
¢) too big errors on invariant masses resulting in bad se-

paration between close resonances.
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In present strong interaction physics, the absence of a
resonance in a definite mass is often as important as evidence

for some new state, Hence any progress among these lines is of

great importance. It is hoped that large chambers will yield more

accurate information when expos:d to present accelerators.

As the incident energy inc:ireases, the particle energy becomes
less and less sensitive to its :"est mass.

Ambiguities between different reactions may be serious, £he
more so as bubble dens;ty no longer helps. Present chambers are
certainly to cope with high energy reactions as they are currently
doing with "low energy" ones., We now ask.the quesfion: will new |
chambers be good enough to select reaotions on the basis of ki-
nematics alone? Can they discrininate between A and K ? More
generally, what can we measure st high energies? Some of these
questions have been discussed by Fisoher/I/ and Trilling/6/.

We now summarize our tentative conclusions, based on rather
crude assumptions and approximations:

-~ Neutral particles such as /\7}<° and Y~  will be measured
nearly as accurately as charged particles produced at the main
vertex when an observed two body decay 1s observed.

— Charged decays will not be easily detected for momenta over
7 GeV/c: pattern recognition techniques may possibly improve
this limit.

- Charged tracks will often scatter before leaving the chamber

and cannot always be measured 1p to the optimum length.
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— When the nature of all tracks is known the fittiﬁg procedure
will efficiently select events without neutral particles; it
will not be nearly so good in comparing hypotheses where two
tracks of comparable momentum 2xchange their identities. Bubble
density will not help very muca at high energies; in any case
big chambers are not well adapted to ionisation measurements.

— One constraints fits will suff:r from ambiguities; in some
cases interactions or decays will be observed on some tracks,
which may solve some.of these ambiguities. The role played by
IC fits in very high energy phrsics will clearly be less im—
portant than it 1is now, but no general statement can be made,
as the number of ambiguous fit: depends very much on the nature

of the reaction.

e have only mentioned‘j{~ éd2tection - namely introduction
of plates at the far end of the chamber. This is a specific
detector for neutral pions and gimma rays but momentum measure-—
ments are not expecied to be ver;: good.

Let us conclude with a word of caution: these estimates
apply to a chamber completely frece ol systematic errors or distor-
tions, and a perfect knowledge o:! optical constants is assumed.
The errors in the Programs are a’..3o supposed to be exact and
perfectly propagated. Any deviat:on from these conditions will

result in less optimistic predictions.
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Table 1II

——

Tcp § Beam Bottom

Q = 100 W
ar =2.3. 102 | N&®rada |o0.35 0.48 0.58
CL = 2,7 mm A refr. 0.40. 1.03 1.83
Veaay~= 92 /ms D total 0.6 I.I3 I.89
P max | 547 292 175

Q = 250 W
AT - 4.6. 1077 '\I?Tad 0.81 1.10 I1.33
: = 261 N refr. 1 0,93 2.26 4420
i\/éddy = 131 /ms A total | I..5 2.35 4,25
P max | 354 156 86




’ Relevant Results of the Argonne Summer Study

Tavle III

Limits on bubble Relocation

Source Aésumptions Deviation
(microns)
Turbulence 200 om distance, 10 ~Watt/cm®  TI00 to 380
optical heat flux
random velocity 2 msec flash delay 160
' motion during
E flash 30 msec period, 2 msec flash
delay, 0.2 msec flash duration I70
Temperature Gra-— -
dient AT = 2 millicegree 7
Pressure Gradient P = 3.3 psi 44

Fisheye Vlindows
misalignment IGO0 misalignment 100

refractive index AT = 4%cm; dn/dT=5x10-6deg_I 74
change of shape A = I.6xI0 Cdeg I 4
1bration 200 sec flash duration 16
Film Distortion I« on film 60
Film Flatness flat to within 29/& 40
Total Deviation added in quadrature 300 to 470
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6000 Series SCOPE at CERN

)

‘H, Lipps:

CERN has a CDC 6600 computer since January 1965 and a CDC 64C0
since April 1967. The present note outlines the logical organisation of
these computers and of the operating system which is currently in use at
CERN, Only the basic facilities of the operating system are described, and
these only in general terms. No attempt is made to cover all the details
required by a usexy of the system; instecad, the presentation is restricted
to the general concepts used. In a few places the methods used to implement
the system are outlined.

The operating system used at CERN 1s a major revision of the CDC
operating system SCOPE version 2.0, The amendments include an automatic
method of magnetic tape assignment and tape label checking, a completely
new set of input/output routines, new rrograms to control the slow peri-
phcecral equipment, and a considerable number of modifications to job and
equipment schedulinge.

6000 COMPUTER SYSTEM ARCHITECTURE

The Main Frame

The main frames of the 6400 and 6600 computers are compatible
from the system programmer's point of view. However, the £60C at CERN has
128K of memory whereas the 6400 has only 64K of memory. Moreover, the cen-
tral processor of the 6600 is several times faster than the central proces=-
sor of the 6400, firstly, because instruction execution times are shorter,
and secondly, because several instructions may be executed concurrently on
the 6600. Both computers have a core store with a 1 microsecond memory
cycle time. Ezch bank of core contains 4K worde and all barnks are inter-
leaved. Thus, on the 6600 any 32 consecutive addresses belong to different
banks of core, whereas on the 6400 any 16 consecutive addresses belong tc
different banks. Bach central memory word consists of 60 bits.

The main frames of the two computers consist of the'following
units (See Figure 1) 3

1 Central Processor

1 Central Memory
10 Peripheral Procassors
12 Data Channels

1 Clock Channel

The central processor performs a set of arithmetical and logical
operations under control of instructions whick are held in central memoxy,
It may reference central memory by means of instructions which either load
individual words from central memory into working registers or store the
contents of some working register into i central memory word. Unlike other
computers the central processor has no instructions to initiate or control
input/output operations. All input/outplt operations must be performed by
the peripheral processors. The central >Jrocessor communicates its input/out—
put requests to the peripheral processocs by placing appropriate information

into central memory words which are monitored periodically by some peripheral

processor. The conventions which the ceatral processor must follow to com=-
municate with the peripheral processors via central memory depend entirely
on the operating system which controls the computer,

%) CERN
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Each of the peripheral processors nhas its own memory of 4X words
of 12 bitsycalled "peripheral memory"., The program which is executed by a
peripheral processor is held in its peiripheral mecmory. This memory cannot be
addressed by any other peripheral proc:sscr, nor can it be referenced by the
central processor. The peripheral processors communicate with one another via
tables anda flags held in central menor;-. Bach peripleral processor can also
refer to all channels, Trug, it can inout information from any peripheral
device readirg either single (12-bit) vrords into its accumulator or blocks
of words into its peripheral memory. Ti.e block transfer terminates when
either the specified word count is reached or the chammel is disconnected
by the controller of the peripheral device - which ever occurs first. For
example, a magnetic tape controller woild terminate an input operation on
account of end of physical record, ever. 1f the word count specificd for
the input instruction is larger than tie nwsver of words contained in the
physical record. Cutput from the peripleral processor toc a peripheral device
followeg the same principles., All block transfers are unbuffered, i.e. the
peripheral processor is tied to the blcck transfer instruction until the
transfer is complete.

Other peripheral processor irstruciions transmit single 60-bit
words or blocks of words beitween the ccntral memory and the peripheral
menory. There is & repertoire of logicel instructions, fixed point additions
ard subtractions, shift instructions, end channcl control ingtructions which
make each peripheral processor appear likc an independent small but fast
geneval purpose computer. However, the peripheral processors do nct, in fact,
execute user programs, or parts thercof, because any programming errors could
have catastrophic consequences on the cverall system performance. lMoreover,
expericnce ras shown that the ten periyheral processors available in the
eyctem have only a limited amount of spare capacity lefi after haviug been
assigned to execute all system monitor functions and all input/output taske,
including some furctions such as character conversion, packing and unpacking
of data, and the like.

Centrol Processor Prograrming

The central processor has 24 =zddressable regilsters, called X0,X1,
eessXT2A0, 000y A7y and 20,444,587 (See Fisure 2). The X-registers are 60 bits
long and may be considered as general purpose accumulators. There are in-
gtructions which use any two of the X-registers as operands of an arithme-
tical or logical operation; the result is again stored in some X~register.

The 4= and B-registers are only 18 bits long, The B-registers
generally serve as index registers. (BC ig always zero).

A range of instructions is available to transmit a constant, the
contents of an A- or B-register, or the lower 18 bits of an X-register, or
the sum or difference of such quantities to an A-,%~, or X~-register.

The A-registers,with the excenrtion of 40, arc used as addresc
registers for references to central memdry : Whenever an instruction places
its result into register Al, this automitically implies that a word is fetched
from certral memory and placed into Xi. The central memory address of the
word loeded into X1 is determined by th: new contents of Al, As X1 is agso-
ciated with Al, so is X2 with A2, X3 wi:i A3, and so on, However, while
setting of Al,A2,...,A5 implies transfecs from menory to Xly.e.X5 Trespective=
ly, does setting of A6 or A7 imply a strre operation from X6 or X7 to central
mMemory .




For example, to evaluate the expression

7= U2+ V2

the following sequence of central jrocessor instructions might be used @

Al = acdress of U
A2 = address of V
X6 = X1 * X1
X0 = X2 ¥ X2
X6 = X6 + X0
A6 = adiress of

o

The somewhat peculiar instruction set of the 6000 series computers
is motivated by the attempt to incr:ase the performance of the 6600 by a ma-
ximum of overlap between ingtructiois. For example, the two memory fetches
at the beginning of the above sequeice may be initiated during consecutive
machine cycles, i.e, within 100 nanjsecondg. Unless the operands U and V.
happen to be stored in the same bark of memory, the twc fetches will over-
lap in time. In addition, the 6600 1as two multiplication units, permitting
the two congecutive multiplications to be executed almost concurrently. An
elaborate reservation control unit ..n the 6600 ensures that logically de-
pendent cperations are executed in heir proper sequence. The programmer
using assembly language may use his gkill to choose registers and ingtruc-
tion sequences efficiently and thus save central processor time, tut he need
not care how the reservation contro.. unit of the 6600 will achieve the cver-
lap. The final result will be 1lhe s«me as if the instructicns would have
been executed in strict sequential «rder. The 6400 computer dces not over=-
1ap instructions, bul performs them one by one,

Typical instruction times are (in microseconds)

Operation 6400 6600

Floating point addition 1.1 0.4

subtractior 1.1 0.4

mydtiplication 5.7 1.0

division 5.6 249

Fixed point addition 0.6 0.3

Shift 0.6 0,2

Logical product 0.5 0.3
Trangfer of control 1.3 08.-1.5

There are four additional 18-bit registers in the central proces-
sor : An ingstruction address register (P-register) contains the address of
the instruction currently executed. [wo registers (RA-and FL-register) are
used for memory protection and relocition, and one (EM-register) holcis in-
dicator bits controlling the "exit md>de" of the program. (See below). The
RA=-,FL-, and EM-1egisters are not unler control of the programmer, but are
set by the cperating system.

At any given time.several ‘ndependent programs may be held in
central memory. Each one will occupy a contiguous area of the store. The
first address of a program is called the referernce address of the prcgram.
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While the central processcr executes the program, its reference address is
contaired in tle RA-register. All addresses in the prcgram are relative to

its reference address; e.g. the reference wddress itself ig referred to by

the program as program :zddress zero. Duriny execution of all central processor
instructiions which refer to central memory the contents of the RA-register

is automatically added to the address specified in thke prograr, This feature
permits thne operating system to interrupt 31 program at any time during exe-
cution, move the program's area to a different secticn of the store, adjust
the RA-vegister uwccordingly, and contirue srogram execution without any need
to adjust explicitly all addresses specifi:d in the program.

The number of central memory woris allocated to a program is called
its field length. It is held in the Fl-register. If the program uses an
address which is larger than the contents >f the IL-~register, then. the cor-
responding operation will not te performed. Whether the program is allowed
to continue depends on the contents of the EM-register. Tf the error is to
be treated as fatal, then a stop instruction is automatically written into
iocation O of the program, and the P=iegistier is set to zero, thus stopping
the central processor in location O, )

One of the peripheral processors executes a supervisory program
which monitors the central. processor opera-ion. To do this, the peripheral
processor ingtruction set includes two spe:ial instructions. One reads the
current contents of the central processor °’~register into the accumulator of
the peripheral precessor. If P = 0, the moiitor program assumes that an error
condition has interrupted the normal flow >»f the program.

A perirheral processor may execusc an "exchange jump" instruction
to gwitch the central processor from one program to another. This instruction
specifies an address in central memory. A Hlock of 16 words, called the
"exchange package" will be stored there. Wien the exchange jump instruction
1ls executed by a peripheral processor, the central procesgsor stops as soon
as all instructions are executed which are held in the location currently
addressed by the P-register. Then the curr:nt contents of all registers
showr. in Figure 2 are stored in the exchane package while the previous con-
vents of the exchange package is entered into the registers. The central
processcr will then continue to execute instructions in accordance with the
new contents of its registers. For example RA + P is the address from which
the firsgt ingtruction will be taken, If, l.ter on, another exchange junp
specifies the same exchange package (ar& asuming that the contents of the
exchange package has not been changed in tie meantime) then the program which
nas been interrupted by means of the first exchange jump will continue exe-
cution ag if no interruption had cccurred.,

Peripheral Eguipment

At present the follcwing peripheiral devices are connected to the
G600 computer at CERN:

1 model 6603 digsk un:.t (7.5 million words)

one half of a 6638 d: sk unit (%15 million words)

10 model 626 magnetic tape units (240 KC)

6 model 607 magnetic tape units (£ 120 KC)

1 model 6602 digpliay console

model 405 ceard recacer (1200 CPM)

1
1 model 415 card punch (240 CPM)
2 model 501 line prirters (£ 1000 LPN)
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1 Calcomp plotter
7 Teletype printers
3 Flying spo>t digitizers
The 6400 differs from the 6600 in as much as it has no flying

spot digitizers and no Calcomp p..ottern and only 2 Teletype printers, 4 tapes
of each kind, but a model 863 drum unit.

THE 6000 SCOPE OPERATING SYSTEM

Ail jobs run at CERN operate under control of the SCOPE operating
system, The main functions of SCOPE can be suvmmarized as follows
System init:alisation and recovery
Communicaticn with the operator
Control of (ff-line operations
Job initiation
Resource allocation
Loading of 1rograms
Input/outpu1 processing
Error cCeteciion
Program reccvery
Job termination
Accounting

Provision of a program library.

system Initialisation and Recovery

To initialize SCOPE, tre operator must perform a "dead start"
operation. A library of programs is thus loaded from magnetic tape and
stored partly in the core memories of the main frame and partly on direct
access storage devices.,

From then on the operator can communicate with SCOPE via the two
display screens end the keyboard of the display consocle., Options available
to him include

Changes to reripheral equipment status
Control of c¢ff~line operations
Selection of Job initiators
Selection of system displays
ﬁecovery of system after a breakdown
About 10 000 words of central memoxry are recserved for exclusive

use of SCOPE. This area, called "lentral Memory Resident" contains the most
frequently used control routines and all tables used by SCOPL.

In particular Central Namory Recgident contains seven blocks of
192 words each, called "control roint areas". SCOPE reserves a control point
area for a job as soon as it begias to execute the job, Status information
pertéining to the job is recorded in its control point area and used to
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control the progroas of tho job. On‘ly when cxioution of a job terminates, is
the control point area cleared for re~assigruent to another job. As SCOPE

hac seven control point areas, no more than secren jobs may be executed concur-
rently.

The control point concept- is furdeiental to the logical structure
and operation of SCOPE. The multiprogramming s,stem may be visualized as a
set of seven virtual computers, "control point:", each one being able to
execute one Job at a time. The control points share the use of the central
memory, the peripheral devices, efc. on a dyri.aic basis. For example, each
jJob which is being executed occupies a contigiiyus block of central memory.
The first address ("reference address") of the: block and its length ("field
length") are recocrded in the control point aren assigned to the job.

Categories cf Programs

There are five categories of progr:ms within the SCOPE library

System control program:
Job control programs
System service prograns
User service programs.
User callable subprograims
The system control programs are all loaded into core memory {cen-
tral wemory or peripheral memory) at the beginning of system initialisation,
and they remain there permanently. These prozrams are responsible for the
coordination of the activities of all control points and for the interac-
tion between the system and the console operator, There are five such programs i
The System Monitor prorram
The Central Memory Mov: program
The Idle program
The Peripheral 2rocegsdr Resident program
The System Display prozram
The System Monitor program is loailed into peripheral processor O,
Its main functions are :
Allocation of the central processor to a control point

Monitoring of centxal »>rocessor programs for I/O re-~
quests

Allocation of central nemory to control points.
Allocation of peripheril procegsors 1-8 to control
points

Reservatiion of peripheral ecquipment needed by control
points

Regervation of channels and system tables on demand
of peripheral processors

Maintenance of a reai-time clock

Maintenance of an accowmnting file
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The System Monitor uses the Central Memory Move program to move
the contents of central memory areatc assigned to control points. (See Fipure

3)e

The Idie Program is a dummy central processor program to which
the central processor is assigned by the System Monitor program whenever
none of the seven control points regquires the central processor.

The System Display progran is loaded into peripheral processor 9
at the time of the dead start operation. It remains there permanently and
ensures the communication between SCOPE and the display consolc operator.
Keyvoard entries permit the operator to select a variety of different display
formats to obtain appropriate information about the current status of the
system. The operator may also change system status and performance by means
of keyboard entries.

A copy of the Peripheral Processor Resident program is loaded in-
to the lower locations of peripheral processors 1 to 8, It includes an idle
loop which each of these peripheral processors executes as long as the Syotem
Monitor has no task assigned to the oceripheral processor., The System Monitor
program can assign any one of several job control programs to any one of the
"pool processors" 1 to 8,

Job control programs monitor the execution of o particular job;
thus they may be collectively descrised as the routines nceded to control the
monoprogramming system in charge of 2ach control point., For example, the
following tasks are performed by job control programs :

Selection of a new job for execufion

Request of central memory for execution
of the Jjob

Request of peripheral devices, e.g. tape units
Loading and initiation of a user program
Termination of a user program

Release of use:> scratch files on disk
Termination of the job,

User service programs are central processgsor or peripheral procesg=-
sor programs which may be invoked by a user job which requires assistance
from SCOPE, Calling appropriate perisheral processor programs the user pro-
gram may €.8e

Perform input/uutput operations

Send messages .0 the console operator
Load overlays of programs

Request or release magnetic tape units

User service programs which are executed by the central processor
may be called via appropriate contro.. cards. They permit e.g.
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Allocation of user files for off-line printing
or punching

Copying of files

File positioning

Request or release of magnetic tape units

Compilation of FORTRAI programs

Translation of agsemb .y programs

System service programs are centiral processor programs almost

like user programsg, but performing functions; specially reguested by the con~
sole operator, e.g.

Input of jobs on the ‘:ard reader

Printing of results

Punching of cards

Plotting of graphs

Dumping of files on mignetic tape

Dumping of accounting information

The operator may initiate the system service program which he

requires, by assigning it to a free control point. Further operator commands
are available to reserve the appropriate peripheral equipment for the exe-
cution of the system service program. Durin: their execution the system ser-
vice programs are controlled by the System donitor program and the job con-
trol programs like any user program. However, the system service programs

mey request the services of peripheral procszssor programs which have access
to tables in the Central Memory Resident arza of SCOPE.
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Utiligation of Central Memory

Approximately the first 10,000 words of central memory are re-
served for the Central Memory Resilent. This area containg

Pointer to Tables

Channel Status Tabl:

Peripheral Processors Communication Area
Control Point Area

Central Processor Cointrol Programs
Eguipment Status Tasle

Track Reservation Tibles

Library Directory

Resident Library

File Table

Dayfile Buffer

Teletype Buffers

Tape Status Indicators

The Channel Status Table records for each data channel whether
the channel is free or reserved fo the use of a peripheral processor.

The Peripheral Procegsor Communication Area contains for each
peripheral processoxr the name of tlie program and the control point number
to which it is assigned. In addition, it contains any requests which the
peripheral processor submits to the System Monitor program.

The Equipment Status Tabl e specifies the type, status, channel
number, and equipment address of ei.ch peripheral device, and also, for
which control point the device has been reserved.

The disks and the drum a:re never reserved for a single control
point. Instead, there is a Track Reservation Table for each of these
devices which contains one bit for each track (approximately 4000 words).
This bit is set to 1 while the track is reserved for some control point
and reset to O when the track is fi1ee again.

14

The Library Directory cortaings the name of each library program
and the location where it i1s storec. The most frequently used routines are
held in the Resident Library (i.e. in central memory itself), the remaining
programs are stored on the drum or on a disk unit.

The File Table contains (ne entry about the current status of
each data set available either on (isk or on magnetic tape. This entry
specifies e.g. the peripheral device on which the data set resides, whether
the data set belongs to a control joint, and which is the most recently used
disk address.

Ail accounting informaticn is recorded in a system file, called
the Dayfile, by the System Monitor program. The most recently used account-
ing messages are held in a circular buffer, the "Dayfile Buffer", in order
to reduce the number of accesses tc the disk and also to permit the System
Display program to display these messages to the console operator.
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Three small buffers are available for each Teletype station; one
for the message being input on the keyboard of the station, one for the
message output from the program for which the Teletype is reserved, and one
for system messages which SCOPE may "broadcast" +to all Teletype stations.

Associated with each magnetic tare unit is a small display unit
which permits the display of a five-digit reel number and the required
protect status for the reel. This display is used by SCOPE whenever the
operator is requested to mount a new tape reel. SCOPE then monitors the
tape unit and when it becomes ready automatically reads a tape label re-
corded at the beginning of the tape. If the correct tape has been mounted,
the display of the reel number is cleared. Jtherwise SCOPE will unload the
tape and repeat the request for the tape reel. To control this "Tape Number
Display System", SCOPE retains a small entry for each of the displays in
the Tape Status Indicator area of Central Nemory Resident.

The part of central memory which is not occupied by the Central
Memory Resident is available for the use of the seven control points. Each
active control point occupies a contiguous block of central memory. The
sequence of these blocks corresponds to the control point numbers; the
memory occupied by control point 1, if any, is adjacent to Central Memory
Resident, and so on. Any unused memory space is located at the top of the
store. .

It is possible for a job to externd or reduce its central memory
space by means of appropriate control cards. When the System Monitor
program encounters such a request, it will wait until all input/output
operations of the higher control points have been completed but not initiate
any more such requests. When all peripheral processor activity at the
higher control points has ceased, the System Monitor program will initiate
the Central Memory Move program in order to move the central memory areas
occupled by the higher control points in accordance with the memory space
request issued by the control point which wishes to change its space allo-
cation. When this has been done, normal prccessing resumes at all control
points.

If a control point requests a recuction of its current memory
assignment no problems arise and the operation will always be executed as
just described. However, if a control point requests an increase of its
current memory assignment, then the additicnal space may or may not be
available. If the space required is not available the request must be
delayed until some other control point releases enougn of its space. It
would thus be possible to generate a dead-lock in which no job can continue
without an increase of its memory space which is bigger than what is curr-
ently free. To avoid these situations, an increase of memory space is always
executed in two steps: first, the space currently available to the control
point is releaced, and then the total space required to continue is claimed
back. Thus, jobs waiting for an increase of their memory space will not
occupy memory.

Control of Off-line Operations

Under normal operating conditions the console operator will assign
a gystem service program to a control point which controls all slow peri-
pheral devices. This program, called BATCHIO, performs the following opera-
tions automatically and concurrently:

Input of jobs from the card reader

Printing of results on all line printers
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Punching of cards

Plotting of graphs

Control of all Telet;pe stations

Control of the Tape lieel Number Display System

The advantage of combining: all these operations within a single
program is that it leaves six contrcl points for user jobs (or other kinds
of system service programs) and requires only a single peripheral processor
to control all slow peripherals.

BATCHIO monitors the card reader continuocusly, and when it becomes
ready, it reads the Jjob submitted by the operator and places it as a data
set on a disk unit. An entry is made in the File Table which identifies the
data set as a job waiting to be initiated, i.e. assigned to a control point.
It also specifies the type of the Jjcb, its priority, and a sequence number
which identifies the job uniquely.

Any data sets produced by 2 Job for off-line prinwing, punching,
or plotting are also recorded in the File Table. BATCHIC gcans this table
regularly, and when it finds such a iata set, BATCHIC wiil output it to the
appropriate device. Print files may oe printed either in accordance with
FORTRAN editing conventions or with a standard page layout; card files will
be punched in one of three modes: Binary mode, Hollerith mode, o1 ®BCDIC
mode, depending on what the job prodicing the data set has specified.

Job Initiation

When SCOPE is initialized Hy a dead start operation all control
points are "unassigned", i.e. idle. ''o start operations, the operator
assigns some or all control points t» a system service program such ac
BATCHIO or to a "Jjob scheduler"., The latter is a job control program which
scans the File Table for user Jjobs. which are waiting to be executed.

Depending on the Job schediler which has been assigned to the
control point by the console operato:’y, only particular types of job will be
selected for execution at that control point. The first card of each job,
the "job card", specifies the job type by means of a one-letter code; L for
long job, S for short job (i.e. requ:ring no more than one minute of central
processor time), X for express job (i.e. reduced turn~around time), and so

Ol

Within the type or types of job which a job scheduler considers
for execution, it will select the Jot which has the highest priority. If
this choice is not unique, the Jjob with the lowest sequence number, i.e.
the job which has been submitted first, will be selected for execution.

The cards immediately follcwing the Job card constitute the "Job
control record". When the Job 1s assigned to a control point by the job
scheduler, the job control record is read into a portion of the Control
Point Area associated with the control point. The job control record con-
tains a sequence of control statements which are processed, one by one, by
some job control program. Basically, there are two kinds of control state-
ments: Job control statements which set various conditions for the further
execution of the job, and loader control statements which load and initiate
binary programs required by the Jjob. Chus, a job may involve the execution
of several private programs and libra:y programs in succession, each pro-
gram with its own requirements for menory space, equipment, conventions for
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error recovery, and so on. The programs of a job may share the use of a set
of scratch files, i.e. data sets which are gcnerated by the job and deleted
automatically as soon as the job terminates execution.

Resource Allocation

A job may request and release central memory and peripheral
devices, request off-line operations, and define limits on the use of cen-
tral processor utilisation by means of various control statements. These
are illustrated by the following typical examples:

SPACE (18000)

requests a total of 18000 words of central memory for further execution of
the job. SCOPE permits a maximum space requirement of 46000 words if the
Jjob iz executed on the 6400, and of 60000 words if the job is executed on
the 6600 computer.

CPTIME (180)

sets a limit of 180 seconds for ihe use of the central processor by the job.
This time limit applies to.eitner the 660C or the 6400 central processor,
whichever executes the job. In contrast, the statement -

64TIME (180)

specifies a time limit of 180 seconds only if executed on the 6400 computer,
and is ignored on the 6600.

LINELIM {3000)
specifies that any of the user programs being executed may not output more
than 3000 lines to0 the off-line print file.

PLOTLIM (1200)
restricts the output of a user program for off-line plotting to a limit of
1200 seconds of plotter time.

CONSOLE (41)
requests that the Teletype station which is identified as having logical
equipment number 41 is reserved for use of the job.

TAPE (TAPEl, TAPE;, TAPE4)

specifies that the data sets named in parcnthesis are to be located on
magnetic tape rather than on disk. In thi: case the user must also supply
additional information on the tape reels 10 be used. This information is
contained on additional punched cards, called "Tape description cards".
One tape description card is required to tzssociate the name of one data
set with a particular tape reel and speciiy the protect status and density
of the tape reel.

Loading of Programs

DPrograms at CERN are usually wr:tten in FORTRAN, or alternatively
in an assembly language. The complete prosram may be subdivided into
gseveral program units (subprograms) in accordance with estublished FORTRAN
conventions. The FORTRAN compiler and the assembler translate one program
unit at a time from its source language i1to a relocatable binary program.
Once all program units (other than librar;- sutprograms) of an executable
program are available in relocatable binasy form, they may be loaded into
central memory, linked together, and init:.ated by the SCOPE loader. Depcnd-
ing on the method of loading used, two tyhes of executable program may be
distinguished.




The simpler and more freguertly used type of program has all its
program units in central memory throughout the execution of the program,
These programs are called "normal programs". Alternatively, the progran
units of an executable program may be grouped into sections ("overlays")
which may replace one another in central memory during execution. Such
prograns are called "overlay programs".

NMormal programs consist of exactly one main program and possibly
one or more subprograms. If, after translation from source language, all
relocatable binary programs are e.g. stored on some data set, the program
may be loaded and initiated by a control statement such as

ALUSHTA.

where ALUSHTA is the name of the data set on which the relocatable binary
programs are stored. In this situation the loader performs the following
tasks in succession:

The relocatable binary programs are loaded and relocated one at
a. time. The loader establishes tle neczssary tables of cross references
between program units in parallel with the loading process.

When' all program units supplied by the user have been loaded and
relocated, and program linkage is required, the loader will automatically
search the SCOPE program library for missing subprograms. Those library
programs required and found will be loaided.

Next, all relocatable binary programs which have been loaded will
be linked together by means of the loaler tables to form an executable
program. Any unsatisfied cross references which exist at this stage will be
filled with out~cf~-bounds memory addresses. Thus, the executable program
may be executed even if some of the suosprograms referred to have not been
supplied. However, if any of the unsatisfied cross references is required
during program execution, an arithmeti: error condition will occur.

When the relocatable binary jrograms have been linked, a map of
the memory area assigned to the job is provided. Finally, the loader will
transfer control to the executable proiram.

One or more formal parameters may be defined for an executable
program. These parameters appesr as parameters of the main program. In
particular, the formal parameters of a FORTRAN main program are the names
of all deta sets implied by the input/)utput statements used. For example,
a FORTRAN program which refers to logi:al tape unit 13 would imply the use
of a data set named TAPE1l3; FORTRAN stitements which specify card reader,
rrinter, or card punch operation imply the use of data sets named INPUT,
OUTPUT, and PUNCH, respectively. The h:ader statement of a FORTRAN main
program must list the names of all dati sets which the executable program
implies; e.g.

PROGRAM DUBNA TAPE13, OUTPUT, TAPE2)

If, for a particular executin of the program, some other data
sets should be used with the program, shese may be specified in the control
statement which initiates execution of the program. For example, if the
program itself is stored on the data st ALUSHTA in relocatable binary form,

then the control statement
ALUSHTA (IGOR, PUNCH)

would cause program DUBNA and its subp:rograms to reference data set



IGOR instead of TAPEL3
DPUNCH instead of OUTPUT
and TAPE? as before.

Overlay programs consist of eractly one "basic overlay" which is
held in central memory throughout progrem execution, a number of "primary
overlays" which replace one another und:«r program control, and possibly
some "seécondary overlays". BEach secoendary overlay is associated with some
primary overlay. Only one of the secondery overlays may be in memory at
any given time, and only together with :+ts associated primary overlay.
(See Figure 4). ‘

Each overlay consists of exac-ly one main program and possibly a
number of subprograms. Once all precgram units of the overlay program have
beer. translated into relocatable binary form and stored on some data set,
the overlay program is initiated in two steps: PFirstly, all program units
of an overlay are loaded in%to central memory, linked together to an absolute
program, and then the "absolute overlay' recorded on a data set. This step
is first performed for the basic overla:;, then for a primary overlay, then
for each of the secondary overlays associated with this primary overlay,
then for the next primary overlay, and 0 on, in order that the location
of each overlay in memory can be prope:'ly determined. This process is
called overlay generation. It is controlled bty "overlay directives"™ which
must be interspersed with the relocatabl.e binary programs and by appropriate
loader control statements.

Once the absclute overleys of an overlay program are available on
a data set as the result of ovegrlay gen:ration, the program may be initiated
by the same type of control statement as; described above for normal loading.
The formal parameters of the program mu;:t be specified in the main program
~of the basic overlay.

Any executable program which is available either in relocatable
binary form if it is a normal program, d>r as a set of absolute overlays if
it is an overlay program, may ve added Lo the SCOPE library. In this case
the name of the main program is recordel in the Library Directory of the
Central Memory Resident together with tae location of the program on disk
or on drum. Any job may then reference the program by its name Jjust as if
this name would be the name of a data s2t on which the user had stored the
library program. To revert to the example above: If program DUBNA is added
to the SCOPE library, then the control statement

DUBNA {IGOR, PUNCH)
has the same effect as had
ALUSH?A (IGOR, PUNCH)

as long as the program was stored on deta set ALUSHTA as the userts private
program,
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Review of On-line Computers and Their
Uses in Hizh Energy Physics

D. sord x)

1. Introduction

Over recent years the use of on-line computers hag
developed and expanded to such ain extent that they are now involved
in almost every aspect of the execution and analysis of High Energy
Physics experiments.

A reasonabley compreh:nsive list of the uses or applica-
tions of on~line computers woull be :

Control of accelerato:s and/or storage rings.

Control of beam transjort and "switch-yard" systems.
Control of Bubble Chaiibers.

As control and data acquisition systems for spectrometers.
As analysers in multinarameter counter experiments.

As the data acquisition and control sections of measuring
systems for spark and bubble chamber photographs.

As data acquisition and recording systems for wire and
sonic spark chamber e:periments.¥*

As the interface and control between a number of computer
systems %X),

In addition to these «pplications, there are a numver of
more general applications which effectively involve the uscer of on-
line computers, such as : mult:-console schemes for the preparation,
modification and testing of programs; display systems to aid in the
examination of results from the processing of data produced in high
energy physics experiments. As ~his class of applications involves
problems in computer technology (i.e. softiware as well ac hardware)
that are not specific to the field of High Energy Physics and in
addition requires the use of mecium to large computers, I will not
be considering them further in this review.

Examining the above list of applications, it can be seen
that they each involve all or scme of a number of basic tasks for
the on-line computer. These basic tasks are :

Data Input (or Acquisition) - The transfering directly
into the computer of data from e¢én experiment, or accelerator, or
measuring device etc.

’X)CE RN

XX)As these applications are essentially covered in the two papers
of Dr. Zanella, it is unnecessary for me to discuss them further
in this paper.



Data Output (or Recording) - The writing of data on some
recording medium such magnetic tape, magnetic disks, etc.; or the
direct transmission over data-links to another and larger computer
for further processing.

Validity Checks on the Data - The data read into the
computer must be checked to see that it is reasonable, e.g. whether .
it lies within specified limits. In this way malfunctions or mal-
adjustments of the system can be detected.

Data Selection - In applications where the input data
represents measurements on interactions (events), it is often
required that selection criteria be applied immediately to the
data so that only events of specific types are passed on for
further processing or recording.

Data Processing or Analysis - This is of course very
dependent on the application. It may for example be the complete
processing of a sample of the incoming events (the processing of
the remainder being done off-line at a later date), to provide a
set of more stringent tests for the data and a means of monitoring
the progress of an experiment. In contrast it may merely be the
addition of counts to memory locations representing channels in a
multi-channel analyser.

Displays - Operator Communication - In most applications,
it is essential to provide the operators of the system (here I
include the experimental physicist) with information on the state
of the system, the processing of the data etc. and the means of
readily changing programs and program parameters.

Control - In many applications, the computer is required
to control by means of digital words, control pulses, analogue
signals etc., the equipment in the system e.g. the currents in
magnets of a beam transport system; the movement of film from one
photograph to the next in a measuring machine.

Before going on to discuss in more detail some of these
applications and the tasks they involve, it is desirable to provide
some background on the characteristics of the on-line computer and
of the types of computers that are available to us at present.

2. Characteristics of on-line Computers

In general one thinks of on-line computers as being small
- and in many applications this iIs indeed the case. In principle the
size of the on-line computer required for a particular application
depends on such factors as :

The peak and average input data rates.

The average data recording rates of the output medium
or data links.

64



The number of data source:.
The precisidn with which he data is to be represented.

The amount of checking, sclecting and analysing that must
be done on the data, to prrovide the real time responses
to the rest of the system and its operators.

The time scale in which tliese responses are required.

The complexity of the conrol that computer has to
exercise over the system.

The complexity of the comrmunications between the computer
and the operator, number of displays, typewriters, special
control panels etc.

The number of separate applications that are to be run
simultaneously in the comjuter.

In addition to these considerations a number of other things
have entered into the choice of on-Iine computers such as :

A desire to provide the ccmputing power etc., represented by
an on-line computer in the most ecoromical way possible by using part
of a very large general purpose comjuting facility; the necessity of
using "what was available". Hence we find at CERN, three automatic film
measuring machines on-line to the CIC 6600; at Brookhaven and Berkely
similar measuring machines are connected on-line to IBM 7094's.

Therefore when attempting to choose the on-line computer
for a project, it is necessary examine the various characteristics
(memory size, channel structure, inierrupt system, cost etc.) of the
available computers in the light of the avbove factors, the basic
tasks required and the project's bucget.

I would like now to take the various parts of a computer and
examine them from the point of view of what the computer manufacturers
will now provide and what is desiratle for on-line operation.

2.1 Main Memory

As this is usually one of the most expensive elements of a
computer, then for economic reasons in most on-line systems, one
wishes to keep the memory down to a reasonable size. So it is
important to ensure that memory space is not unavoidabley "wasted" or
used up in unexpected ways. Examples of how this can occur are :

&) If the precision with which the date must be represented is
such that one data word has to be stored in two memory words,..
then this is evidently wasteiul especilally as it implies most
arithmetic operations must be done in double precision -
lengthening the program. Thus where ever possible it is
desirable to match the data rrecision with the length of the
computer word.
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b) Computers with short words, hav: an addressing problem. For
example a computer with a 12 bi; word might only have 8 bits
available for addressing, so an instruction can only address
256 words directly. Various metods are used to circumvent
this problem such as double length instruction words, indirect
addressing. All of these essent:.ally "waste" memory space.
Computers of only 12 bits have wn addition problem, the full
12 bits can only address 4096 words, so if memories of large
capaclty are required, some dev..ce like "blank switching"
must be adopted. Computers with 18 or 24 bit words usually
avold these problems. For many applications a 16 bit word
probably represents a reasonable compromlse between expense
and wasted memory space.

c) System programs, library routines etc. frequently demand
unexpectedly large amounts of core store, for example & set
of floating point routines (for a machine with only fixed
point arithmetic) can easily talie 1.500 words; I/O routines
for a disk 500 to 1.000 words and so on.

d) If the recording rate of the ou;put devices (e.g. magnetic
tape unit) chosen are inadequate, or the computing speed is
inadequate, then it will be neccssary to expand the various
data buffers in the memory.

Thus memories with capacities between 4K* and 16 K words
of 16 or 18 bits represent a reasonable choice for many applications.
llemories with word lengths of 24 of 32 bits are expensive unlegs the
computer has provisions in its instruc-:ion repertoire for working
easily with half-words. It is also des:rable to be able to expand or
choose the memory capacities in reason:ble increments of say 4096
words.

Memory speed is clearly relaed to the required input data
rates and to some extent desired compu-ational speed. Many small
computers are available with memory cycle times between 800 nsec and
2 msecs. To obtain extreme speeds, memories are available, which are
oéganized in separate blocks whose accesses can be interleaved. Also
if it is desired to reduce the interaciion of input and output trans-
fers on the Central Processor Unit (CPU), it is possible to have
memories also organised into separate tlocks, but with the additional
facility that one block can be working with the CPU while another is

operating independently with an I/O-channel.

Many computers are available now with memory protection in
various forms. At one extreme, each menory location has an associated
bit that when set, blocks writing into that location or execution of
an instruction in that location; at the other extreme, one area of the
memory may be protected. This feature is of great importance where the
computer is being used concurrently in a number of appllcatlons. It is
also a very useful debug aid.

* K = 1024
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: From the point of view o7 reliability parity checking
and non-volatility (i.e. preservat_on of memory contents during
a power failure) are desirable and available.

2.2 Arithmetic Unit

For very many on-line applications, it is not nccescary
to employ a computer with hardware for floating point arithmetic.
However for those systems that require analysis of the data in the
on-line computer by such programs :s a three dimensionzl recon-
struction program, this feature woi.ld be essential. liany of the
small computers do not even providc¢ hardware (except perhaps as an
option) for fixed point multiply ard divide. In those applications
where the required computation is relatively simple and it can
proceed slowly, a computer of this type could perhaps ove chosen.
Even when the hardware for multiplication and division is provided
there is considerable variation in the complexity of the algorithms
used in the hardware, giving a considerable range in the execution
times.

Although indirect addressing is universally available,
some machines do not contain index registers, or when they o these
may be in fact memory locations rather than "flip-{lop" regicters
(this is also true even for the accumuiators in some machines). It
is hard to believe that index regicters would not benefit ony on-
line system both from the point of view of speed and programnming

technigues.

2.5 Interrupt System

This is a most important part of an on-linc computer. This
type of computer is expected to respond to external stimili, coming
in an essentially random¥* manner from a number of sources. The rela-
tive importances of these stimili will be expected to influence the
responses to them. Often the speed of response to a stimulus 1s
critical. The response to an interript (i.e. stimuluc) is that the
computer discontinues its current activity, executes a program
varying in length from one to several hundreds of instructions and

then resumes its former activities.

The currently available computers offer a wide range of

interrupt features, the more importaint are as follows :

Nature of Response

In general a computer resdonds in one of two ways to an
interrupt. Either it is forced to ececute a directly or indirectly
addressed instruction of the Branch and Store type or it is forced
to execute a single instruction (us1ally an add to memory type) and

¥ 1In this case random is meant to .mply that the stimuli are not
synchronized with the operations of the computer and one does
not wish to assume any rigid time relationship between the
various stimuli. d
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then immediately continues with the "interrupted" program. The second
type of response is particularly usefvl in applications where the
computer carries out simple counting cperations, e.g. multichannel
analysers, film transport systems, etc.

Interrupt Identity

Interrupts are identified by assigning to each interrupt or a
group of interrupts a different memory location for its "forced Branch
and Store" instruction. A given interrupt within a group has to be
identified by the program examining scme sort of status word or by
"polling" a number of sense-lines.

Interrupt Priority

If all the interrupts in a system had the same priority then
once a program had been started in response to one of these interrupts,
then all other interrupts would have to wait until this program had
been completed. In most systems however, this is not the case and a
response is required to some interrupts in spite of the fact that
computer is executing a program in response to an earlier interrupt.
This feature is provided by assigning interrupts or groups of inter-
rupts to a number of priority levels end allowing those of higher
priority only to interrupt the processing of an interrupt response.

Speed of Interrupt Response

The speed with which a computer responds to an interrupt
depends on many factors. Taking these in seguence from the time at
which the interrupt is given to the ccmputer, they are :

- Time for the computer to complete the execution of the current
instruction. (In some computers this can be very long because,
for example, a response is required from a peripheral device
before the completion of an I/0 instruction).

-~ Time for the priority system to decide the relative priority
of this new interrupt and that c¢f the interrupt currently being

serviced.

- If necessary, time to complete the service programs for all
higher priority interrupts and possibly for some interrupts on
the same level.

- Time to execute the "forced Brarch and Store" instruction
sequence.

- Time to preserve staitus information, working registers contents,
etc. of the "interrupted progran" and to replace them by infor-
mation required by the program to service the interrupt. Various
features are available that are intended to reduce this time and
the previous one; such as automatic exchange of Program Control
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Register contents (i.e. register which contains address of next
instruction, status informaticn, interrupt mask, etc.); auto-
matic exchange of the active vorking registers (i.e. groups of
"flip-flop" registers used as accumulators and index registers)
from one group to another.

Selective Enabling of Interrupts

Features are available thet enable individual interrupts or
groups of interrupts to be independently made sensitive or insensitive
to interrupt signals, by setting suitable bit patterns in control words
(i.e. interrupt masks) within the irterrupt system.

Interrupt Triggering

This feature enables the computer itselfl to apply a signal
to any one of its interrupt lines. This has a number of uses, such as
in simulation programs that are designed to simulate a piece of equip-
ment not yet attached to the computer.

2.4 1/0-System

The I/O—System of a computer can be divided into three main
areas, Channels, Status Sensing and Device Control.

a) Channels

The basic characteristics of an I/O—Channel are :
its width (i.e. whether it cen iransfer one bit at a time, or
the six bits of a character in parallel, or a full computer
word in parallel, etc.); its maximum transfer rate; whether it
contains a obuffer register ard whether it can carry out autono-
mous transfiers*.

Another most important feature of a channel is the
way 1t can be connected to a number of devices and the manner
in which it handles the transfers to and from these devices.

A selector channel can be cornected to a number of devices but
at any given time only one of these devices will be selected
and carrying out transfers. A multiplexor channel also has a
number of devices (or device controllers) attached to it, but
all of them can be selected and carrying out transfers at the
same time. In its most complicated form the multiplexor channel
provides for each device (or device controller) a data buffer
register, a word count register and a memory address register,
so0 that an autonomous transfer can be simultaneously carried
out for each device.

* An autonomous channel, once the program has instructed it as
to the number of words (or craracters) and their location in
memory, can independently carry out the specified number of
I/O transfers, leaving the CIU free to continue execution of
a programn.



b) Status Sensing and Device Coitrol

For both the standird peripheral equipment (e.g. card
readers, magnetic tape units, etc.) as well as the special
devices attached to the computer, it is important that the
computer should be able to prrovide the program with the means
of obtaining status informat.on about the devices, channcls and
interrupt system and with th: means of controlling the devices
and interrupt system.

Status information is either obtained by reading in
a special word via for examp..e a channel or by a system of
sense lines attached to the "rarious devices and each of which
can be individually tested by an instruction of the Sense and
Skip type.

Device control is usually provided either by sending
special words to the device via a channel or by providing a
system of individual control lines, on which pulses can be
generated by the execution o:' an Output Control Pulse type
instruction, the address of vhich specifies the line to be
pulsed. ' '

2.5 Standard Peripheral Devices

Besides the normal peripheral devices necessary f{or progran
loading, compiling, testing, contro.ling, etc. (i.e. paper tape punch
and reader, or card punch and reader, typewriter or teleprinter), it
is often necessary to have a peripheral device for recoring output
data. This is obviously a device capable of much higher transfer rates
(50 to 150 Kc/sec) and to date this has been usually 1/2" magnetic
tape decks writing at 200 or 556 bpi in "IBM compatible format".

A very interesting new development in the peripheral equip-
ment for on-line computers are the smaller disk stores with capacities
up to about half a million words (i.e. 8 million bits). Besides
offering an alternative to magnetic tape as the output device of a
system, because of their random acce¢ss capabilities they provide a
number of advantages from the progremming point of view :

With a disk it is jossible to extend the size of
program used beyond the size of the core store, by overlaying
unrequired parts of the program with new parts that are held
on the disk. '

The existence of a disk on a computer can facilitate
the assembly, compilation anc¢ loading of programs. Because the
assemblers and compilers can be kept on disk, only one pass of
the object program is required. In addition all of the sub-
routine library and user programs can be held on the disk ready
for loading.
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Another peripheral device that is becoming more common in
on-line systems is the CRT Display with Light-pen and Xeyboard. With
this device it 1s possible for the programs to rapidly display messages
to the system operator; to display interesting data in graphical form
and via the keyboard and light-pen allow the operator to input control
information and orders in a convenient manner. For exampic the program
could display on the screen of the CRT a list of alternative actions
open to the system and ask the operator to choose one; which he would
do by pointing to that action with the light-pen.

2.6 Software’

It is essential that an (n-line computer should be delivered
with an Assembler, Loader and a litrary of routines for I/O, Arithmetic
functions, floating point etc. In ¢pplications where the memory space
is available and timing is not too critical, Fortran is very valuable.
If the computer has a disk then the manufacturer should provide a full
Batch Monitor system.

2.7 Miscellaneous

A number of other special. features are available, such as :

Real Time Clocks - These are very useful in applications
where recording the time of events is important or where it 1is
necessary to initiate events on the basis of time.

Jogic Modules - In almos ail applications it 1s an enormous
advantage to be able to purchase firom the computer manufacturer the
modules from which the computer is built. If the equipment attached to
the computer is then constructed f:irom these modules, interfacing is
greatly simplified etc.

3. Apnlications of On-line Comput :rs

3.1 Control Applications

Returning now to the lis: of applications given in section
1, we see that the first four item; ail involve the use of the computer
primarily as a control element in she system. Many systems of this type
are in construction or operation. Jome examples are =

Control System for the A-gonne ZGS (CDC 924 A) and the
CERN PS (IBM 1800).

Beam Switchyard at SLAC [SDS 925).

Control System for the CIRN 2m Hydrogen Bubble Chamber
(PDP-9).

Spectrometer Data Processing System at SLAC (SDS 9300).




In these systems the vasic tasks of the computer can be
redescribed as follows

Supervisory Funciion

The computar monitors a lar:rge number of fgo-no/go' signals,
e.g. interlocks, vacuum vaives open :r closed, water flow reiay
detectors, etc., sc¢ as t0 ensure tha: &ll parts of the system are
in a conditicer to allow the successfi.l and safe operation of the
system. Verious methods feor continuously scanning these inputs can
be adopted, fcr instance & specisl scanning wnit can be built from
reed relays which examines eack of tli.ese inputs in turn, presenting
to the computer the status of the irHut and its number, so that a
short program can be used 1o initiat: this scanning every accelerator
pulse, say, and to note any inputs ti:at indicate a faiiure. The exact
choice of the means of examining theise inputs, is cne of economics,
reliability and speed. .

Data Logging

Here the computer is requi.;ed %o measure (by means of an
analogue to digital conversicn) a rwiber cf important parameters in
the system, cften with respect tc tize. Examples of these measure-
ments are

Beam position measurements by pick-up eleciroces in
accelerators and storage r..ngs.

Vacuum pressure In the int:raction region of storage rings.

Currents in the 2oils of migrets both in accelerators and
beam transpoert systems.

Magnet posisicns in beam svwitch-yards and spectrometers.
Variation of pressure with =<ime in a bubble chamber.
Radiation levels.

Interaction Rates,

The exact way ir which these various analogue signals are
measured by analogue 4o digital converters and read into the computer
depends on the rumber of signals and the speed and precision with

they rust be converted.

xyuiprent Contro.

The computer can be given direct controcl over many parts of
vae eguipment, for example by digital to analogue converters, or
stcpping motors driving helipots it can adjust magnet currenis; by
aciuators, or electric motors it can open and close valves, rotate
nagnats etc. . :
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InterTuption

The interrupt facility ¢f the computer is used in a number
of ways, for example : 1if the stert of the accelerator output pulse
causes an interrupt, this can be tvsed to initiate a sequence of mea-
surements on the pressure in a bulble chamber or a supervisory scan
of the system; certain critical signals can be connected to inter-
rupts so that if a dangerous failtvre occurs, e.g. a sudden rise in
Pressure in a vacuum chamber, ther the computer can take immediate
steps, closing valves, turning off power supplies etc., to protcct
the system. Often a clock is used to produce interrupts at regular
intervals so that system checks o1 parameter measurements can pe
initial at regular intervals.

Operator Communications

As usual this is a most important feature of 5hesc on-line
systems. The simplest form of comrunication is by printing mecssages
and numerical information on a tyyewriter and by the operator typing
in responses. This is not very sailisfrnctory because it ig slow and 1t
may require more highly trained ojeravors than can be usually provided.
Hence CRT displays are being intrcduced to give the operator griphical
information and in some system specia. control and display panels are
being built so that an operator femiliar with the conventional means
of controlling the system will hatve a minimum to learn when he starts
operate the computer controlled systemn.

3.2 Spectrometers and Analysers

In these Lypes of systen, in addition to huving to provide
some of the features described abcve (3.1), the compuicr has now to
reaa-in from the equipment data focr Nuclear and High Enorgy Physics
Bxperiments. A typical example of what this involves 1g given by the
Spectrometer system at SLAC and the associated program system called
Spectre. This system was intended to provide =

An event triggered system for data acquisition, filtering
and recoring.

Data logging system (masnet currents etc.).

Display system to help cetection of equipment failure and
aid 1n the set-up and monitoring of experiments.

A set of equipment checliing procedures, operated concur-

4l Dy

rently with the experimental data taking.

The system basically consists oi an I/O maultiplexor linking
the computer to the conventional cquipment of a spectrometer experi-
ment, so that the computer can monitor and control the spectrometer
and read in data from pulse heigh analyzers, coincidence circults etc.




Event detection by the coincidence ci:'cuiis can be used to generate
one of twelve interrupts. The compute:r is an SDS 9300 with 32K core
store, 2 million character disk, 2 masmetic tape units, CRT display
with light~pen, teleprinter etc.

The program system Sceptre hag been constructed so as to
give the physicists running an experirnient on %he system z consider-
able degree of flexibility in rearranging his programs during the
running of the experiment. The physic:st has first of all to prepare
a set of subroutines - wriiten in asscmbly language or Fortran, which
are held on the disk in binary reloca-able form. The Sceptre system
then allows him tc form sequences of -~ hese subroutines, called
'Scripts'. When a Script's definition has been typed in, it is loaded
intc the core store in preparation for execution. Scripts are then
executed 1in response %0 one of three ¢ventis : a particular interrupt
that was associated with the Script ir. its definition; asking for its
execution by a typed in message; after a specified time interval.

The CRT display system is arranged so that the physicist
can select one of several possible di:splays that he has already
defined and introduce parameters by means of a set of thumbwheel
switches.

In its simplest form a multi-~channel analyzer system with
a computer, merely consists of a conventional se®t of electronics con-
taining amplifiers, discriminators, ccincidence detectors and a pulse
height enalyzer. The coincidence circiits ere connected to the
computer's interrupt system and <The pilse height analyser's output is
elther connected to an input channel (r %o a single execute interrupt
system. When a coincidence 1s detectec anc the pulse height analyzer,
hae prepared its output to indica®e wiich 'channel' in the experiment
must have a count acdded %c 1t, this mmber is elther read in by a
short interrupt routine via an Input ¢hannel and the appropritate
'channel'! count is incremented, or the¢ number is used as an address
in the core store so that a gingle execute interrupt can increment
the ‘'‘chanrel! count directly.

More complicated systems are in operation involving several
pulse height analyzers - for multiparz:meter experiments. In many
systems the interface between the conventional electronics and the
computer can te quite elaborate, so trat for example all events can
be input to the computer and recorded, but only a certain sub-set of
the possible channels are analyzed imnediately.

3.3 Film Measuring Systems

On~line computers are emplojyed in a number of different
types of bubble chamber and spark chanber film measuring systems :
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Wanual Measuring Machines and Scanning Tables - e.g. Franckensteings,
IEP's, Imege Plone Digitizers, Miladies etc.

—t

In this kind of system the on-line computer plays its usual
role of accepiing doats from the mach nes, carrying out simple tests
on each measurement and then recording this data onto some output
necium. This single activity alone i:s very valuable because it replaces
the iIndividrazl and unreliable card pinches or paper tape punches that
used to be used with these machines. In addition, when they were used
cff-line from a computer, their outpi.t data was usually only processed
after & celay ol many hours, so that machine or operators' errors could
g0 undetvected for some time, which of-.en lead to the loss of as much as
& days producticn.

To furtrer reduce the number of rejects caused by these
errors, the computers in this type of system are used to apply detailed
tests tc the cata on all of the traclis measured; to check the sequence

0.0 operations carried and to provide the operator with facilities to
correct €rrors.

In aimost all systems the data relating to a track is tested
by checking its smocthness (i.e. fit-ing a curve througn the measured
points and examining thelr scatter about this curve). In some systems
a nere stringent test is applied, that of trying to reconstruct the
tracke In 23-dimensions from the measurements in the various stereo-

-
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igain in this type of system communication between the
operator and *the computer is important, to inform him of his errors,
what he shcoculd do next, etc. So far communication has been by medns
of typewrisers, illuminated message Hanels, numerical displays, lights
etc.

In a number of systems the computer is also used to control
the measuring device. It is given coitrol over the film transport
system and is used to position the michine clogse to each of the fidu-
cial marks and tracks that have to b: measured, leaving the operator
to complete the final positioning fo:r the measurement and in addition
ensuring that operator measures the :orrect number of fiducials and
tracks.

Semi-Automatic Mezsuring Machines -~ e.g. Spiral Reader, SMP. etc.

This category of measuring machines contains various devices
Shat are essentially developments of the manual machines, which attempt
to raise the measuring rale and reduze the work of the operator. All of
these machines invelve much more dati and higher date rates than in the

previous categoxry.

The data produced by these machines contains many measure-
ments on tracks that are close to or crossing the tracks actually
being measured; it is therefore necessary to filter out these spurious
measurements from the data. In the case of the SMP this filtering is




done 'in the on-line computer so that if the resulting data for the
track is unsatisfactory, the operatcr can be instructed to remeasure
the track.

In the Spiral Reader system the filtering is done off-line
in a large computer; the on-line conputer does very liittle with the
data except check the fiducial measurements by examining their erara—
tions and possibly a simple reconsiruction test on the vertex measure-
ment. However the on-line computer is deeply involved in the control
of the device. It is used in the stage motion servo-system and is used
to control and check the automatic weasurement of fiducial marks. The
communications with the operator are relatively simple and are carried
out mainly by means of a typewriter.

Automatic Measuring Systems

A great varlety of measuri syowema of this type have been
constructed, the tasks of the on-line kompuzcr vary very cor~1uer@bly
from the relatively simple situation oi awu IFD cyssem (as for example

ing

at Brookhaven and College de France) to systems 1i.c PWPR where
pattern recognition programs are cxecuived in the on-iln: computer.

When an HPD is connected on-liine to i1tz own coianiuier,
besides controlling the HPD (stage movement, scan mode sclociion,

Tilm transport etc.); reading in the duta, carrying out consicteacy
checks and recording the data on masneic tape; the computer usually
has a number of other important taska. Wnen an ') s operating in
the s0 called "full-guidance" system, the first sitaze in processing
the data is to eliminate all measurcmnenic that are not close to the
expected positions of the tracks and fiducial marks, (Lhe so called
Gating operation). This is a convenicni operation +o <o in the on-line
computer as it greatly reduces the anount of data that Las to be
written on the output tapes. In many IPD systems tne numver of each
frame appears as coded marks on ihe filn which are zctually measured
by the HPD; the recognition and decoiins of these marks must be done
in the on-line computer. Its other %tisks can be : the selection from
the output data of measurements on fiducial marks; provision of
various displays of the "gated" cooriinates of tn» iracks etc.

Measuring systems such as 2321, SPASS, PULLY etc., besides
actually measuring the eventis record:d on the film also in various
ways atternipt to recognise where the tracks are in each pilcture and
which of them belong to interesting 2venis. These systems essentially
use the film as a random access stcr: which is read oui by some sort
0f CRT scanner. Operating in their oi-line computers are various Iforms
of pattern recognition program that [(ind tracks and fiducial markc and
follow aiong tracks. The basic cycle of operations for these programs
iz ithat they instruct the scanner to examine a small region of the

- Py

picture; then nome combination of el:ctronics in the scanner and soft-
ware in the computer decides whether there is a line element (or spark)
in this area and if so where it is aid what is its direction. Tals
line element may then be checked to see whether it can be matched
any previous found elements. Dependiiig on the results of this. the

e

GO
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programs will then instruct the scanner to examine another area of
the photograph, where for example ~he programs expect to find another

part of a track.

The amount of guidance provided to these systems varies from
none to rough coordinates of vertices (measured during prescanning of
the film to find frames containing events) and to having an operator
"on-line" to the system, providing help if the programs get into
difficulties (e.g. POLLY). In this last type of system the complexity
of the pattern recognition programs can be greatly reduced; however
for the operator to be able to rapidly provide the necessary help, it
is essential that the system has very good displays, showing what has
to be measured and how the programs have interpretated it.
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PROGRAN SUMX

J. Zoll*

Introduction

These last days you have heard a lot about the procescsing
of individual events. You have teen presented with the various
more or less automatic instrumerts for measuring coordinates on
bubble chamber pictures. You have heard about THRESH which com—
bines these measurements for each track to yieid an estimate
of its 3 ~dimensional momentum. You have heard about the next
link in the data-processing chain, GRIND which combinesthe
momenta of all tracks of an evert to test the various physical
~interpretation of each eyent. ¥cr the physically nossicle inter-—
pretation, GRIND does an adjustbent of the momenta by the me-
thod of leastsquares and determines any missing quantities, such
as the magnitude of the momentum of a V%or the momentum of an
unseen neutral. The result of GRIND 4is the complete descrip-—
tion of each event, that is the 4-momewutum vector of each track,
with error estimated, written into magnetic tape. This tépe goes
into SLICE, the next link in the chain. In the program the phy-
sically interesting quantities cre computed, such as eifective

ass

w

s of particle—combinations angles in various Lorentz—frames

=

and whatever you need. The resu.t of SLICE in the Data Sumnmury
Tape for a bubble chambeér exper:ment, containing event-for-event

the quantities needed for the suatistical analysis of the expe-

X) CERN
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riment. By statistical énalysib we mean the compllation of'the‘
simple—event data into histogrem of I or 2 dimensions, the
determination of mean and varicnce of some quantity ever the
whole experiment, the compilation of lists and ordered lists

of event-data. This statical aralysis is the task of the prog-
ram SUMX, the last link of the data-processing chain at CERN.
Although this is logically and historically the place where
CERN SUMX has been writt‘en, it is not logically tied to the
bubble-chain, but it. is a self-contained general program. You
could use 1t to evaluate the census of Russia, it has in fact
been used to analyse the school-problems of the CERN children,
and less exotic, it iS in current use by the spark Chamber and
counter people at CERN. Further it is used in most high-energy
laboratories all over the world, even in places wherc programs

other than THRESH and GRIND are used for the bubble data-proce-—

To let started we shall locok at an example: the annihilation

of antiprotons at rest into 2-prongs +V?:

< K?
P K- (

This topology contains the followilng reactions:

ke #

PP = KoK+ 4+ T~ (+70) [ (107)
KG4GZ+t+ K~ 7 2 (r02)
KO+t + T+ K©® 3 ‘
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With SLICH we have made ourselves a tape, the Data Summary Tape
or DST, waich contains all the events, may be I0000, I event

per record, with the following information:

word I Event number
2 Hypotaesis number (I, I0I, 2, I02, 3)
3 ’ | X%
4-8 | PX'P:/,P;;)P)E of K9
9-13 ' - "~ of +ve particle
I14~-18 - " =~ of -ve particle
19-23 . - " - of unseen neutral, if any
24 ﬁqz;of combination ( K’ +ve part)
25 | - v - ( K? -ve part)
26 i P - (+ve, =-ve part)
27 - (unseen neutr. K )“
28 : - o ( = " - +ve partj
29 M2 of combination (unseen neutr. -ve part)

if any.

From this sea of datawe may require SUNMX to produce the follo-

wing distributions:

for hypothesis I: the Dalitz-plot OK?Tﬁ)VS (K*+7~)

for hypothesis 2: - v = v o (KUAH)VS (K-S

for hyp. I0I: the histograms of the masses(K9i? and@*ﬁ*}
102: e L —(K"f"’)and(x*ﬁ'f}

for hyp. 3: the argular distributioh (KO KO) and

a histogram of the mass(K0J7+)

Let us write down & formal plan of requirements which
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looks English but is easy to translate into computer-chinese:

SUMX pass: Alushta special

Tape: DST39 of Montanet on unit II

Selection : Event belongs to

subset I0 if word 2
subset II 4if word 2
subset 20 41if word 2 = 2
subset 2I  if word 2
subset 30 1if word 2

subset 33 if event in suabset 30 and if word 3< IO

Compute

I) for subset 33:
set word 35:31"@ /pfp/z y b: is in words 4~-6
E%/ is in words IG-21
Histograms

I) for subset II:ZKOW”) eff. mass in hyp. I0I/
1)
nistigram word 27, 25 to 4 GeV", I00 channels,

2) for suvset II: '(K*#~) eff. mass in hyp. IOI'
25 to 4 GeV™, I00 channels,
3) for subset 2I: '(K°4°) eff. mass in hyp. 1027
hist. word 27 + «
4) for subset 2I: ’O(“J?+) eff. mass in hyp. 1027

hist. Word 28 o o o
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5) for subset 30: (KOﬁV} eff. mass in hyp. 37
nistogram word 24, . . . |
and ailso word 28,
6) for subset 33: (k°k?) angular distribution, jﬁ< I0°

histogram word 35, -I to + I,40 channels

Dalitz-Piots

I) for subset 10: " (k°7-)vs (K*%7) in hyp. I’ 60 caannels in X ,
60 channels in y
Particle masses:‘5,5,.14 GeV, total energy 1860 lieV,word
2% is X, word 26 is Y.
2) for subset 20:‘Q<2ﬁ+}vs(K—Z+) in hyp. 2/
60 channels . . .
Particle masses . . .

‘word 24 is X , word 26 isY .

All done

You should note the following very clever iuca wnich CoORics
from BLRKLEY SUMX: the selection of subsets of cvents 1s taken
Tirst—-thougat

out oi the rest of the histogramming procedurc. Ca

impulse one would have written ior the first ni.ooogran:

Ldseigroem

I) if word 2 = IO1 :’(KO,HO) ¢cff. nass in hyp. I0I’ etc. On
secoad thought you wish notice the enormous advantage of the
separation. The criteria as to vhether or not a given event

belongs to a given suvset are writien down once. Later on, wu.id
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the specification for the operations are given, a single num-
ber 1s needed to specify the wanted subset, no matter how compli-
cated the selection criteria may be. This idea is in fact of
utmost importance and is largely responsible for the versati-
lity of SuUMX.

Tnere is one other thing I would like you to notice when
looking at this set of specifications: to accumulate a histogram
or a Dalitz—-plot, both are standard operatiﬁns. They can be prog-
rammed into SUMX once—for-all, and the user simply calls for
these standard operations with his control-cards. The same 1is
true, to a less extent, for the selection of sub-sets. To do
this, a pilece of program in SUMX reads, interpretes and executes
control-cards, which specify relationships between numbers, such
as =, 7 <, To do the same for the stuff called for under
the heading of “compute® is impraicticeble. If one were to tfy,
it would amount to writing a computer. SUMX has an elegant so-
lution to this problem. The user can specify any non-standard
comﬁutations he needs in the formn of subroutines, called
CHARNMI, « « . CHARMY9 which are compiled by the FORTRAN compiler.
These become part of the program. On the control-cards the user

calls Tor these computations for the wanted sub-set of events.

The Structure of tae Program.

Now. 1 think, we have a fairrly clear idea of what we want
Lhe program to do; so we may put down its outline speciiications.

The first thing we need, are 2 v:ictors, call them BOUT ans TEST.
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BOUT holds the ourrent event, as it comes from the DST. In our
examﬁle, we had the 7(L in wori 3, in the program. This will

be used as BOUT (3). The vector TEST (R ) contains YES—NO in-
formation, indicating whether or- not the current event belongs
to sub—set L These 2 vectors contain the basic information
needed everywhere in SUMX. Of co>urse, they must be in common
storage. Next we need separate jieces of code, which execute the
various operations.

Each such piece of program we call a processor. Some of the

existing processors in SUMX are :

block 6 makes histogras

block 7 makes 2-dimcns ional histograms

block IO ' finds means, viriance, minima and maxXima
block I4 compiles lists of event-data

block IS5 compiles order:d lists

TAPE : reads the DST

‘SELECT | checks whether or not an.event belongs to the,

defined sub-se:.c
CHARM controls auxiliary computations defined by the

user by means >f his Charm-routines.

There are some more standard processors in SUMX, with
less obvious functions, but this list will be enough for you
to get an idea. A processor cons.sts of 3 parts, corresponding
to the 3 stages of SUMX: during the first stage SUMX reads the

control-oafds on which the user specifies the detailed operations

he wants.
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The cards look about li<e that:

% NEW PASS

Alushta special

¥ Tape .
II DST 39 Montanet
¥ SELECT

TEST I0

2 EQUAL I

2 EQUAL IOI

2 EQUAL 3

3 SMALLER IO

AND 30 TRUE

2 CHARM B

ANGLE 33 I 4 I9
x BLOCK 6

! kesre eff., mass., hyp. 10T’
100 25 4 II

27

'K+ 7~ eff. mass, hyp. I0I’
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¥ BLOCK 7
"(k7-)vs (K*7i-), ke 17’
0

test IO I 6 60
) «2 .14 1860
25 26
(K7) .. ...
% ALL DONE

The information from the control-caris is somehow encoded and
stored away as parameters for the se:ond stage when the DST is
read and the various processors extriact the information from the
events. During the Brd, the last, stiige the compiled distributions
are printed out for the user.

Let us look at this in somewhat for details:
the SUMX chief calls the 3 sub-chiefs in succession:

.
. ‘ SUMX  |— —= SUMX 2
\\ SUMX 3

there by initiating stage I,2 and 3. During each stage the appro-
priate sub-chief has overall contrcl, which it returns to the big
boss when its work is done.

SUKX I starts reading the control-cards. It first takes note of
the title of the pass. On finding the request-card = TAPE it jumps
to part I of the processor TAPE, the FORTRAN subroutine TAPE I.
This reads the control-cards to TAPE, in this case a single card,
noting that the D5T is to be read from unit II. When TAPE reads

nd

the 2 card, it finds an asterisk in col.I. and returns control.

SUMX I looks again at this card and finds # SELECT. So it calls

SELECT, the part I of the processor SELECT which now reads all its
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control-cards. The process continues until the card = ALL DOMNE,
when SUMX I returns to the master. During this stage I the

order of requests is establisnei: TAPE, SELECT, CiaRu, BLOCK 6,

w

BLOCK 7. This order is used in stage 2: for each event SUMX 2
calls first TAPE 2 to read the :vent into BOUT, it then calls
SELiEC 2 to establish whether or not the event belongs to the
sub—sets defined, it next calls CIHIARMB which in turn calls the
user's routine CHARMI to do his non—standard computations. rFi-
nally, it calls BL6B and BL7B to add the event into the various
histograms. This pfocess continm.es for all events. On reaching
the end-of-file mark, SUMX switches to stage 3 by calling SUMX 3;'
which in turn calls the parts 3 of all processcrs for them to
print their results.

Let us point out some of the properties of this set-up.
Firstly, the various processors are independent of each dther
as a result each processor is a plug—in unit which you may put
in or lecave out. This does o ccurse, not mean that there is no
communication between the processors, but this is strictly for-
malized: communication is only permitted via the 2 vectors BOUT
and TiST, and further more it is completely under the control of
the user. Secondly, this set-up is ideal for using the overlay
techolque. On the first level of overlay, only onec logical third
of the program is needed at any stage. Switching of the stage is
very rare, only 3 program excicnzes are needed for a normal simple
run. For stage I and stage 3 we ay use second-level overlay,
eXchangsing the processors. This zives us the following core—sto-
rage map; which i1s schematic in -hat some pieces have been left
out, but for the amount of memor; needed by the various pileces

it is about rignt.

o
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menory

BLOA BL7A L6 + 7B - BL6C BL7C

SUMX I SUNMX 3

time

So, most of the program resides oun back—up storage, and only the
needed pieces are brought to core--memory. This helps both for small
computers and for muiti-processin;; computers where core-space is
usually a serious bottie—neck. Nole that the processors are not
excharged in stage 2, which would mean several overlays for each

event, which would be terrible.

The Dyuamic 3Store

Next I woulid like to discuss a technique used in SULX, which
is natural to programs written in machine language, but is strange
in FORTRAN. Tﬁe problem is the following: the processors need some
memory intec which to put the accunulated information. This memory
requirement is variable; for 2 histograms you may need avout 200
words, for I00 histograms about IC 000 words. The same variavility
exists for all processors. The soliution is one large common vector

used by all processors, called the dynamic store. Vith our example

this store vwould be used as follows:

1200 ~ 40 words ~7T0 woras ~ 100 words —~I000 TEST
WOoras for Select for CiliRw for words
Block 6 for
Block 7
BOUP  SELECT CHARL: Block 6 Block 7 22
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The storage for block 6 magnificd might look like this:

il ii of next his-.
ii+1I multiplicit;r
+2 wanted subsoet
+3 number of ciannels
+4 lower limit
+5 upper limit
+6 ii STORE
+7+14 . BCD title ol histogram
+I5 ToC I

} multiple entries from BOUT (LOC)
+I6 Loc 2

iist+0 under flow :-hannels
+I-I00 histogram caannels
+I0I overflow chinnel
i1 NEXT i1 of next
+I Multipl.

Well, this is enough technical 3detail, so that you can imagine the
rest. Of course, one needs some coding which looks after orderly
use of the dynamic store.

This dynamic store in blank common solves a number of problems.
First, of course, what it has been designed for, namely the effici-
ent use of the precious mémory. Secondly, all information which has
to be passed within a given processor from stage I to stage 2 and
to stagé 3 goes via the dynamic store, it is not kept in memory
local to the processor. This is essential for program overlay to

work. Thirdly, all the information is always accessible. There is a




block 4 in SUMX which I have nct mentioned yet. It allows the ma-
nipulations of histograms, it can add several histograms together,
and such like. This could not oe done, if the histograms were burri~
ed somewhere in local memory of block 6. listorically, it was the
us¢ of thlis technique which enaosled the break—through from the old
Berxelcy SUMX to CERN SUMX.

The chain of data-processin~ programs

:
|1EP D | | Spiral Reader
iy ? . P ] point: bubvie-iumugze coordinates
\\\\\‘THRESH track:reconstruction in space delivers
p for eacn track
GRIND event: kinematic fit

1) hypothesis testing

2) improved p

w
sl
4 o
(9!
(e

eveat: make UJST containing derived
quantities of physics interest
SUNMX experiment: distributions

fit theoretical models
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