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free quantum motion
ON A BRANCHING GRAPH.
The Splitters

## 1. Introduction

This is the second part of a paper devoted to study of a free quantum motion on the simplest branching graph, which consists of three halflines, or "wires", connected in one point. In the first part/1/, hereafter referred to as $I$, we have constructed all admissible Hamiltonians as the self-adjoint extensions of a suitably chosen non-selfadjoint operator. A particular attention has been paid to the following classes :
(a) the extensions whose domains contain functions continuous at the junction,
(b) the extensions referring to wavefunctions which are continuous only when passing from the first wire to the second one,
(c) the extensions invariant under permutations of the wires ;
each of them has been characterized by appropriate boundary conditions. Now we are going to use these results to construct the S-matrix, or splitter, to each particular extension of the classes (a)-(c) ; we shall point out the cases when the splitters are momentum-independent and/or reflectionless.

Another problem considered here is how the results modify if some of the involved wires is of a finite length. This is important because such three-legged graphs are used as building elements of more complicated structures appearing in the applications. We show that the same boundary conditions can be used as far as we restrict our attention to the extensions which are local in a sense.

Throughout this paper, we use the notation introduced in $I$ as well as the results of the first part freely.

## 2. Splitters

Now we want to examine what will happen if we take one of the extensions constructed in $I$ as the Hamiltonian of a quantum particle living on the branching graph. It is clear that the particle will move freely except at the junction, and that its behaviour there will depend substantially on the chosen extension. For the sake of brevity, the junction corresponding to a particular extension will be referred to as a splitter.

To each splitter a scattering matrix corresponds, and our aim is now to find these matrices. We shall work in the time independent framework, i.e., we set

$$
\begin{equation*}
f_{j}(x)=a_{j, i n} e^{-i k x}+a_{j, \text { out }} e^{i k x} \quad, \quad j=1,2,3 \tag{1}
\end{equation*}
$$

and demand the vector $f=\left\{f_{1}, f_{2}, f_{3}\right\}$ to belong locally to $D\left(H_{U}\right)$, where $H_{U}$ is the extension under consideration. We are looking for the matrix $S$, which acts as

$$
\begin{equation*}
\underline{\underline{a}}_{\mathrm{out}}=\mathrm{Sa}_{\mathrm{in}} \text {, } \tag{2}
\end{equation*}
$$

where $\underline{a}_{\text {in }}$, $\underline{a}_{\text {out }}$ are column vectors made of $a_{j \text {, in }}$ and $a_{j, \text { out }}$, respectively. In general, $S$ might depend on the momentum $k$.

Consider first the case with partially continuous wavefunctions discussed in Sec.I. 6 . The stated requirement yields the following set of equations
$a_{1, \text { out }}-a_{2, \text { out }}=a_{2, \text { in }}-a_{1, \text { in }}$,
$(A+i k B) a_{1, \text { out }}+i k B a_{2, \text { out. }}-a_{3, \text { out }}=i k B a_{2, \text { in }}-(A-i k B) a_{1, i n}+a_{3, i n}$,
$(C+i k D) a_{1, \text { out }}+i k D a_{2, o u t}-1 k a_{3, \text { out }}=$

$$
\begin{equation*}
=1 k D a_{2, i n}-(C-i k D) a_{1, i n}-1 k a_{3, i n} \tag{3}
\end{equation*}
$$

Solving it, we get the relation (2) with

$$
\begin{align*}
S(k)= & {\left[C+i k(2 D-A)+2 k^{2} B\right]^{-1} x } \\
& \left(\begin{array}{ccc}
-C+i k A & 2 i k(D-i k B) & -2 i k \\
2 i k(D-i k B) & -C+i k A & -2 i k \\
2 i k(A D-B C) & 2 i k(A D-B C) & -C-i k(2 D+A)+2 k^{2} B
\end{array}\right) \tag{4}
\end{align*}
$$

provided the denominator is non-zero. From what we know about phases of the coefficients (I.29), this might happen only if $A=2 D$ and $C=-2 k^{2} B$, however, such a possibility contradicts to the condition (I.27b). Unitarity of $S(k)$ can be checked by a straightforward way with the help of the conditions (I.27) and (I.30a). Notice that in view of (I.30b), the transposed matrix differs from $S(k)$ by phase factors only.

In what follows, we shall use the term "splitter" for the matrix $S$ as well. Though, in general, it depends on the momentum, some splitters can be k-independent. It is clear that such a situation occurs if $B=C=0$. The condition (I.27a) then reads $\bar{A} D=-1$ so

$$
S=\frac{1}{2+|A|^{2}}\left(\begin{array}{ccc}
-|A|^{2} & 2 & 2 \bar{A}  \tag{5a}\\
2 & -|A|^{2} & 2 \bar{A} \\
2 A & 2 A & |A|^{2}-2
\end{array}\right)
$$

corresponding to the particular form of the boundary conditions (I.24),

$$
\begin{align*}
& f_{3}(0)=A f_{1}(0)=A f_{2}(0) \\
& f_{1}^{\prime}(0)+f_{2}^{\prime}(0)=-\bar{A} f_{3}^{\prime}(0) \tag{5b}
\end{align*}
$$

for any $A \in \mathbb{C}$. Let us remark that the splitters of this type have been used in Ref.I. 10 . Another interesting subclass consists of reflectionless splitters, i.e., those which have no outgoing wave in the incident "channel". If we choose the wire 1 or 2 as incident, no solution exists within the class specified by the conditions (I.24). There is, of course, the reflectionless splitter with $A=0$ in (5a), but it is not interesting since it refers to the situation when the third wire is disconnected. On the other hand, the requirement $\mathbf{a}_{3, \text { out }}=0$ for $\underline{a}_{\text {in }}=(0,0,1)$ leads to $B=C=0$ and $A=-2 D$. Consequently, there is a one-parameter family of reflectionless splittera in this case (when the third wire is taken as incident), namely

$$
S(k)=\left(\begin{array}{ccc}
-\frac{1}{2} & \frac{1}{2} & 2^{-1 / 2} e^{-i \omega}  \tag{6}\\
\frac{1}{2} & -\frac{1}{2} & 2^{-1 / 2} e^{-i \omega} \\
2^{-1 / 2} e^{i \omega} & 2^{-1 / 2} e^{i \omega} & 0
\end{array}\right)
$$

for a real $\omega$; they refer to the boundary conditions (5b) with $A=\sqrt{2} e^{1 \omega}$.

The subclass of extensions with fully continuous wavefunctions considered in Sec.I. 3 which is described by $A=-D=1, B=0$ and $C \in \mathbb{R}$, or by the boundary conditions (I.6) and (I.12), refers to the splitters

$$
S(k)=\frac{1}{C-3 i k}\left(\begin{array}{rrr}
-C+i k & -2 i k & -2 i k  \tag{7}\\
-2 i k & -C+i k & -2 i k \\
-2 i k & -2 i k & -C+i k
\end{array}\right) .
$$

- 

Among them, there is no reflectionless one, and just one which is $k-i n d e p e n d e n t, ~ n a m e l y ~ t h a t ~ w i t h ~ C=0 . ~ I n ~ t h e ~ s a m e ~ w a y, ~ o n e ~ c a n ~ t r e a t ~$ the n-wire splitter characterized by the boundary conditions (I.14) and (I.19). Solving the corresponding system of linear equations, we get

Unitarity of this matrix is checked easily. As in the particular case $\mathrm{n}=3$, there is no reflectionless splitter, and just one k-independent one which refers to $C=0$.

Let us turn now to the permutation-invariant extensions discussed in Sec.I.7. The system of equations (3) is now replaced by

$$
\begin{align*}
& \begin{aligned}
&(1-i k A) a_{1, o u t}-i k B a_{2, o u t}-i k B a_{3, o u t}= \\
&=-(1+i k A) a_{1, i n}-i k B a_{2, i n}-i k B a_{3, i n}, \\
&-i k B a_{1, o u t}+(1-i k A) a_{2, o u t}-i k B a_{3, o u t}= \\
&=-i k B a_{1, i n}-(1+i k A) a_{2, i n}-i k B a_{3, i n}, \\
&-i k B a_{1, o u t}-i k B a_{2, o u t}+(1-i k A) a_{3, o u t}= \\
&=-i k B a_{1, i n}-i k B a_{2, i n}-(1+i k A) a_{3, i n} .
\end{aligned}
\end{align*}
$$

Solving it, we find

$$
S(k)=\left[1-3 i k A+3 k^{2}\left(B^{2}-A^{2}\right)+i k^{3}\left(A^{3}-3 A B^{2}+2 B^{3}\right)\right]^{-1}\left(\begin{array}{lll}
a & b & b  \tag{10}\\
b & a & b \\
b & b & a
\end{array}\right),
$$

where

$$
\begin{aligned}
& a=-1+i k A+k^{2}\left(B^{2}-A^{2}\right)+i k^{3}\left(A^{3}-3 A B^{2}+2 B^{3}\right), \\
& b=-2 i k B+2 k^{2} B(B-A)
\end{aligned}
$$

it is easy to check that the determinant of the system (9) is non-zero for any real $A, B$ so $S(k)$ makes sense. Unitarity of this matrix verifies directly. Again, there is no reflectionless splitter in the class (10). There is also no k-independent one, except for two limiting cases referring to $A=B$ or $A=-2 B$ with $B \rightarrow \infty$. However, a brief inspection of the corresponding boundary conditions shows that the first possibility represents the splitter (7) with $C=0$, while the other one refers to the second exceptional class with $D=0$ cf. (12) below.

Finally, consider the exceptional extensions of Sec.I.8. By the same procedure as above, we obtain for the first class described by the boundary conditions (I.42a) the following splitter

$$
S(k)=\frac{1}{3(1+i k C)}\left(\begin{array}{ccc}
3 i k C-1 & 2 & 2  \tag{11}\\
2 & 3 i k C-1 & 2 \\
2 & 2 & 3 i k C-1
\end{array}\right),
$$

which is well defined and unitary for each real C.There is no reflectionless splitter here ; the only k-independent one referring to $C=0$ is identical with (52) for $C=0$ (the two $C$ 's are, of course, different). The second class specified by (I.44a) yields similarly

$$
S(k)=\frac{1}{3-i k D}\left(\begin{array}{ccc}
1-i k D & -2 & -2  \tag{12}\\
-2 & 1-i k D & -2 \\
-2 & -2 & 1-i k D
\end{array}\right)
$$

There is again no reflectionless splitter and one k-independent referring to $D=0$ as mentioned above. The remaining extension (I.45) is easily seen to correspond to $S(k)$ equal to the unit matrix, and therefore k-independent. This case is, however, not interesting because it describes the wires which are disconnected, with Neumann condition at the end of each of them.

## 3. Wires of a finite length

Description of real experiments requires the knowledge of the electron behaviour on graphs whose lines may be of a finite length. In fact the semiinfinite wires suit usually only as an idealized description of the external leads. The simplest non-trivial graph of this type is sketched on Fig.1, where each $l_{j}$ is either a positive number or infinity ; it can be used, of course, as a building element of more complicated graphs.
Fig. 1 Connection of three wires - general case.

In order to describe a free quantum motion on such a graph, one has to proceed as in $I$. In the relation (I.l), $L^{2}\left(\mathbb{R}^{+}\right)$is replaced now by $L^{2}\left(0,1_{j}\right)$. The construction starts with the operator $H_{0}$ defined by the relations (I.2), where, however, $D\left(H_{0, j}\right)=C_{0}^{\infty}\left(0,1_{j}\right)$ or any other dense subset of $A C^{2}\left(0, l_{j}\right)$ containing the functions with $f_{j}(0)=\ddot{f}_{j}^{\prime}(0)=f_{j}\left(l_{j}\right)=f_{j}^{\prime}\left(l_{j}\right)=0$. The deficiency indices of this operator are $(3+f, 3+f)$, where $f$ is the number of finite-length wires, and therefore we have many more self-adjoint extensions than in the case $f=0$. Fortunately, not each of them is interesting. We restrict our attention to the Hamiltonians $H_{U}$ obtained by extensions of $H_{0}$ which are local in the sense that
, supp $H_{U} f \subset$ supp $f$
for all $f \in D\left(H_{U}\right)$; the support of a vector $f \in \mathcal{H}_{f}$ is naturally defined as Cartesian product of the supports of the functions $f_{j}$.

Such extensions can be constructed with the help of separated boundary conditions. We fix the behaviour of wavefunctions on the loose ends of the finite-length wires by standard boundary conditions

$$
\begin{equation*}
f_{j}\left(l_{j}\right) \cos \alpha_{j}+f_{j}^{\prime}\left(l_{j}\right) \sin \alpha_{j}=0 \tag{14}
\end{equation*}
$$

for some real $\alpha_{j}$. On the other hand, for behaviour at the junction we can choose one of the following possibilities :
(a) the boundary conditions (I.6) and (I.12),
(b) the conditions (I.24),
(c) the conditions (I.36), or (I.42a), or (I.44a), or (I.45).

In the game way as in Sec.I.7, one can check that together we have a set of $3+f$ boundary conditions, which are linearly independent
and symmetric, and dofino thereforo a self-adjoint extension of $H_{0}$.
In the cases ( $a$ ) and (b), thobe extensions are distinguished in the same way as in $I$, namely by the full or partial continuity of the wavefunotions. Tho third oase requires a brief explanation. One cannot spoak now about the permutation symmetry unless the wires are of the same length and $\alpha_{1}=\alpha_{2}=\alpha_{3}$ in (14). Nevertheless, any extension $H_{U}$ of the olass ( 0 ) remains locally permutation-invariant in the following sense : if $f \in D\left(H_{U}\right)$ has supp $f \subset[0,1] \times[0,1] \times[0,1]$, where $1 \leqslant \min _{1 \leqslant j \leqslant 3} l_{j}$, then $P_{j k} f \in D\left(H_{U}\right)$ and $P_{j k} H_{U}{ }^{f}=H_{U} P_{j k}{ }^{f}$ for each $j, k=1,2,3$. One might say, that the particle whose evolution is governed by some of the extensions of the class (c) does not distinguish the wires when it is close to the junction.

The described method based on adaptation of the "semiinfinite" results has a drawback. One cannot prove that we have obtained all extensions of a given class, e.g., all locally permutation-invariant extensions in the case (c), without returning to the deficiency functions. The latter are now more complicated, however, being combinations of two exponential functions with the coefficients depending on $\alpha_{j}$ and $l_{j}$.

Since the above described extensions are specified by the same boundary conditions as in the semiinfinite case, one can use the splitters found in the preceding section when treating the scattering prob-' lem on a branching graph. Of course, not every graph is suitable for this purpose. In the system of three wires, the scattering problem can be formulated if two of them are seminfinite. If the third wire is of a finite length, we obtain an interesting situation ; one can study how the energy eigenvalues for the particle living on the interval disjoint from the line turn to resonances when we "tune" the junction by changing the parameters specifying the used self-adjoint extension. Up to our knowledge, such experiments have not been performed but they are fully conceivable with the technology used for fabrication of the metallic rings:

Howevier, the splitters derived in the preceding section can be used for analysis of the scattering problem on a more complicated graph, if only the latter is composed of two or more three-legged parts. The simplest example is represented by a ring with two seminfinite leads ; in this case we need two splitters to describe behaviour of the wavefunctions at the junctions. This problem will be discussed in a subsequent paper.
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