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These notes are based on a postgraduate course I gave on stochastic differential equations at Edinburgh University in the spring 1982. No previous knowledge about the subject was assumed, but the presentation is based on some background in measure theory.

There are several reasons why one should learn more about stochastic differential equations: They have a wide range of applications outside mathematics, there are many fruitful connections to other mathematical disciplines and the subject has a rapidly developing life of its own as a fascinating research field with many interesting unanswered questions.

Unfortunately most of the literature about stochastic differential equations seems to place so much emphasis on rigor and completeness that it scares many nonexperts away. These notes are an attempt to approach the subject from the nonexpert point of view: Not knowing anything (except rumours, maybe) about a subject to start with, what would I like to know first of all? My answer would be:

1) In what situations does the subject arise?
2) What are its essential features?
3) What are the applications and the connections to other fields?
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In the introduction we state 6 problems where stochastic differential equations play an essential role in the solution. In Chapter II we introduce the basic mathematical notions needed for the mathematical model of some of these problems, leading to the concept of Ito integrals in Chapter III. In Chapter IV we develop the stochastic calculus (the Ito formula) and in Chap-
In Chapter VI we use this to solve some stochastic differential equations, including the first two problems in the introduction. In Chapter VI we present a solution of the linear filtering problem (of which problem 3 is an example), using the stochastic calculus. Problem 4 is the Dirichlet problem. Although this is purely deterministic we outline in Chapters VII and VIII how the introduction of an associated Itô diffusion (i.e. solution of a stochastic differential equation) leads to a simple, intuitive and useful stochastic solution, which is the cornerstone of stochastic potential theory. Problem 5 is an optimal stopping problem. In Chapter IX we represent the state of a game at time $t$ by an Itô diffusion and solve the corresponding optimal stopping problem. The solution involves potential theoretic notions, such as the generalized harmonic extension provided by the solution of the Dirichlet problem in Chapter VIII. Problem 6 is a stochastic version of F.P. Ramsey's classical control problem from 1928. In Chapter X we formulate the general stochastic control problem in terms of stochastic differential equations, and we apply the results of Chapters VII and VIII to show that the problem can be reduced to solving the (deterministic) Hamilton-Jacobi-Bellman equation. As an illustration we solve a problem about optimal portfolio selection.

After the course was first given in Edinburgh in 1982, revised and expanded versions were presented at Agder College, Kristiansand and University of Oslo. Every time about half of the audience have come from the applied section, the others being so-called “pure” mathematicians. This fruitful combination has created a broad variety of valuable comments, for which I am very grateful. I particularly wish to express my gratitude to K.K. Aase, L. Csáki and A.M. Davie for many useful discussions.
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Note: Chapters VIII, IX, X of the First Edition have become Chapters IX, X, XI of the Second Edition.
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1. Introduction

To convince the reader that stochastic differential equations is an important subject let us mention some situations where such equations appear and can be used:

1.1 Stochastic Analogs of Classical Differential Equations

If we allow for some randomness in some of the coefficients of a differential equation we often obtain a more realistic mathematical model of the situation.

**Problem 1.** Consider the simple population growth model

\[
dN/dt = a(t)N(t), \quad N(0) = N_0 \text{ (constant)} \quad (1.1.1)
\]

where \(N(t)\) is the size of the population at time \(t\), and \(a(t)\) is the relative rate of growth at time \(t\). It might happen that \(a(t)\) is not completely known, but subject to some random environmental effects, so that we have

\[
a(t) = r(t) + \text{“noise”},
\]

where we do not know the exact behaviour of the noise term, only its probability distribution. The function \(r(t)\) is assumed to be nonrandom. How do we solve (1.1.1) in this case?

**Problem 2.** The charge \(Q(t)\) at time \(t\) at a fixed point in an electric circuit satisfies the differential equation

\[
L \cdot Q''(t) + R \cdot Q'(t) + \frac{1}{C} \cdot Q(t) = F(t), \quad Q(0) = Q_0, \quad Q'(0) = I_0 \quad (1.1.2)
\]

where \(L\) is inductance, \(R\) is resistance, \(C\) is capacitance and \(F(t)\) the potential source at time \(t\).

Again we may have a situation where some of the coefficients, say \(F(t)\), are not deterministic but of the form

\[
F(t) = G(t) + \text{“noise”}. \quad (1.1.3)
\]
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How do we solve (1.1.2) in this case?

More generally, the equation we obtain by allowing randomness in the coefficients of a differential equation is called a stochastic differential equation. This will be made more precise later. It is clear that any solution of a stochastic differential equation must involve some randomness, i.e. we can only hope to be able to say something about the probability distributions of the solutions.

1.2 Filtering Problems

Problem 3. Suppose that we, in order to improve our knowledge about the solution, say of Problem 2, perform observations $Z(s)$ of $Q(s)$ at times $s \leq t$. However, due to inaccuracies in our measurements we do not really measure $Q(s)$ but a disturbed version of it:

$$Z(s) = Q(s) + \text{"noise".} \quad (1.2.1)$$

So in this case there are two sources of noise, the second coming from the error of measurement.

The filtering problem is: What is the best estimate of $Q(t)$ satisfying (1.1.2), based on the observations $Z_s$ in (1.2.1), where $s \leq t$? Intuitively, the problem is to “filter” the noise away from the observations in an optimal way.

In 1960 Kalman and in 1961 Kalman and Bucy proved what is now known as the Kalman-Bucy filter. Basically the filter gives a procedure for estimating the state of a system which satisfies a “noisy” linear differential equation, based on a series of “noisy” observations.

Almost immediately the discovery found applications in aerospace engineering (Ranger, Mariner, Apollo etc.) and it now has a broad range of applications.

Thus the Kalman-Bucy filter is an example of a recent mathematical discovery which has already proved to be useful – it is not just “potentially” useful.

It is also a counterexample to the assertion that “applied mathematics is bad mathematics” and to the assertion that “the only really useful mathematics is the elementary mathematics”. For the Kalman-Bucy filter – as the whole subject of stochastic differential equations – involves advanced, interesting and first class mathematics.

1.3 Stochastic Approach to Deterministic Boundary Value Problems

Problem 4. The most celebrated example is the stochastic solution of the Dirichlet problem:
1.4 Optimal Stopping

Given a (reasonable) domain $U$ in $\mathbb{R}^n$ and a continuous function $f$ on the boundary of $U$, $\partial U$. Find a function $\tilde{f}$ continuous on the closure $\overline{U}$ of $U$ such that

(i) $\tilde{f} = f$ on $\partial U$

(ii) $\tilde{f}$ is harmonic in $U$, i.e.

$$\Delta \tilde{f} := \sum_{i=1}^{n} \frac{\partial^2 \tilde{f}}{\partial x_i^2} = 0 \text{ in } U.$$ 

In 1944 Kakutani proved that the solution could be expressed in terms of Brownian motion (which will be constructed in Chapter 2): $\tilde{f}(x)$ is the expected value of $f$ at the first exit point from $U$ of the Brownian motion starting at $x \in U$.

It turned out that this was just the tip of an iceberg: For a large class of semielliptic second order partial differential equations the corresponding Dirichlet boundary value problem can be solved using a stochastic process which is a solution of an associated stochastic differential equation.

1.4 Optimal Stopping

Problem 5. Suppose a person has an asset or resource (e.g. a house, stocks, oil...) that she is planning to sell. The price $X_t$ at time $t$ of her asset on the open market varies according to a stochastic differential equation of the same type as in Problem 1:

$$\frac{dX_t}{dt} = rX_t + \alpha X_t \cdot \text{“noise”}$$

where $r, \alpha$ are known constants. The discount rate is a known constant $\rho$. At what time should she decide to sell?

We assume that she knows the behaviour of $X_s$ up to the present time $t$, but because of the noise in the system she can of course never be sure at the time of the sale if her choice of time will turn out to be the best. So what we are searching for is a stopping strategy that gives the best result in the long run, i.e. maximizes the expected profit when the inflation is taken into account.

This is an optimal stopping problem. It turns out that the solution can be expressed in terms of the solution of a corresponding boundary value problem (Problem 4), except that the boundary is unknown (free) as well and this is compensated by a double set of boundary conditions. It can also be expressed in terms of a set of variational inequalities.
1.5 Stochastic Control

**Problem 6 (An optimal portfolio problem).**
Suppose that a person has two possible investments:

(i) A **risky** investment (e.g. a stock), where the price \( p_1(t) \) per unit at time \( t \) satisfies a stochastic differential equation of the type discussed in Problem 1:

\[
\frac{dp_1}{dt} = (a + \alpha \cdot \text{"noise"})p_1
\]

where \( a > 0 \) and \( \alpha \in \mathbb{R} \) are constants

(ii) A **safe** investment (e.g. a bond), where the price \( p_2(t) \) per unit at time \( t \) grows exponentially:

\[
\frac{dp_2}{dt} = bp_2
\]

where \( b \) is a constant, \( 0 < b < a \).

At each instant \( t \) the person can choose how large portion (fraction) \( u_t \) of his fortune \( X_t \) he wants to place in the risky investment, thereby placing \( (1 - u_t)X_t \) in the safe investment. Given a utility function \( U \) and a terminal time \( T \) the problem is to find the optimal portfolio \( u_t \in [0, 1] \) i.e. find the investment distribution \( u_t; 0 \leq t \leq T \) which maximizes the expected utility of the corresponding terminal fortune \( X_T^{(u)} \):

\[
\max_{0 \leq u_t \leq 1} \left\{ E \left[ U(X_T^{(u)}) \right] \right\}
\]

1.6 Mathematical Finance

**Problem 7 (Pricing of options).**
Suppose that at time \( t = 0 \) the person in Problem 6 is offered the right (but without obligation) to buy one unit of the risky asset at a specified price \( K \) and at a specified future time \( t = T \). Such a right is called a **European call option**. How much should the person be willing to pay for such an option? This problem was solved when Fischer Black and Myron Scholes (1973) used stochastic analysis and an equilibrium argument to compute a theoretical value for the price, the now famous **Black and Scholes option price formula**. This theoretical value agreed well with the prices that had already been established as an equilibrium price on the free market. Thus it represented a triumph for mathematical modelling in finance. It has become an indispensable tool in the trading of options and other financial derivatives. In 1997 Myron Scholes and Robert Merton were awarded the Nobel Prize...
in Economics for their work related to this formula. (Fischer Black died in 1995.)

We will return to these problems in later chapters, after having developed the necessary mathematical machinery. We solve Problem 1 and Problem 2 in Chapter 5. Problems involving filtering (Problem 3) are treated in Chapter 6, the generalized Dirichlet problem (Problem 4) in Chapter 9. Problem 5 is solved in Chapter 10 while stochastic control problems (Problem 6) are discussed in Chapter 11. Finally we discuss applications to mathematical finance in Chapter 12.
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2. Some Mathematical Preliminaries

2.1 Probability Spaces, Random Variables and Stochastic Processes

Having stated the problems we would like to solve, we now proceed to find reasonable mathematical notions corresponding to the quantities mentioned and mathematical models for the problems. In short, here is a first list of the notions that need a mathematical interpretation:

1. A random quantity
2. Independence
3. Parametrized (discrete or continuous) families of random quantities
4. What is meant by a “best” estimate in the filtering problem (Problem 3)?
5. What is meant by an estimate “based on” some observations (Problem 3)?
6. What is the mathematical interpretation of the “noise” terms?
7. What is the mathematical interpretation of the stochastic differential equations?

In this chapter we will discuss (1)–(3) briefly. In the next chapter we will consider (6), which leads to the notion of an Itô stochastic integral (7). In Chapter 6 we will consider (4)–(5).

The mathematical model for a random quantity is a random variable. Before we define this, we recall some concepts from general probability theory. The reader is referred to e.g. Williams (1991) for more information.

Definition 2.1.1. If $\Omega$ is a given set, then a $\sigma$-algebra $\mathcal{F}$ on $\Omega$ is a family $\mathcal{F}$ of subsets of $\Omega$ with the following properties:

1. $\emptyset \in \mathcal{F}$
2. $F \in \mathcal{F} \Rightarrow F^C \in \mathcal{F}$, where $F^C = \Omega \setminus F$ is the complement of $F$ in $\Omega$.
3. $A_1, A_2, \ldots \in \mathcal{F} \Rightarrow A := \bigcup_{i=1}^{\infty} A_i \in \mathcal{F}$.

The pair $(\Omega, \mathcal{F})$ is called a measurable space. A probability measure $P$ on a measurable space $(\Omega, \mathcal{F})$ is a function $P : \mathcal{F} \rightarrow [0, 1]$ such that

1. $P(\emptyset) = 0, \ P(\Omega) = 1$
(b) if \( A_1, A_2, \ldots \in \mathcal{F} \) and \( \{A_i\}_{i=1}^\infty \) is disjoint (i.e. \( A_i \cap A_j = \emptyset \) if \( i \neq j \)) then
\[
P \left( \bigcup_{i=1}^\infty A_i \right) = \sum_{i=1}^\infty P(A_i) .
\]

The triple \((\Omega, \mathcal{F}, P)\) is called a probability space. It is called a complete probability space if \( \mathcal{F} \) contains all subsets \( G \) of \( \Omega \) with \( P \)-outer measure zero, i.e. with
\[
P^*(G) = \inf \{ P(F) ; F \in \mathcal{F}, G \subset F \} = 0 .
\]

Any probability space can be made complete simply by adding to \( \mathcal{F} \) all sets of outer measure 0 and by extending \( P \) accordingly.

The subsets \( \mathcal{F} \) of \( \Omega \) which belong to \( \mathcal{F} \) are called \( \mathcal{F} \)-measurable sets. In a probability context these sets are called events and we use the interpretation
\[
P(F) = \text{“the probability that the event } F \text{ occurs”}.
\]
In particular, if \( P(F) = 1 \) we say that “\( F \) occurs with probability 1”, or “almost surely (a.s.)”.

Given any family \( \mathcal{U} \) of subsets of \( \Omega \) there is a smallest \( \sigma \)-algebra \( \mathcal{H}_\mathcal{U} \) containing \( \mathcal{U} \), namely
\[
\mathcal{H}_\mathcal{U} = \bigcap \{ \mathcal{H} ; \mathcal{H} \text{ is a } \sigma \text{-algebra on } \Omega, \mathcal{U} \subset \mathcal{H} \} .
\]
(See Exercise 2.3.)

We call \( \mathcal{H}_\mathcal{U} \) the \( \sigma \)-algebra generated by \( \mathcal{U} \).

For example, if \( \mathcal{U} \) is the collection of all open subsets of a topological space \( \Omega \) (e.g. \( \Omega = \mathbb{R}^n \)), then \( \mathcal{B} = \mathcal{H}_\mathcal{U} \) is called the Borel \( \sigma \)-algebra on \( \Omega \) and the elements \( B \in \mathcal{B} \) are called Borel sets. \( \mathcal{B} \) contains all open sets, all closed sets, all countable unions of closed sets, all countable intersections of such countable unions etc.

If \((\Omega, \mathcal{F}, P)\) is a given probability space, then a function \( Y : \Omega \to \mathbb{R}^n \) is called \( \mathcal{F} \)-measurable if
\[
Y^{-1}(U) = \{ \omega \in \Omega ; Y(\omega) \in U \} \in \mathcal{F}
\]
for all open sets \( U \in \mathbb{R}^n \) (or, equivalently, for all Borel sets \( U \subset \mathbb{R}^n \)).

If \( X : \Omega \to \mathbb{R}^n \) is any function, then the \( \sigma \)-algebra \( \mathcal{H}_X \) generated by \( X \) is the smallest \( \sigma \)-algebra on \( \Omega \) containing all the sets
\[
X^{-1}(U) ; \quad U \subset \mathbb{R}^n \text{ open} .
\]
It is not hard to show that
\[
\mathcal{H}_X = \{ X^{-1}(B) ; B \in \mathcal{B} \} ,
\]
where \( \mathcal{B} \) is the Borel \( \sigma \)-algebra on \( \mathbb{R}^n \). Clearly, \( X \) will then be \( \mathcal{H}_X \)-measurable and \( \mathcal{H}_X \) is the smallest \( \sigma \)-algebra with this property.

The following result is useful. It is a special case of a result sometimes called the Doob-Dynkin lemma. See e.g. M. M. Rao (1984), Prop. 3, p. 7.
Lemma 2.1.2. If \(X, Y: \Omega \rightarrow \mathbb{R}^n\) are two given functions, then \(Y\) is \(\mathcal{H}_X\)-measurable if and only if there exists a Borel measurable function \(g: \mathbb{R}^n \rightarrow \mathbb{R}^n\) such that
\[
Y = g(X).
\]

In the following we let \((\Omega, \mathcal{F}, P)\) denote a given complete probability space. A random variable \(X\) is an \(\mathcal{F}\)-measurable function \(X: \Omega \rightarrow \mathbb{R}^n\). Every random variable induces a probability measure \(\mu_X\) on \(\mathbb{R}^n\), defined by
\[
\mu_X(B) = P(X^{-1}(B)).
\]
\(\mu_X\) is called the distribution of \(X\).

If \(\int_{\Omega} |X(\omega)| dP(\omega) < \infty\) then the number
\[
E[X] = \int_{\Omega} X(\omega) dP(\omega) = \int_{\mathbb{R}^n} x d\mu_X(x)
\]
is called the expectation of \(X\) (w.r.t. \(P\)).

More generally, if \(f: \mathbb{R}^n \rightarrow \mathbb{R}\) is Borel measurable and \(\int_{\Omega} |f(X(\omega))| dP(\omega) < \infty\) then we have
\[
E[f(X)] = \int_{\Omega} f(X(\omega)) dP(\omega) = \int_{\mathbb{R}^n} f(x) d\mu_X(x).
\]

The mathematical model for independence is the following:

Definition 2.1.3. Two subsets \(A, B \in \mathcal{F}\) are called independent if
\[
P(A \cap B) = P(A) \cdot P(B).
\]

A collection \(\mathcal{A} = \{\mathcal{H}_i; i \in I\}\) of families \(\mathcal{H}_i\) of measurable sets is independent if
\[
P(H_{i_1} \cap \cdots \cap H_{i_k}) = P(H_{i_1}) \cdots P(H_{i_k})
\]
for all choices of \(H_{i_1} \in \mathcal{H}_{i_1}, \ldots, H_{i_k} \in \mathcal{H}_{i_k}\) with different indices \(i_1, \ldots, i_k\).

A collection of random variables \(\{X_i; i \in I\}\) is independent if the collection of generated \(\sigma\)-algebras \(\mathcal{H}_X\), is independent.

If two random variables \(X, Y: \Omega \rightarrow \mathbb{R}\) are independent then
\[
E[XY] = E[X]E[Y],
\]
provided that \(E|X| < \infty\) and \(E|Y| < \infty\). (See Exercise 2.5.)

Definition 2.1.4. A stochastic process is a parametrized collection of random variables
\[
\{X_t\}_{t \in T}
\]
deﬁned on a probability space \((\Omega, \mathcal{F}, P)\) and assuming values in \(\mathbb{R}^n\).
The parameter space $T$ is usually (as in this book) the halfline $[0, \infty)$, but it may also be an interval $[a, b]$, the non-negative integers and even subsets of $\mathbb{R}^n$ for $n \geq 1$. Note that for each $t \in T$ fixed we have a random variable

$$\omega \mapsto X_t(\omega) ; \quad \omega \in \Omega .$$

On the other hand, fixing $\omega \in \Omega$ we can consider the function

$$t \mapsto X_t(\omega) ; \quad t \in T$$

which is called a path of $X_t$.

It may be useful for the intuition to think of $t$ as “time” and each $\omega$ as an individual “particle” or “experiment”. With this picture $X_t(\omega)$ would represent the position (or result) at time $t$ of the particle (experiment) $\omega$. Sometimes it is convenient to write $X(t, \omega)$ instead of $X_t(\omega)$. Thus we may also regard the process as a function of two variables

$$(t, \omega) \mapsto X(t, \omega)$$

from $T \times \Omega$ into $\mathbb{R}^n$. This is often a natural point of view in stochastic analysis, because (as we shall see) there it is crucial to have $X(t, \omega)$ jointly measurable in $(t, \omega)$.

Finally we note that we may identify each $\omega$ with the function $t \mapsto X_t(\omega)$ from $T$ into $\mathbb{R}^n$. Thus we may regard $\Omega$ as a subset of the space $\tilde{\Omega} = (\mathbb{R}^n)^T$ of all functions from $T$ into $\mathbb{R}^n$. Then the $\sigma$-algebra $\mathcal{F}$ will contain the $\sigma$-algebra $\mathcal{B}$ generated by sets of the form

$$\{\omega; \omega(t_1) \in F_1, \ldots, \omega(t_k) \in F_k\} , \quad F_i \subset \mathbb{R}^n \text{ Borel sets}$$

($\mathcal{B}$ is the same as the Borel $\sigma$-algebra on $\tilde{\Omega}$ if $T = [0, \infty)$ and $\tilde{\Omega}$ is given the product topology). Therefore one may also adopt the point of view that a stochastic process is a probability measure $P$ on the measurable space $((\mathbb{R}^n)^T, \mathcal{B})$.

The (finite-dimensional) distributions of the process $X = \{X_t\}_{t \in T}$ are the measures $\mu_{t_1, \ldots, t_k}$ defined on $\mathbb{R}^{nk}$, $k = 1, 2, \ldots$, by

$$\mu_{t_1, \ldots, t_k}(F_1 \times F_2 \times \cdots \times F_k) = P[X_{t_1} \in F_1, \ldots, X_{t_k} \in F_k] ; \quad t_i \in T .$$

Here $F_1, \ldots, F_k$ denote Borel sets in $\mathbb{R}^n$.

The family of all finite-dimensional distributions determine many (but not all) important properties of the process $X$.

Conversely, given a family $\{\nu_{t_1, \ldots, t_k}; k \in \mathbb{N}, t_i \in T\}$ of probability measures on $\mathbb{R}^{nk}$ it is important to be able to construct a stochastic process $Y = \{Y_t\}_{t \in T}$ having $\nu_{t_1, \ldots, t_k}$ as its finite-dimensional distributions. One of Kolmogorov's famous theorems states that this can be done provided $\{\nu_{t_1, \ldots, t_k}\}$ satisfies two natural consistency conditions: (See Lamperti (1977).)
Theorem 2.1.5 (Kolmogorov’s extension theorem).

For all \( t_1, \ldots, t_k \in T, k \in \mathbb{N} \) let \( \nu_{t_1, \ldots, t_k} \) be probability measures on \( \mathbb{R}^{nk} \) s.t.

\[
\nu_{t_{\sigma(1)}, \ldots, t_{\sigma(k)}}(F_1 \times \cdots \times F_k) = \nu_{t_1, \ldots, t_k}(F_{\sigma^{-1}(1)} \times \cdots \times F_{\sigma^{-1}(k)}) \quad (K1)
\]

for all permutations \( \sigma \) on \( \{1, 2, \ldots, k\} \) and

\[
\nu_{t_1, \ldots, t_k}(F_1 \times \cdots \times F_k) = \nu_{t_1, \ldots, t_k, t_{k+1}, \ldots, t_{k+m}}(F_1 \times \cdots \times F_k \times \mathbb{R}^n \times \cdots \times \mathbb{R}^n) \quad (K2)
\]

for all \( m \in \mathbb{N} \), where (of course) the set on the right hand side has a total of \( k + m \) factors.

Then there exists a probability space \((\Omega, \mathcal{F}, P)\) and a stochastic process \( \{X_t\} \) on \( \Omega, X_t: \Omega \to \mathbb{R}^n \), s.t.

\[
\nu_{t_1, \ldots, t_k}(F_1 \times \cdots \times F_k) = P[X_{t_1} \in F_1, \ldots, X_{t_k} \in F_k],
\]

for all \( t_i \in T, k \in \mathbb{N} \) and all Borel sets \( F_i \).

2.2 An Important Example: Brownian Motion

In 1828 the Scottish botanist Robert Brown observed that pollen grains suspended in liquid performed an irregular motion. The motion was later explained by the random collisions with the molecules of the liquid. To describe the motion mathematically it is natural to use the concept of a stochastic process \( B_t(\omega) \), interpreted as the position at time \( t \) of the pollen grain \( \omega \). We will generalize slightly and consider an \( n \)-dimensional analog.

To construct \( \{B_t\}_{t \geq 0} \) it suffices, by the Kolmogorov extension theorem, to specify a family \( \{\nu_{t_1, \ldots, t_k}\} \) of probability measures satisfying (K1) and (K2). These measures will be chosen so that they agree with our observations of the pollen grain behaviour:

Fix \( x \in \mathbb{R}^n \) and define

\[
p(t, x, y) = (2\pi t)^{-n/2} \cdot \exp\left(-\frac{|x-y|^2}{2t}\right) \quad \text{for } y \in \mathbb{R}^n, \ t > 0.
\]

If \( 0 \leq t_1 \leq t_2 \leq \cdots \leq t_k \) define a measure \( \nu_{t_1, \ldots, t_k} \) on \( \mathbb{R}^{nk} \) by

\[
\nu_{t_1, \ldots, t_k}(F_1 \times \cdots \times F_k) = \int_{F_1 \times \cdots \times F_k} p(t_1, x_1)p(t_2-t_1, x_1, x_2) \cdots p(t_k-t_{k-1}, x_{k-1}, x_k)dx_1 \cdots dx_k
\]

where we use the notation \( dy = dy_1 \cdots dy_k \) for Lebesgue measure and the convention that \( p(0, x, y)dy = \delta_x(y) \), the unit point mass at \( x \).

Extend this definition to all finite sequences of \( t_i \)'s by using (K1). Since \( \int p(t, x, y)dy = 1 \) for all \( t \geq 0 \), (K2) holds, so by Kolmogorov’s theorem.
there exists a probability space \((\Omega, \mathcal{F}, P^x)\) and a stochastic process \(\{B_t\}_{t \geq 0}\) on \(\Omega\) such that the finite-dimensional distributions of \(B_t\) are given by (2.2.1), i.e.

\[
P^x(B_{t_1} \in F_1, \cdots, B_{t_k} \in F_k) = \int_{F_1 \times \cdots \times F_k} p(t_1, x, x_1) \cdots p(t_k - t_{k-1}, x_{k-1}, x_k) dx_1 \cdots dx_k.
\] (2.2.2)

**Definition 2.2.1.** Such a process is called (a version of) Brownian motion starting at \(x\) (observe that \(P^x(B_0 = x) = 1\)).

The Brownian motion thus defined is not unique, i.e. there exist several quadruples \((B_t, \Omega, \mathcal{F}, P^x)\) such that (2.2.2) holds. However, for our purposes this is not important, we may simply choose any version to work with. As we shall soon see, the paths of a Brownian motion are (or, more correctly, can be chosen to be) continuous, a.s. Therefore we may identify (a.a.) \(\omega \in \Omega\) with a continuous function \(t \mapsto B_t(\omega)\) from \([0, \infty)\) into \(\mathbb{R}^n\). Thus we may adopt the point of view that Brownian motion is just the space \(C([0, \infty), \mathbb{R}^n)\) equipped with certain probability measures \(P^x\) (given by (2.2.1) and (2.2.2) above). This version is called the canonical Brownian motion. Besides having the advantage of being intuitive, this point of view is useful for the further analysis of measures on \(C([0, \infty), \mathbb{R}^n)\), since this space is Polish (i.e. a complete separable metric space). See Stroock and Varadhan (1979).

We state some basic properties of Brownian motion:

(i) \(B_t\) is a Gaussian process, i.e. for all \(0 \leq t_1 \leq \cdots \leq t_k\) the random variable \(Z = (B_{t_1}, \ldots, B_{t_k}) \in \mathbb{R}^{nk}\) has a (multi)normal distribution. This means that there exists a vector \(M \in \mathbb{R}^{nk}\) and a non-negative definite matrix \(C = [c_{jm}] \in \mathbb{R}^{nk \times nk}\) (the set of all \(nk \times nk\)-matrices with real entries) such that

\[
E^x\left[\exp\left(i \sum_{j=1}^{nk} u_j Z_j\right)\right] = \exp\left(-\frac{1}{2} \sum_{j,m} u_j c_{jm} u_m + i \sum_j u_j M_j\right)
\] (2.2.3)

for all \(u = (u_1, \ldots, u_{nk}) \in \mathbb{R}^{nk}\), where \(i = \sqrt{-1}\) is the imaginary unit and \(E^x\) denotes expectation with respect to \(P^x\). Moreover, if (2.2.3) holds then

\[
M = E^x[Z] \quad \text{is the mean value of } Z
\] (2.2.4)

and

\[
c_{jm} = E^x[(Z_j - M_j)(Z_m - M_m)] \quad \text{is the covariance matrix of } Z.
\] (2.2.5)

(See Appendix A).

To see that (2.2.3) holds for \(Z = (B_{t_1}, \ldots, B_{t_k})\) we calculate its left hand side explicitly by using (2.2.2) (see Appendix A) and obtain (2.2.3) with
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\[ M = E^x[Z] = (x, x, \cdots, x) \in \mathbb{R}^{nk} \quad (2.2.6) \]

and

\[ C = \begin{pmatrix}
  t_1 I_n & t_1 I_n & \cdots & t_1 I_n \\
  t_1 I_n & t_2 I_n & \cdots & t_2 I_n \\
  \vdots & \vdots & \ddots & \vdots \\
  t_1 I_n & t_2 I_n & \cdots & t_k I_n
\end{pmatrix} \quad (2.2.7) \]

Hence

\[ E^x[B_t] = x \quad \text{for all } t \geq 0 \quad (2.2.8) \]

and

\[ E^x[(B_t - x)^2] = nt, E^x[(B_t - x)(B_s - x)] = n \min(s, t) \quad (2.2.9) \]

Moreover,

\[ E^x[(B_t - B_s)^2] = n(t - s) \text{ if } t \geq s, \]

since

\[ E^x[(B_t - B_s)^2] = E^x[(B_t - x)^2 - 2(B_t - x)(B_s - x) + (B_s - x)^2] = n(t - 2s + s) = n(t - s), \text{ when } t \geq s. \]

(ii) \( B_t \) has independent increments, i.e.

\[ B_{t_1}, B_{t_2} - B_{t_1}, \cdots, B_{t_k} - B_{t_{k-1}} \text{ are independent for all } 0 \leq t_1 < t_2 \cdots < t_k. \quad (2.2.11) \]

To prove this we use the fact that normal random variables are independent iff they are uncorrelated. (See Appendix A). So it is enough to prove that

\[ E^x[(B_{t_i} - B_{t_{i-1}})(B_{t_j} - B_{t_{j-1}})] = 0 \quad \text{when } t_i < t_j, \quad (2.2.12) \]

which follows from the form of \( C \):

\[ E^x[B_{t_i}B_{t_j} - B_{t_{i-1}}B_{t_j} - B_{t_i}B_{t_{j-1}} + B_{t_{i-1}}B_{t_{j-1}}] = n(t_i - t_{i-1} - t_i + t_{i-1}) = 0. \]

From this we deduce that \( B_s - B_t \) is independent of \( \mathcal{F}_t \) if \( s > t \).

(iii) Finally we ask: Is \( t \to B_t(\omega) \) continuous for almost all \( \omega \)? Stated like this the question does not make sense, because the set \( H = \{ \omega; t \to B_t(\omega) \text{ is continuous} \} \) is not measurable with respect to the Borel \( \sigma \)-algebra \( \mathcal{B} \) on \((\mathbb{R}^n)^{[0,\infty)}\) mentioned above \( (H \text{ involves an uncountable number of } t \text{'s}). \) However, if modified slightly the question can be given a positive answer. To explain this we need the following important concept:
Definition 2.2.2. Suppose that \( \{X_t\} \) and \( \{Y_t\} \) are stochastic processes on \((\Omega, \mathcal{F}, P)\). Then we say that \( \{X_t\} \) is a version of (or a modification of) \( \{Y_t\} \) if

\[
P(\omega; X_t(\omega) = Y_t(\omega)) = 1 \quad \text{for all } t.
\]

Note that if \( X_t \) is a version of \( Y_t \), then \( X_t \) and \( Y_t \) have the same finite-dimensional distributions. Thus from the point of view that a stochastic process is a probability law on \((\mathbb{R}^n, [0, \infty))\) two such processes are the same, but nevertheless their path properties may be different. (See Exercise 2.9.)

The continuity question of Brownian motion can be answered by using another famous theorem of Kolmogorov:

**Theorem 2.2.3 (Kolmogorov’s continuity theorem).** Suppose that the process \( X = \{X_t\}_{t \geq 0} \) satisfies the following condition: For all \( T > 0 \) there exist positive constants \( \alpha, \beta, D \) such that

\[
E[|X_t - X_s|^{\alpha}] \leq D \cdot |t - s|^{1+\beta}; \quad 0 \leq s, t \leq T.
\]  

(2.2.13)

Then there exists a continuous version of \( X \).

For a proof see for example Stroock and Varadhan (1979, p. 51).

For Brownian motion \( B_t \) it is not hard to prove that (See Exercise 2.8)

\[
E^x[|B_t - B_s|^4] = n(n + 2)|t - s|^2.
\]  

(2.2.14)

So Brownian motion satisfies Kolmogorov’s condition (2.2.13) with \( \alpha = 4, D = n(n + 2) \) and \( \beta = 1 \), and therefore it has a continuous version. From now on we will assume that \( B_t \) is such a continuous version.

Finally we note that

If \( B_t = (B_t^{(1)}, \ldots, B_t^{(n)}) \) is \( n \)-dimensional Brownian motion, then

the 1-dimensional processes \( \{B_t^{(j)}\}_{t \geq 0}, 1 \leq j \leq n \) are independent, 1-dimensional Brownian motions.  

(2.2.15)

**Exercises**

2.1. Suppose that \( X: \Omega \to \mathbb{R} \) is a function which assumes only countably many values \( a_1, a_2, \ldots \in \mathbb{R} \).

a) Show that \( X \) is a random variable if and only if

\[
X^{-1}(a_k) \in \mathcal{F} \quad \text{for all } k = 1, 2, \ldots
\]  

(2.2.16)

b) Suppose (2.2.16) holds. Show that

\[
E[|X|] = \sum_{k=1}^{\infty} |a_k| P[X = a_k].
\]  

(2.2.17)
c) If (2.2.16) holds and $E[|X|] < \infty$, show that

$$E[X] = \sum_{k=1}^{\infty} a_k P[X = a_k].$$

d) If (2.2.16) holds and $f: \mathbb{R} \to \mathbb{R}$ is measurable and bounded, show that

$$E[f(X)] = \sum_{k=1}^{\infty} f(a_k) P[X = a_k].$$

2.2. Let $X: \Omega \to \mathbb{R}$ be a random variable. The distribution function $F$ of $X$ is defined by

$$F(x) = P[X \leq x].$$

a) Prove that $F$ has the following properties:
   
   (i) $0 \leq F \leq 1$, $\lim_{x \to -\infty} F(x) = 0$, $\lim_{x \to \infty} F(x) = 1$.
   
   (ii) $F$ is increasing (= non-decreasing).
   
   (iii) $F$ is right-continuous, i.e. $F(x) = \lim_{h \to 0^+} F(x + h)$.

b) Let $g: \mathbb{R} \to \mathbb{R}$ be measurable such that $E[|g(X)|] < \infty$. Prove that

$$E[g(X)] = \int_{-\infty}^{\infty} g(x) dF(x),$$

where the integral on the right is interpreted in the Lebesgue-Stieltjes sense.

c) Let $p(x) \geq 0$ be a measurable function on $\mathbb{R}$. We say that $X$ has the density $p$ if

$$F(x) = \int_{-\infty}^{x} p(y) dy \quad \text{for all } x.$$

Thus from (2.2.1)–(2.2.2) we know that 1-dimensional Brownian motion $B_t$ at time $t$ with $B_0 = 0$ has the density

$$p(x) = \frac{1}{\sqrt{2\pi t}} \exp\left(-\frac{x^2}{2t}\right); \quad x \in \mathbb{R}.$$

Find the density of $B_t^2$.

2.3. Let $\{\mathcal{H}_i\}_{i \in I}$ be a family of $\sigma$-algebras on $\Omega$. Prove that

$$\mathcal{H} = \bigcap_{i \in I} \mathcal{H}_i$$

is again a $\sigma$-algebra.
2.4. a) Let \( X: \Omega \to \mathbb{R}^n \) be a random variable such that 
\[
E[|X|^p] < \infty \quad \text{for some } p, \ 0 < p < \infty .
\]

Prove Chebychev’s inequality:
\[
P[|X| \geq \lambda] \leq \frac{1}{\lambda^p} E[|X|^p] \quad \text{for all } \lambda \geq 0 .
\]

Hint: \( \int_\Omega |X|^p dP \geq \int_A |X|^p dP, \) where \( A = \{ \omega : |X| \geq \lambda \} \).

b) Suppose there exists \( k > 0 \) such that 
\[
M = E[\exp(k|X|)] < \infty .
\]

Prove that 
\[
P[|X| \geq \lambda] \leq Me^{-k\lambda} \quad \text{for all } \lambda \geq 0 .
\]

2.5. Let \( X, Y: \Omega \to \mathbb{R} \) be two independent random variables and assume for simplicity that \( X \) and \( Y \) are bounded. Prove that 
\[
\]

(Hint: Assume \( |X| \leq M, |Y| \leq N \). Approximate \( X \) and \( Y \) by simple functions \( \varphi(\omega) = \sum_{i=1}^{m} a_i X_{F_i}(\omega), \psi(\omega) = \sum_{j=1}^{n} b_j X_{G_j}(\omega) \), respectively, where \( F_i = X^{-1}([a_i, a_{i+1})) \), \( G_j = Y^{-1}([b_j, b_{j+1})), -M = a_0 < a_1 < \ldots < a_m = M, -N = b_0 < b_1 < \ldots < b_n = N \). Then
\[
E[X] \approx E[\varphi] = \sum_{i} a_i P(F_i), \quad E[Y] \approx E[\psi] = \sum_{j} b_j P(G_j)
\]
and
\[
E[XY] \approx E[\varphi\psi] = \sum_{i,j} a_i b_j P(F_i \cap G_j) \ldots .
\]

2.6. Let \((\Omega, \mathcal{F}, P)\) be a probability space and let \( A_1, A_2, \ldots \) be sets in \( \mathcal{F} \) such that 
\[
\sum_{k=1}^{\infty} P(A_k) < \infty .
\]

Prove the Borel-Cantelli lemma:
\[
P(\bigcap_{m=1}^{\infty} \bigcup_{k=m}^{\infty} A_k) = 0 ,
\]
i.e. the probability that \( \omega \) belongs to infinitely many \( A_k \)'s is zero.
2.7. a) Suppose $G_1, G_2, \ldots, G_n$ are disjoint subsets of $\Omega$ such that

$$\Omega = \bigcup_{i=1}^n G_i .$$

Prove that the family $\mathcal{G}$ consisting of $\emptyset$ and all unions of some (or all) of $G_1, \ldots, G_n$ constitutes a $\sigma$-algebra on $\Omega$.

b) Prove that any finite $\sigma$-algebra $\mathcal{F}$ on $\Omega$ is of the type described in a).

c) Let $\mathcal{F}$ be a finite $\sigma$-algebra on $\Omega$ and let $X: \Omega \to \mathbb{R}$ be $\mathcal{F}$- measurable. Prove that $X$ assumes only finitely many possible values. More precisely, there exists a disjoint family of subsets $F_1, \ldots, F_m \in \mathcal{F}$ and real numbers $c_1, \ldots, c_m$ such that

$$X(\omega) = \sum_{i=1}^m c_i X_{F_i}(\omega) .$$

2.8. Let $B_t$ be Brownian motion on $\mathbb{R}$, $B_0 = 0$. Put $E = E^0$.

a) Use (2.2.3) to prove that

$$E[ e^{iuB_t} ] = \exp\left( -\frac{1}{2} u^2 t \right) \quad \text{for all } u \in \mathbb{R} .$$

b) Use the power series expansion of the exponential function on both sides, compare the terms with the same power of $u$ and deduce that

$$E[ B_t^4 ] = 3t^2$$

and more generally that

$$E \left[ B_t^{2k} \right] = \frac{(2k)!}{2^k \cdot k!} t^k ; \quad k \in \mathbb{N} .$$

c) If you feel uneasy about the lack of rigour in the method in b), you can proceed as follows: Prove that (2.2.2) implies that

$$E[ f(B_t) ] = \frac{1}{\sqrt{2\pi t}} \int_{\mathbb{R}} f(x) e^{-\frac{x^2}{2t}} dx$$

for all functions $f$ such that the integral on the right converges. Then apply this to $f(x) = x^{2k}$ and use integration by parts and induction on $k$.

d) Prove (2.2.14), for example by using b) and induction on $n$.

2.9. To illustrate that the (finite-dimensional) distributions alone do not give all the information regarding the continuity properties of a process, consider the following example:
Let \((\Omega, \mathcal{F}, \mathbb{P}) = ([0, \infty), \mathcal{B}, \mu)\) where \(\mathcal{B}\) denotes the Borel \(\sigma\)-algebra on \([0, \infty)\) and \(\mu\) is a probability measure on \([0, \infty)\) with no mass on single points. Define

\[ X_t(\omega) = \begin{cases} 1 & \text{if } t = \omega \\ 0 & \text{otherwise} \end{cases} \]

and

\[ Y_t(\omega) = 0 \quad \text{for all } (t, \omega) \in [0, \infty) \times [0, \infty). \]

Prove that \(\{X_t\}\) and \(\{Y_t\}\) have the same distributions and that \(X_t\) is a version of \(Y_t\). And yet we have that \(t \to Y_t(\omega)\) is continuous for all \(\omega\), while \(t \to X_t(\omega)\) is discontinuous for all \(\omega\).

**2.10.** A stochastic process \(X_t\) is called *stationary* if \(\{X_t\}\) has the same distribution as \(\{X_{t+h}\}\) for any \(h > 0\). Prove that Brownian motion \(B_t\) has stationary increments, i.e. that the process \(\{B_{t+h} - B_t\}_{h \geq 0}\) has the same distribution for all \(t\).

**2.11.** Prove (2.2.15).

**2.12.** Let \(B_t\) be Brownian motion and fix \(t_0 \geq 0\). Prove that

\[ \tilde{B}_t := B_{t_0 + t} - B_{t_0} \quad t \geq 0 \]

is a Brownian motion.

**2.13.** Let \(B_t\) be 2-dimensional Brownian motion and put

\[ D_\rho = \{x \in \mathbb{R}^2; |x| < \rho\} \quad \text{for } \rho > 0. \]

Compute

\[ P_0[\tilde{B}_t \in D_\rho]. \]

**2.14.** Let \(B_t\) be \(n\)-dimensional Brownian motion and let \(K \subset \mathbb{R}^n\) have zero \(n\)-dimensional Lebesgue measure. Prove that the expected total length of time that \(B_t\) spends in \(K\) is zero. (This implies that the Green measure associated with \(B_t\) is absolutely continuous with respect to Lebesgue measure. See Chapter 9).

**2.15.** Let \(B_t\) be \(n\)-dimensional Brownian motion starting at 0 and let \(U \in \mathbb{R}^{n \times n}\) be a (constant) orthogonal matrix, i.e. \(UU^T = I\). Prove that

\[ \tilde{B}_t := UB_t \]

is also a Brownian motion.

**2.16.** *(Brownian scaling).* Let \(B_t\) be a 1-dimensional Brownian motion and let \(c > 0\) be a constant. Prove that

\[ \hat{B}_t := \frac{1}{c} B_{ct} \]

is also a Brownian motion.
2.17. If \( X_t(\cdot) : \Omega \to \mathbb{R} \) is a continuous stochastic process, then for \( p > 0 \) the \( p \)'th variation process of \( X_t \), \( \langle X, X \rangle_t^{(p)} \) is defined by

\[
\langle X, X \rangle_t^{(p)}(\omega) = \lim_{\Delta t_k \to 0} \sum_{t_k \leq t} |X_{t_{k+1}}(\omega) - X_{t_k}(\omega)|^p \quad \text{(limit in probability)}
\]

where \( 0 = t_1 < t_2 < \ldots < t_n = t \) and \( \Delta t_k = t_{k+1} - t_k \). In particular, if \( p = 1 \) this process is called the total variation process and if \( p = 2 \) this is called the quadratic variation process. (See Exercise 4.7.) For Brownian motion \( B_t \in \mathbb{R} \) we now show that the quadratic variation process is simply

\[
\langle B, B \rangle_t(\omega) = \langle B, B \rangle_t^{(2)}(\omega) = t \quad \text{a.s.}
\]

Proceed as follows:

a) Define

\[
\Delta B_k = B_{t_{k+1}} - B_{t_k}
\]

and put

\[
Y(t, \cdot) = \sum_{t_k \leq t} (\Delta B_k(\omega))^2,
\]

Show that

\[
E[\left( \sum_{t_k \leq t} (\Delta B_k)^2 - t \right)^2] = 2 \sum_{t_k \leq t} (\Delta t_k)^2
\]

and deduce that \( Y(t, \cdot) \to t \) in \( L^2(P) \) as \( \Delta t_k \to \infty \).

b) Use a) to prove that a.a. paths of Brownian motion do not have a bounded variation on \([0, t]\), i.e. the total variation of Brownian motion is infinite, a.s.
2. Some Mathematical Preliminaries
3. Itô Integrals

3.1 Construction of the Itô Integral

We now turn to the question of finding a reasonable mathematical interpretation of the “noise” term in the equation of Problem 1 in the Introduction:

\[
\frac{dN}{dt} = (r(t) + \text{“noise”})N(t)
\]

or more generally in equations of the form

\[
\frac{dX}{dt} = b(t, X_t) + \sigma(t, X_t) \cdot \text{“noise”},
\] (3.1.1)

where \(b\) and \(\sigma\) are some given functions. Let us first concentrate on the case when the noise is 1-dimensional. It is reasonable to look for some stochastic process \(W_t\) to represent the noise term, so that

\[
\frac{dX}{dt} = b(t, X_t) + \sigma(t, X_t) \cdot W_t.
\] (3.1.2)

Based on many situations, for example in engineering, one is led to assume that \(W_t\) has, at least approximately, these properties:

(i) \(t_1 \neq t_2 \Rightarrow W_{t_1} \text{ and } W_{t_2} \text{ are independent.}\)

(ii) \(\{W_t\}\) is stationary, i.e. the (joint) distribution of \(\{W_{t_1+t}, \ldots, W_{t_k+t}\}\)

\(\text{does not depend on } t.\)

(iii) \(E[W_t] = 0\) for all \(t.\)

However, it turns out there does not exist any “reasonable” stochastic process satisfying (i) and (ii): Such a \(W_t\) cannot have continuous paths. (See Exercise 3.11.) If we require \(E[W_t^2] = 1\) then the function \((t, \omega) \rightarrow W_t(\omega)\)

\(\text{cannot even be measurable, with respect to the } \sigma\text{-algebra } B \times F, \text{ where } B \text{ is}\)

the Borel \(\sigma\text{-algebra on } [0, \infty). \) (See Kallianpur (1980, p. 10).)

Nevertheless it is possible to represent \(W_t\) as a generalized stochastic process called the white noise process.

That the process is generalized means that it can be constructed as a probability measure on the space \(S'\) of tempered distributions on \([0, \infty),\)

and not as a probability measure on the much smaller space \(\mathbb{R}^{[0, \infty),\) like an

We will avoid this kind of construction and rather try to rewrite equation (3.1.2) in a form that suggests a replacement of $W_t$ by a proper stochastic process: Let $0 = t_0 < t_1 < \cdots < t_m = t$ and consider a discrete version of (3.1.2):

$$X_{k+1} - X_k = b(t_k, X_k)\Delta t_k + \sigma(t_k, X_k)W_k\Delta t_k,$$

where $X_j = X(t_j)$, $W_k = W_{t_k}$, $\Delta t_k = t_{k+1} - t_k$.

We abandon the $W_k$-notation and replace $W_k\Delta t_k$ by $\Delta V_k = V_{t_{k+1}} - V_{t_k}$, where $\{V_t\}_{t \geq 0}$ is some suitable stochastic process. The assumptions (i), (ii) and (iii) on $W_t$ suggest that $V_t$ should have **stationary independent increments with mean 0**. It turns out that the only such process with continuous paths is the Brownian motion $B_t$. (See Knight (1981)). Thus we put $V_t = B_t$ and obtain from (3.1.3):

$$X_k = X_0 + \sum_{j=0}^{k-1} b(t_j, X_j)\Delta t_j + \sum_{j=0}^{k-1} \sigma(t_j, X_j)\Delta B_j.$$

Is it possible to prove that the limit of the right hand side of (3.1.4) exists, in some sense, when $\Delta t_j \to 0$? If so, then by applying the usual integration notation we should obtain

$$X_t = X_0 + \int_0^t b(s, X_s)ds + " \int_0^t \sigma(s, X_s)dB_s."$$

and we would adopt as a convention that (3.1.2) really means that $X_t = X_t(\omega)$ is a stochastic process satisfying (3.1.5).

Thus, in the remainder of this chapter we will prove the existence, in a certain sense, of

$$" \int_0^t f(s, \omega)dB_s(\omega)"$$

where $B_t(\omega)$ is 1-dimensional Brownian motion starting at the origin, for a wide class of functions $f: [0, \infty] \times \Omega \to \mathbb{R}$. Then, in Chapter 5, we will return to the solution of (3.1.5).

Suppose $0 \leq S < T$ and $f(t, \omega)$ is given. We want to define

$$\int_S^T f(t, \omega)dB_t(\omega).$$

(3.1.6)
It is reasonable to start with a definition for a simple class of functions \( f \) and then extend by some approximation procedure. Thus, let us first assume that \( f \) has the form

\[
\phi(t, \omega) = \sum_{j \geq 0} e_j(\omega) \cdot \mathcal{X}_{[j \cdot 2^{-n}, (j+1)2^{-n})}(t),
\]  

(3.1.7)

where \( \mathcal{X} \) denotes the characteristic (indicator) function and \( n \) is a natural number. For such functions it is reasonable to define

\[
\int_S^T \phi(t, \omega) dB_t(\omega) = \sum_{j \geq 0} e_j(\omega) [B_{t^{j+1}} - B_{t^j}](\omega),
\]  

(3.1.8)

where

\[
t_k = t_k^{(n)} = \begin{cases} 
  k \cdot 2^{-n} & \text{if } S \leq k \cdot 2^{-n} \leq T \\
  S & \text{if } k \cdot 2^{-n} < S \\
  T & \text{if } k \cdot 2^{-n} > T
\end{cases}
\]

However, without any further assumptions on the functions \( e_j(\omega) \) this leads to difficulties, as the next example shows.

**Example 3.1.1.** Choose

\[
\phi_1(t, \omega) = \sum_{j \geq 0} B_{j \cdot 2^{-n}}(\omega) \cdot \mathcal{X}_{[j \cdot 2^{-n}, (j+1)2^{-n})}(t)
\]

\[
\phi_2(t, \omega) = \sum_{j \geq 0} B_{(j+1)2^{-n}}(\omega) \cdot \mathcal{X}_{[j \cdot 2^{-n}, (j+1)2^{-n})}(t).
\]

Then

\[
E \left[ \int_0^T \phi_1(t, \omega) dB_t(\omega) \right] = \sum_{j \geq 0} E[B_{t^{j+1}}(B_{t^{j+1}} - B_{t^j})] = 0,
\]

since \( \{B_t\} \) has independent increments. But

\[
E \left[ \int_0^T \phi_2(t, \omega) dB_t(\omega) \right] = \sum_{j \geq 0} E[(B_{t^{j+1}} - B_{t^j})^2] = T, \quad \text{by (2.2.10)}.
\]

So, in spite of the fact that both \( \phi_1 \) and \( \phi_2 \) appear to be very reasonable approximations to
\[ f(t, \omega) = B_t(\omega), \]

their integrals according to (3.1.8) are not close to each other at all, no matter how large \( n \) is chosen.

This only reflects the fact that the variations of the paths of \( B_t \) are too big to enable us to define the integral (3.1.6) in the Riemann-Stieltjes sense. In fact, one can show that the paths \( t \to B_t \) of Brownian motion are nowhere differentiable, almost surely (a.s.). (See Breiman (1968)). In particular, the total variation of the path is infinite, a.s.

In general it is natural to approximate a given function \( f(t, \omega) \) by

\[
\sum_j f(t_j^*, \omega) \cdot X_{[t_j, t_{j+1})}(t)
\]

where the points \( t_j^* \) belong to the intervals \([t_j, t_{j+1}]\), and then define

\[
\int_S f(t, \omega) dB_t(\omega)
\]

as the limit (in a sense that we will explain) of

\[
\sum_j f(t_j^*, \omega)(B_{t_{j+1}} - B_{t_j})(\omega) \quad \text{as} \quad n \to \infty.
\]

However, the example above shows that – unlike the Riemann-Stieltjes integral – it does make a difference here what points \( t_j^* \) we choose. The following two choices have turned out to be the most useful ones:

1) \( t_j^* = t_j \) (the left end point), which leads to the Itô integral, from now on denoted by

\[
\int_S f(t, \omega) dB_t(\omega)
\]

and

2) \( t_j^* = (t_j + t_{j+1})/2 \) (the mid point), which leads to the Stratonovich integral, denoted by

\[
\int_S f(t, \omega) \circ dB_t(\omega)
\]

(SeeProtter (1990, Th. V. 5.30)).

In the end of this chapter we will explain why these choices are the best and discuss the relations and distinctions between the corresponding integrals.

In any case one must restrict oneself to a special class of functions \( f(t, \omega) \) in (3.1.6), also if they have the particular form (3.1.7), in order to obtain a reasonable definition of the integral. We will here present Itô’s choice \( t_j^* = t_j \). The approximation procedure indicated above will work out successfully provided that \( f \) has the property that each of the functions \( \omega \to f(t_j, \omega) \) only depends on the behaviour of \( B_s(\omega) \) up to time \( t_j \). This leads to the following important concepts:
Definition 3.1.2. Let $B_t(\omega)$ be $n$-dimensional Brownian motion. Then we define $F_t = \mathcal{F}_t^{(n)}$ to be the $\sigma$-algebra generated by the random variables $B_s(\cdot); s \leq t$. In other words, $F_t$ is the smallest $\sigma$-algebra containing all sets of the form

$$\{ \omega; B_{t_1}(\omega) \in F_{t_1}, \cdots, B_{t_k}(\omega) \in F_{t_k} \},$$

where $t_j \leq t$ and $F_j \subset \mathbb{R}^n$ are Borel sets, $j \leq k = 1, 2, \ldots$ (We assume that all sets of measure zero are included in $F_t$). One often thinks of $F_t$ as “the history of $B_s$ up to time $t$”. A function $h(\omega)$ will be $F_t$-measurable if and only if $h$ can be written as the pointwise a.e. limit of sums of functions of the form

$$g_1(B_{t_1})g_2(B_{t_2})\cdots g_k(B_{t_k}),$$

where $g_1, \ldots, g_k$ are bounded continuous functions and $t_j \leq t$ for $j \leq k$, $k = 1, 2, \ldots$ (See Exercise 3.14.) Intuitively, that $h$ is $F_t$-measurable means that the value of $h(\omega)$ can be decided from the values of $B_s(\omega)$ for $s \leq t$. For example, $h_1(\omega) = B_{t/2}(\omega)$ is $F_t$-measurable, while $h_2(\omega) = B_{2t}(\omega)$ is not.

Note that $F_s \subset F_t$ for $s < t$ (i.e. $\{F_t\}$ is increasing) and that $F_t \subset F$ for all $t$.

Definition 3.1.3. Let $\{N_t\}_{t \geq 0}$ be an increasing family of $\sigma$-algebras of subsets of $\Omega$. A process $g(t, \omega): [0, \infty) \times \Omega \to \mathbb{R}^n$ is called $N_t$-adapted if for each $t \geq 0$ the function

$$\omega \to g(t, \omega)$$

is $N_t$-measurable.

Thus the process $h_1(t, \omega) = B_{t/2}(\omega)$ is $F_t$-adapted, while $h_2(t, \omega) = B_{2t}(\omega)$ is not.

We now describe our class of functions for which the Itô integral will be defined:

Definition 3.1.4. Let $\mathcal{V} = \mathcal{V}(S, T)$ be the class of functions

$$f(t, \omega): [0, \infty) \times \Omega \to \mathbb{R}$$

such that

(i) $(t, \omega) \to f(t, \omega)$ is $\mathcal{B} \times \mathcal{F}$-measurable, where $\mathcal{B}$ denotes the Borel $\sigma$-algebra on $[0, \infty)$.

(ii) $f(t, \omega)$ is $\mathcal{F}_t$-adapted.

(iii) $\mathbb{E}[\int_S^T f(t, \omega)^2 dt] < \infty$. 


The Itô Integral

For functions \( f \in V \) we will now show how to define the Itô integral

\[
I[f](\omega) = \int_{S}^{T} f(t, \omega) dB_t(\omega),
\]

where \( B_t \) is 1-dimensional Brownian motion.

The idea is natural: First we define \( I[\phi] \) for a simple class of functions \( \phi \). Then we show that each \( f \in V \) can be approximated (in an appropriate sense) by such \( \phi \)'s and we use this to define \( \int f dB \) as the limit of \( \int \phi dB \) as \( \phi \to f \).

We now give the details of this construction: A function \( \phi \in V \) is called elementary if it has the form

\[
\phi(t, \omega) = \sum_{j} e_j(\omega) \cdot X_{[t_j, t_{j+1})}(t).
\] (3.1.9)

Note that since \( \phi \in V \) each function \( e_j \) must be \( \mathcal{F}_{t_j} \)-measurable. Thus in Example 3.1.1 above the function \( \phi_1 \) is elementary while \( \phi_2 \) is not.

For elementary functions \( \phi(t, \omega) \) we define the integral according to (3.1.8), i.e.

\[
\int_{S}^{T} \phi(t, \omega) dB_t(\omega) = \sum_{j \geq 0} e_j(\omega) [B_{t_{j+1}} - B_{t_j}](\omega).
\] (3.1.10)

Now we make the following important observation:

**Lemma 3.1.5 (The Itô isometry).** If \( \phi(t, \omega) \) is bounded and elementary then

\[
E \left[ \left( \int_{S}^{T} \phi(t, \omega) dB_t(\omega) \right)^2 \right] = E \left[ \int_{S}^{T} \phi(t, \omega)^2 dt \right].
\] (3.1.11)

**Proof.** Put \( \Delta B_j = B_{t_{j+1}} - B_{t_j} \). Then

\[
E[e_i e_j \Delta B_i \Delta B_j] = \begin{cases} 0 & \text{if } i \neq j \\ E[e_j^2] \cdot (t_{j+1} - t_j) & \text{if } i = j \end{cases}
\]

using that \( e_i e_j \Delta B_i \) and \( \Delta B_j \) are independent if \( i < j \). Thus

\[
E \left[ \left( \int_{S}^{T} \phi dB \right)^2 \right] = \sum_{i,j} E[e_i e_j \Delta B_i \Delta B_j] = \sum_{j} E[e_j^2] \cdot (t_{j+1} - t_j)
\]

\[= E \left[ \int_{S}^{T} \phi^2 dt \right].
\]
The idea is now to use the isometry (3.1.11) to extend the definition from elementary functions to functions in $\mathcal{V}$. We do this in several steps:

**Step 1.** Let $g \in \mathcal{V}$ be bounded and $g(\cdot, \omega)$ continuous for each $\omega$. Then there exist elementary functions $\phi_n \in \mathcal{V}$ such that

$$E \left[ \int_0^T (g - \phi_n)^2 \, dt \right] \to 0 \quad \text{as } n \to \infty.$$ 

*Proof.* Define $\phi_n(t, \omega) = \sum_j g(t_j, \omega) \cdot X_{(t_j, t_{j+1})}(t)$. Then $\phi_n$ is elementary since $g \in \mathcal{V}$, and

$$\int_0^T (g - \phi_n)^2 \, dt \to 0 \quad \text{as } n \to \infty,$$

since $g(\cdot, \omega)$ is continuous for each $\omega$. Hence $E \left[ \int_0^T (g - \phi_n)^2 \, dt \right] \to 0$ as $n \to \infty$, by bounded convergence.

**Step 2.** Let $h \in \mathcal{V}$ be bounded. Then there exist bounded functions $g_n \in \mathcal{V}$ such that $g_n(\cdot, \omega)$ is continuous for all $\omega$ and $n$, and

$$E \left[ \int_0^T (h - g_n)^2 \, dt \right] \to 0.$$ 

*Proof.* Suppose $|h(t, \omega)| \leq M$ for all $(t, \omega)$. For each $n$ let $\psi_n$ be a non-negative, continuous function on $\mathbb{R}$ such that

(i) $\psi_n(x) = 0$ for $x \leq -\frac{1}{n}$ and $x \geq 0$

and

(ii) $\int_{-\infty}^{\infty} \psi_n(x) \, dx = 1$

Define

$$g_n(t, \omega) = \int_0^t \psi_n(s-t) h(s, \omega) \, ds.$$ 

Then $g_n(\cdot, \omega)$ is continuous for each $\omega$ and $|g_n(t, \omega)| \leq M$. Since $h \in \mathcal{V}$ we can show that $g_n(t, \cdot)$ is $\mathcal{F}_t$-measurable for all $t$. (This is a subtle point; see e.g. Karatzas and Shreve (1991), p. 133 for details.) Moreover,
\[ \int_S (g_n(s, \omega) - h(s, \omega))^2 ds \to 0 \quad \text{as } n \to \infty, \text{ for each } \omega, \]

since \( \{\psi_n\}_n \) constitutes an approximate identity. (See e.g. Hoffman (1962, p. 22).) So by bounded convergence

\[ E \left[ \int_S (h(t, \omega) - g_n(t, \omega))^2 dt \right] \to 0 \quad \text{as } n \to \infty, \]

as asserted.

**Step 3.** Let \( f \in \mathcal{V} \). Then there exists a sequence \( \{h_n\} \subset \mathcal{V} \) such that \( h_n \) is bounded for each \( n \) and

\[ E \left[ \int_S (f - h_n)^2 dt \right] \to 0 \quad \text{as } n \to \infty. \]

**Proof.** Put

\[
    h_n(t, \omega) = \begin{cases} 
        -n & \text{if } f(t, \omega) < -n \\
        f(t, \omega) & \text{if } -n \leq f(t, \omega) \leq n \\
        n & \text{if } f(t, \omega) > n.
    \end{cases}
\]

Then the conclusion follows by dominated convergence.

That completes the approximation procedure.

We are now ready to complete the definition of the Itô integral

\[ \int_S f(t, \omega) dB_t(\omega) \quad \text{for } f \in \mathcal{V}. \]

If \( f \in \mathcal{V} \) we choose, by Steps 1-3, elementary functions \( \phi_n \in \mathcal{V} \) such that

\[ E \left[ \int_S |f - \phi_n|^2 dt \right] \to 0. \]

Then define

\[
    \mathcal{I}[f](\omega) := \int_S f(t, \omega) dB_t(\omega) := \lim_{n \to \infty} \int_S \phi_n(t, \omega) dB_t(\omega).
\]

The limit exists as an element of \( L^2(P) \), since \( \{ \int_S \phi_n(t, \omega) dB_t(\omega) \} \) forms a Cauchy sequence in \( L^2(P) \), by (3.1.11).

We summarize this as follows:
Definition 3.1.6 (The Itô integral). Let \( f \in \mathcal{V}(S,T) \). Then the Itô integral of \( f \) (from \( S \) to \( T \)) is defined by

\[
\int_{S}^{T} f(t,\omega) dB_t(\omega) = \lim_{n \to \infty} \int_{S}^{T} \phi_n(t,\omega) dB_t(\omega) \quad \text{(limit in } L^2(P)) \tag{3.1.12}
\]

where \( \{\phi_n\} \) is a sequence of elementary functions such that

\[
E \left[ \int_{S}^{T} (f(t,\omega) - \phi_n(t,\omega))^2 dt \right] \to 0 \quad \text{as } n \to \infty. \tag{3.1.13}
\]

Note that such a sequence \( \{\phi_n\} \) satisfying (3.1.13) exists by Steps 1–3 above. Moreover, by (3.1.11) the limit in (3.1.12) exists and does not depend on the actual choice of \( \{\phi_n\} \), as long as (3.1.13) holds. Furthermore, from (3.1.11) and (3.1.12) we get the following important

Corollary 3.1.7 (The Itô isometry).

\[
E \left[ \left( \int_{S}^{T} f(t,\omega) dB_t \right)^2 \right] = E \left[ \int_{S}^{T} f^2(t,\omega) dt \right] \quad \text{for all } f \in \mathcal{V}(S,T). \tag{3.1.14}
\]

Corollary 3.1.8. If \( f(t,\omega) \in \mathcal{V}(S,T) \) and \( f_n(t,\omega) \in \mathcal{V}(S,T) \) for \( n = 1,2,\ldots \) and \( E \left[ \int_{S}^{T} (f_n(t,\omega) - f(t,\omega))^2 dt \right] \to 0 \) as \( n \to \infty \), then

\[
\int_{S}^{T} f_n(t,\omega) dB_t(\omega) \to \int_{S}^{T} f(t,\omega) dB_t(\omega) \quad \text{in } L^2(P) \quad \text{as } n \to \infty.
\]

We illustrate this integral with an example:

Example 3.1.9. Assume \( B_0 = 0 \). Then

\[
\int_{0}^{t} B_s dB_s = \frac{1}{2} B_t^2 - \frac{1}{2} t.
\]

Proof. Put \( \phi_n(s,\omega) = \sum B_j(\omega) \cdot \mathcal{X}_{(t_j,t_{j+1})}(s) \), where \( B_j = B_{t_j} \). Then

\[
E \left[ \int_{0}^{t} (\phi_n - B_s)^2 ds \right] = E \left[ \sum_{j} \int_{t_j}^{t_{j+1}} (B_j - B_s)^2 ds \right]
\]

\[
= \sum_{j} \int_{t_j}^{t_{j+1}} (s - t_j) ds = \sum_{j} \frac{1}{2} (t_{j+1} - t_j)^2 \to 0 \quad \text{as } \Delta t_j \to 0.
\]
So by Corollary 3.1.8

\[ \int_0^t B_s \, dB_s = \lim_{\Delta t_j \to 0} \int_0^t \phi_n \, dB_s = \lim_{\Delta t_j \to 0} \sum_j B_j \Delta B_j. \]

(See also Exercise 3.13.) Now

\[ \Delta(B_j^2) = B_{j+1}^2 - B_j^2 = (B_{j+1} - B_j)^2 + 2B_j(B_{j+1} - B_j) \]

and therefore, since \( B_0 = 0 \),

\[ B_t^2 = \sum_j \Delta(B_j^2) = \sum_j (\Delta B_j)^2 + 2 \sum_j B_j \Delta B_j \]

or

\[ \sum_j B_j \Delta B_j = \frac{1}{2} B_t^2 - \frac{1}{2} \sum_j (\Delta B_j)^2. \]

Since \( \sum_j (\Delta B_j)^2 \to t \) in \( L^2(P) \) as \( \Delta t_j \to 0 \) (Exercise 2.17), the result follows.

The extra term \(-\frac{1}{2}t\) shows that the Itô stochastic integral does not behave like ordinary integrals. In the next chapter we will establish the Itô formula, which explains the result in this example and which makes it easy to calculate many stochastic integrals.

### 3.2 Some properties of the Itô integral

First we observe the following:

**Theorem 3.2.1.** Let \( f, g \in \mathcal{V}(0, T) \) and let \( 0 \leq S < U < T \). Then

(i) \( \int_S^T f \, dB_t = \int_S^U f \, dB_t + \int_U^T f \, dB_t \) for a.a. \( \omega \)

(ii) \( \int_S^T (cf + g) \, dB_t = c \int_S^T f \, dB_t + \int_S^T g \, dB_t \) (\( c \) constant) for a.a. \( \omega \)

(iii) \( E[\int_S^T f \, dB_t] = 0 \)

(iv) \( \int_S^T f \, dB_t \) is \( \mathcal{F}_T \)-measurable.

**Proof.** This clearly holds for all elementary functions, so by taking limits we obtain this for all \( f, g \in \mathcal{V}(0, T) \).

An important property of the Itô integral is that it is a **martingale**:
3.2 Some properties of the Itô integral

Definition 3.2.2. A filtration \( (\Omega, \mathcal{F}) \) is a family \( \mathcal{M} = \{\mathcal{M}_t\}_{t \geq 0} \) of \( \sigma \)-algebras \( \mathcal{M}_t \subset \mathcal{F} \) such that

\[
0 \leq s < t \Rightarrow \mathcal{M}_s \subset \mathcal{M}_t
\]

(i.e. \( \{\mathcal{M}_t\} \) is increasing). An \( n \)-dimensional stochastic process \( \{M_t\}_{t \geq 0} \) on \( (\Omega, \mathcal{F}, P) \) is called a martingale with respect to a filtration \( \{\mathcal{M}_t\}_{t \geq 0} \) (and with respect to \( P \)) if

(i) \( M_t \) is \( \mathcal{M}_t \)-measurable for all \( t \),

(ii) \( E[|M_t|] < \infty \) for all \( t \)

and

(iii) \( E[M_s|\mathcal{M}_t] = M_t \) for all \( s \geq t \).

Here the expectation in (ii) and the conditional expectation in (iii) is taken with respect to \( P = P^0 \). (See Appendix B for a survey of conditional expectation).

Example 3.2.3. Brownian motion \( B_t \) in \( \mathbb{R}^n \) is a martingale w.r.t. the \( \sigma \)-algebras \( \mathcal{F}_t \) generated by \( \{B_s; s \leq t\} \), because

\[
E[|B_t|^2] \leq E[|B_t|^2] = |B_0|^2 + nt \quad \text{and if } s \geq t \text{ then}
\]

\[
E[B_s|\mathcal{F}_t] = E[B_s - B_t + B_t|\mathcal{F}_t] = E[B_s - B_t|\mathcal{F}_t] + E[B_t|\mathcal{F}_t] = 0 + B_t = B_t.
\]

Here we have used that \( E[(B_s - B_t)|\mathcal{F}_t] = E[B_s - B_t] = 0 \) since \( B_s - B_t \) is independent of \( \mathcal{F}_t \) (see (2.2.11) and Theorem B.2.d)) and we have used that \( E[B_t|\mathcal{F}_t] = B_t \) since \( B_t \) is \( \mathcal{F}_t \)-measurable (see Theorem B.2.c)).

For continuous martingales we have the following important inequality due to Doob: (See e.g. Stroock and Varadhan (1979), Theorem 1.2.3 or Revuz and Yor (1991), Theorem II.1.7)

Theorem 3.2.4 (Doob’s martingale inequality). If \( M_t \) is a martingale such that \( t \rightarrow M_t(\omega) \) is continuous a.s., then for all \( p \geq 1 \), \( T \geq 0 \) and all \( \lambda > 0 \)

\[
P[\sup_{0 \leq t \leq T} |M_t| \geq \lambda] \leq \frac{1}{\lambda^p} \cdot E[|M_T|^p].
\]

We now use this inequality to prove that the Itô integral

\[
\int_0^t f(s, \omega) dB_s
\]

can be chosen to depend continuously on \( t \):
Theorem 3.2.5. Let \( f \in \mathcal{V}(0,T) \). Then there exists a \( t \)-continuous version of
\[
\int_0^t f(s, \omega) dB_s(\omega) \; ; \quad 0 \leq t \leq T,
\]
i.e. there exists a \( t \)-continuous stochastic process \( J_t \) on \((\Omega, \mathcal{F}, P)\) such that
\[
P[J_t = \int_0^t dB] = 1 \quad \text{for all} \quad t, 0 \leq t \leq T \quad (3.2.1)
\]

Proof. Let \( \phi_n = \phi_n(t, \omega) = \sum_j e_j^{(n)}(\omega)X_{[t_j, t_{j+1})}(t) \) be elementary functions such that
\[
E\left[\int_0^T (f - \phi_n)^2 dt\right] \to 0 \quad \text{when} \quad n \to \infty.
\]

Put
\[
I_n(t, \omega) = \int_0^t \phi_n(s, \omega) dB_s(\omega)
\]
and
\[
I_t = I(t, \omega) = \int_0^t f(s, \omega) dB_s(\omega) \; ; \quad 0 \leq t \leq T.
\]

Then \( I_n(\cdot, \omega) \) is continuous, for all \( n \). Moreover, \( I_n(t, \omega) \) is a martingale with respect to \( \mathcal{F}_t \), for all \( n \).

\[
E[I_n(s, \omega) | \mathcal{F}_t] = E\left[\left( \int_0^s \phi_n dB + \int_s^t \phi_n dB \right) | \mathcal{F}_t \right] = \int_0^t \phi_n dB + E\left[ \sum_j e_j^{(n)} \Delta B_j | \mathcal{F}_t \right] = \int_0^t \phi_n dB + \sum_j E[E[e_j^{(n)} \Delta B_j | \mathcal{F}_{t_j}^{(n)}]] | \mathcal{F}_t] = \int_0^t \phi_n dB + \sum_j E[E[e_j^{(n)} \Delta B_j | \mathcal{F}_{t_j}^{(n)}]] | \mathcal{F}_t] = \int_0^t \phi_n dB + \sum_j E[e_j^{(n)} \Delta B_j | \mathcal{F}_{t_j}^{(n)}] \quad (3.2.2)
\]
when \( t < s \), using Theorem B.3. and Theorem B.2.d).

Hence \( I_n - I_m \) is also an \( \mathcal{F}_t \)-martingale, so by the martingale inequality (Theorem 3.2.4) it follows that
\[
P\left[ \sup_{0 \leq t \leq T} |I_n(t, \omega) - I_m(t, \omega)| > \epsilon \right] \leq \frac{1}{\epsilon^2} \cdot E\left[ |I_n(T, \omega) - I_m(T, \omega)|^2 \right]
\]
\[
= \frac{1}{\epsilon^2} E\left[ \int_0^T (\phi_n - \phi_m)^2 ds \right] \to 0 \quad \text{as} \quad m, n \to \infty.
\]

Hence we may choose a subsequence \( n_k \uparrow \infty \) s.t.
\[
P\left[ \sup_{0 \leq t \leq T} |I_{n_{k+1}}(t, \omega) - I_{n_k}(t, \omega)| > 2^{-k} \right] < 2^{-k}.
\]

By the Borel-Cantelli lemma
\[
P\left[ \sup_{0 \leq t \leq T} |I_{n_{k+1}}(t, \omega) - I_{n_k}(t, \omega)| > 2^{-k} \quad \text{for infinitely many} \quad k \right] = 0.
\]

So for a.a. \( \omega \) there exists \( k_1(\omega) \) such that
\[
\sup_{0 \leq t \leq T} |I_{n_{k+1}}(t, \omega) - I_{n_k}(t, \omega)| \leq 2^{-k} \quad \text{for} \quad k \geq k_1(\omega).
\]

Therefore \( I_{n_k}(t, \omega) \) is uniformly convergent for \( t \in [0, T] \), for a.a. \( \omega \) and so the limit, denoted by \( J_t(\omega) \), is \( t \)-continuous for \( t \in [0, T] \), a.s. Since \( I_{n_k}(t, \cdot) \to I(t, \cdot) \) in \( L^2[P] \) for all \( t \), we must have
\[
I_t = J_t \quad \text{a.s.,} \quad \text{for all} \quad t \in [0, T].
\]

That completes the proof. \( \square \)

From now on we shall always assume that \( \int_0^t f(s, \omega) dB_s(\omega) \) means a \( t \)-continuous version of the integral.

**Corollary 3.2.6.** Let \( f(t, \omega) \in \mathcal{V}(0, T) \) for all \( T \). Then
\[
M_t(\omega) = \int_0^t f(s, \omega) dB_s
\]
is a martingale w.r.t. \( \mathcal{F}_t \) and
\[
P\left[ \sup_{0 \leq t \leq T} |M_t| \geq \lambda \right] \leq \frac{1}{\lambda^2} \cdot E\left[ \int_0^T f(s, \omega)^2 ds \right]; \quad \lambda, T > 0. \tag{3.2.3}
\]

**Proof.** This follows from (3.2.2), the a.s. \( t \)-continuity of \( M_t \) and the martingale inequality (Theorem 3.2.4), combined with the Itô isometry (3.1.14). \( \square \)
3. Extensions of the Itô integral

The Itô integral \( \int f dB \) can be defined for a larger class of integrands \( f \) than \( V \). First, the measurability condition (ii) of Definition 3.1.4 can be relaxed to the following:

(ii)' There exists an increasing family of \( \sigma \)-algebras \( H_t; t \geq 0 \) such that

a) \( B_t \) is a martingale with respect to \( H_t \) and

b) \( f_t \) is \( H_t \)-adapted.

Note that a) implies that \( F_t \subset H_t \). The essence of this extension is that we can allow \( f_t \) to depend on more than \( F_t \) as long as \( B_t \) remains a martingale with respect to the “history” of \( f_s; s \leq t \). If (ii)' holds, then

\[
E[B_s - B_t | H_t] = 0
\]

for all \( s > t \) and if we inspect our proofs above, we see that this is sufficient to carry out the construction of the Itô integral as before.

The most important example of a situation where (ii)' applies (and (ii) doesn’t) is the following:

Suppose \( B_t(\omega) = B_k(t, \omega) \) is the \( k \)'th coordinate of \( n \)-dimensional Brownian motion \( (B_1, \ldots, B_n) \). Let \( \mathcal{F}_t^{(n)} \) be the \( \sigma \)-algebra generated by \( B_1(s, \cdot), \ldots, B_n(s, \cdot); s_k \leq t \). Then \( B_k(t, \omega) \) is a martingale with respect to \( \mathcal{F}_t^{(n)} \) because \( B_k(s, \cdot) - B_k(t, \cdot) \) is independent of \( \mathcal{F}_t^{(n)} \) when \( s \) $>$ \( t \). Thus we have now defined

\[
\int_0^T f(s, \omega) dB_k(s, \omega)
\]

for \( \mathcal{F}_t^{(n)} \)-adapted integrands \( f(t, \omega) \). That includes integrals like

\[
\int_B B_2 dB_1 \quad \text{or} \quad \int_0^T \sin(B_1^2 + B_2^2) dB_2
\]

involving several components of \( n \)-dimensional Brownian motion. (Here we have used the notation \( dB_1 = dB_1(t, \omega) \) etc.)

This allows us to define the multi-dimensional Itô integral as follows:

**Definition 3.3.1.** Let \( B = (B_1, B_2, \ldots, B_n) \) be \( n \)-dimensional Brownian motion. Then \( V_{H}^{m \times n}(S, T) \) denotes the set of \( m \times n \) matrices \( v = [v_{ij}(t, \omega)] \) where each entry \( v_{ij}(t, \omega) \) satisfies (i) and (iii) of Definition 3.1.4 and (ii)' above, with respect to some filtration \( H = \{ H_t \}_{t \geq 0} \).

If \( v \in V_{H}^{m \times n}(S, T) \) we define, using matrix notation

\[
\int_S^T v dB = \int_S^T \begin{pmatrix} v_{11} & \cdots & v_{1n} \\ \vdots & \ddots & \vdots \\ v_{m1} & \cdots & v_{mn} \end{pmatrix} \begin{pmatrix} dB_1 \\ \vdots \\ dB_n \end{pmatrix}
\]

to be the \( m \times 1 \) matrix (column vector) whose \( i \)'th component is the following sum of (extended) 1-dimensional Itô integrals:

\[
\sum_{j=1}^n \int_S^T v_{ij}(s, \omega) dB_j(s, \omega).
\]
If $\mathcal{H} = \mathcal{F}^{(n)} = \{\mathcal{F}^{(n)}_t\}_{t \geq 0}$ we write $\mathcal{Y}^{m \times n}(S, T)$ and if $m = 1$ we write $\mathcal{Y}^{n}(S, T)$ (respectively $\mathcal{Y}^{n \times 1}(S, T)$) instead of $\mathcal{Y}^{n \times 1}(S, T)$ (respectively $\mathcal{Y}^{m \times 1}(S, T)$). We also put

$$\mathcal{Y}^{m \times n} = \mathcal{Y}^{m \times n}(0, \infty) = \bigcap_{T > 0} \mathcal{Y}^{m \times n}(0, T).$$

The next extension of the Itô integral consists of weakening condition (iii) of Definition 3.1.4 to

$$(iii)' \quad P\left[ \int_S^T f(s, \omega)^2 ds < \infty \right] = 1.$$

**Definition 3.3.2.** $\mathcal{W}_H(S, T)$ denotes the class of processes $f(t, \omega) \in \mathbb{R}$ satisfying (i) of Definition 3.1.4 and (ii)', (iii)' above. Similarly to the notation for $\mathcal{V}$ we put $\mathcal{W}_H = \bigcap_{T > 0} \mathcal{W}_H(0, T)$ and in the matrix case we write $\mathcal{W}_H^{m \times n}(S, T)$ etc. If $\mathcal{H} = \mathcal{F}^{(n)}$ we write $\mathcal{W}(S, T)$ instead of $\mathcal{W}_{\mathcal{F}^{(n)}}(S, T)$ etc. If the dimension is clear from the context we sometimes drop the superscript and write $\mathcal{F}$ for $\mathcal{F}^{(n)}$ and so on.

Let $B_t$ denote 1-dimensional Brownian motion. If $f \in \mathcal{W}_H$ one can show that for all $t$ there exist step functions $f_n \in \mathcal{W}_H$ such that $\int_0^t |f_n - f|^2 ds \to 0$ in probability, i.e. in measure with respect to $P$. For such a sequence one has that $\int_0^t f_n(s, \omega)dB_s$ converges in probability to some random variable and the limit only depends on $f$, not on the sequence $\{f_n\}$. Thus we may define

$$\int_0^t f(s, \omega)dB_s(\omega) = \lim_{n \to \infty} \int_0^t f_n(s, \omega)dB_s(\omega) \quad (\text{limit in probability}) \quad \text{for} \quad f \in \mathcal{W}_H.$$

(3.3.1)

As before there exists a $t$-continuous version of this integral. See Friedman (1975, Chap. 4) or McKean (1969, Chap. 2) for details. Note, however, that this integral is not in general a martingale. See for example Dudley’s Theorem (Theorem 12.1.5). It is, however, a local martingale. See Karatzas and Shreve (1991), p. 146. See also Exercise 7.12.

**A comparison of Itô and Stratonovich integrals**

Let us now return to our original question in this chapter: We have argued that the mathematical interpretation of the white noise equation

$$\frac{dX}{dt} = b(t, X_t) + \sigma(t, X_t) \cdot W_t$$

(3.3.2)
is that $X_t$ is a solution of the integral equation

$$X_t = X_0 + \int_0^t b(s, X_s)ds + \int_0^t \sigma(s, X_s)dB_s$$, \hspace{1cm} (3.3.3)

for some suitable interpretation of the last integral in (3.3.3). However, as indicated earlier, the Itô interpretation of an integral of the form

$$\int_0^t f(s, \omega)dB_s(\omega)$$ \hspace{1cm} (*)

is just one of several reasonable choices. For example, the Stratonovich integral is another possibility, leading (in general) to a different result. So the question still remains: Which interpretation of (*) makes (3.3.3) the "right" mathematical model for the equation (3.3.2)? Here is an argument that indicates that the Stratonovich interpretation in some situations may be the most appropriate: Choose $t$-continuously differentiable processes $B^{(n)}_t$ such that for a.a. $\omega$

$$B^{(n)}(t, \omega) \to B(t, \omega) \quad \text{as} \quad n \to \infty$$

uniformly (in $t$) in bounded intervals. For each $\omega$ let $X^{(n)}_t(\omega)$ be the solution of the corresponding (deterministic) differential equation

$$\frac{dX^{(n)}_t}{dt} = b(t, X^{(n)}_t) + \sigma(t, X^{(n)}_t) \frac{dB^{(n)}_t}{dt}.$$ \hspace{1cm} (3.3.4)

Then $X^{(n)}_t(\omega)$ converges to some function $X_t(\omega)$ in the same sense: For a.a. $\omega$ we have that $X^{(n)}_t(\omega) \to X_t(\omega)$ as $n \to \infty$, uniformly (in $t$) in bounded intervals.

It turns out (see Wong and Zakai (1969) and Sussman (1978)) that this solution $X_t$ coincides with the solution of (3.3.3) obtained by using Stratonovich integrals, i.e.

$$X_t = X_0 + \int_0^t b(s, X_s)ds + \int_0^t \sigma(s, X_s)dB_s.$$ \hspace{1cm} (3.3.5)

This implies that $X_t$ is the solution of the following modified Itô equation:

$$X_t = X_0 + \int_0^t b(s, X_s)ds + \frac{1}{2} \int_0^t \sigma'(s, X_s)\sigma(s, X_s)ds + \int_0^t \sigma(s, X_s)dB_s,$$ \hspace{1cm} (3.3.6)

where $\sigma'$ denotes the derivative of $\sigma(t, x)$ with respect to $x$. (See Stratonovich (1966)).
Therefore, from this point of view it seems reasonable to use (3.3.6) (i.e. the Stratonovich interpretation) – and not the Itô interpretation

\[ X_t = X_0 + \int_0^t b(s, X_s) \, ds + \int_0^t \sigma(s, X_s) \, dB_s \quad (3.3.7) \]

as the model for the original white noise equation (3.3.2).

On the other hand, the specific feature of the Itô model of “not looking into the future” (as explained after Example 3.1.1) seems to be a reason for choosing the Itô interpretation in many cases, for example in biology (see the discussion in Turelli (1977)). The difference between the two interpretations is illustrated in Example 5.1.1. Note that (3.3.6) and (3.3.7) coincide if \( \sigma(t, x) \) does not depend on \( x \). For example, this is the situation in the linear case handled in the filtering problem in Chapter 6.

In any case, because of the explicit connection (3.3.6) between the two models (and a similar connection in higher dimensions – see (6.1.3)), it will for many purposes suffice to do the general mathematical treatment for one of the two types of integrals. In general one can say that the Stratonovich integral has the advantage of leading to ordinary chain rule formulas under a transformation (change of variable), i.e. there are no second order terms in the Stratonovich analogue of the Itô transformation formula (see Theorems 4.1.2 and 4.2.1). This property makes the Stratonovich integral natural to use for example in connection with stochastic differential equations on manifolds (see Elworthy (1982) or Ikeda and Watanabe (1989)).

However, Stratonovich integrals are not martingales, as we have seen that Itô integrals are. This gives the Itô integral an important computational advantage, even though it does not behave so nicely under transformations (as Example 3.1.9 shows). For our purposes the Itô integral will be most convenient, so we will base our discussion on that from now on.

**Exercises**

Unless otherwise stated \( B_t \) denotes Brownian motion in \( \mathbb{R} \), \( B_0 = 0 \).

3.1. Prove directly from the definition of Itô integrals (Definition 3.1.6) that

\[ \int_0^t s \, dB_s = tB_t - \int_0^t B_s \, ds . \]

(Hint: Note that

\[ \sum_j \Delta(s_j B_j) = \sum_j s_j \Delta B_j + \sum_j B_{j+1} \Delta s_j . \]
3.2. Prove directly from the definition of Itô integrals that
\[
\int_0^t B_s^2 \, dB_s = \frac{1}{3} B_t^3 - \int_0^t B_s \, ds.
\]

3.3. If \( X_t : \Omega \to \mathbb{R}^n \) is a stochastic process, let \( \mathcal{H}_t = \mathcal{H}_t^{(X)} \) denote the \( \sigma \)-algebra generated by \( \{ X_s(\cdot) \mid s \leq t \} \) (i.e. \( \{ \mathcal{H}_t^{(X)} \}_{t \geq 0} \) is the filtration of the process \( \{ X_t \}_{t \geq 0} \)).

a) Show that if \( X_t \) is a martingale w.r.t. some filtration \( \{ \mathcal{N}_t \}_{t \geq 0} \), then \( X_t \) is also a martingale w.r.t. its own filtration \( \{ \mathcal{H}_t^{(X)} \}_{t \geq 0} \).

b) Show that if \( X_t \) is a martingale w.r.t \( \mathcal{H}_t^{(X)} \), then
\[
E[X_t] = E[X_0] \quad \text{for all } t \geq 0.
\]

(\( * \))

c) Give an example of a stochastic process \( X_t \) satisfying (\( * \)) and which is not a martingale w.r.t. its own filtration.

3.4. Check whether the following processes \( X_t \) are martingales w.r.t. \( \{ \mathcal{F}_t \} \):

(i) \( X_t = B_t + 4t \)

(ii) \( X_t = B_t^2 \)

(iii) \( X_t = t^2 B_t - 2 \int_0^t s B_s \, ds \)

(iv) \( X_t = B_1(t) B_2(t) \), where \( (B_1(t), B_2(t)) \) is 2-dimensional Brownian motion.

3.5. Prove directly (without using Example 3.1.9) that
\[
M_t = B_t^2 - t
\]
is an \( \mathcal{F}_t \)-martingale.

3.6. Prove that \( N_t = B_t^3 - 3t B_t \) is a martingale.

3.7. A famous result of Itô (1951) gives the following formula for \( n \) times iterated Itô integrals:
\[
n! \int_0^t \cdots \left( \int_0^t \cdots \int_0^t d B_{u_1} \right) d B_{u_2} \cdots d B_{u_n} = t^n h_n \left( \frac{B_t}{\sqrt{t}} \right)
\]
(3.3.8)

where \( h_n \) is the Hermite polynomial of degree \( n \), defined by
\[
h_n(x) = (-1)^n e^{\frac{x^2}{2}} \frac{d^n}{dx^n} \left( e^{-\frac{x^2}{2}} \right) ; \quad n = 0, 1, 2, \ldots
\]

(Thus \( h_0(x) = 1, h_1(x) = x, h_2(x) = x^2 - 1, h_3(x) = x^3 - 3x \).)

a) Verify that in each of these \( n \) Itô integrals the integrand satisfies the requirements in Definition 3.1.4.
b) Verify formula (3.3.8) for \( n = 1, 2, 3 \) by combining Example 3.1.9 and Exercise 3.2.

c) Use b) to give a new proof of the statement in Exercise 3.6.

3.8. a) Let \( Y \) be a real valued random variable on \((\Omega, \mathcal{F}, P)\) such that
\[ E[|Y|] < \infty. \]
Define
\[ M_t = E[Y|\mathcal{F}_t] ; \quad t \geq 0. \]
Show that \( M_t \) is an \( \mathcal{F}_t \)-martingale.

b) Conversely, let \( M_t; t \geq 0 \) be a real valued \( \mathcal{F}_t \)-martingale such that
\[ \sup_{t \geq 0} E[|M_t|^p] < \infty \quad \text{for some } p > 1. \]
Show that there exists \( Y \in L^1(P) \) such that
\[ M_t = E[Y|\mathcal{F}_t]. \]
(Hint: Use Corollary C.7.)

3.9. Suppose \( f \in \mathcal{V}(0,T) \) and that \( t \to f(t, \omega) \) is continuous for a.a. \( \omega \).
Then we have shown that
\[ \int_0^T f(t, \omega) dB_t(\omega) = \lim_{\Delta t_j \to 0} \sum_j f(t_j, \omega) \Delta B_j \quad \text{in } L^2(P). \]
Similarly we define the Stratonovich integral of \( f \) by
\[ \int_0^T f(t, \omega) \circ dB_t(\omega) = \lim_{\Delta t_j \to 0} \sum_j f(t_j^*, \omega) \Delta B_j , \quad \text{where } t_j^* = \frac{1}{2}(t_j + t_{j+1}) , \]
whenever the limit exists in \( L^2(P) \). In general these integrals are different. For example, compute
\[ \int_0^T B_t \circ dB_t \]
and compare with Example 3.1.9.

3.10. If the function \( f \) in Exercise 3.9 varies “smoothly” with \( t \) then in fact the Itô and Stratonovich integrals of \( f \) coincide. More precisely, assume that there exists \( K < \infty \) and \( \epsilon > 0 \) such that
\[ E[|f(s, \cdot) - f(t, \cdot)|^2] \leq K|s - t|^{1+\epsilon}; \quad 0 \leq s, \ t \leq T . \]
Prove that then we have
\[
\int_0^T f(t, \omega) dB_t = \lim_{\Delta t_j \to 0} \sum_j f(t'_j, \omega) \Delta B_j \quad \text{(limit in } L^1(P))
\]
for any choice of \(t'_j \in [t_j, t_{j+1}]\). In particular,
\[
\int_0^T f(t, \omega) dB_t = \int_0^T f(t, \omega) \circ dB_t.
\]

(Hint: Consider \(E[|\sum_j f(t_j, \omega) \Delta B_j - \sum_j f(t'_j, \omega) \Delta B_j|]\).)

3.11. Let \(W_t\) be a stochastic process satisfying (i), (ii) and (iii) (below (3.1.2)). Prove that \(W_t\) cannot have continuous paths. (Hint: Consider \(E[|W_t^{(N)} - W_s^{(N)}|^2]\), where \(W_t^{(N)} = (-N) \lor (N \land W_t), N = 1, 2, 3, \ldots\).

3.12. As in Exercise 3.9 we let \(\circ dB_t\) denote Stratonovich differentials.
(i) Use (3.3.6) to transform the following Stratonovich differential equations into Itô differential equations:
(a) \(dX_t = \gamma X_t dt + \alpha X_t \circ dB_t\)
(b) \(dX_t = \sin X_t \cos X_t dt + (t^2 + \cos X_t) \circ dB_t\)

(ii) Transform the following Itô differential equations into Stratonovich differential equations:
(a) \(dX_t = r X_t dt + \alpha X_t dB_t\)
(b) \(dX_t = 2 e^{-X_t} dt + X_t^2 dB_t\)

3.13. A stochastic process \(X_t(\cdot): \Omega \to \mathbb{R}\) is continuous in mean square if \(E[X_t^2] < \infty\) for all \(t\) and
\[
\lim_{s \to t} E[(X_s - X_t)^2] = 0 \quad \text{for all } t \geq 0.
\]

a) Prove that Brownian motion \(B_t\) is continuous in mean square.

b) Let \(f: \mathbb{R} \to \mathbb{R}\) be a Lipschitz continuous function, i.e. there exists \(C < \infty\) such that
\[
|f(x) - f(y)| \leq C|x - y| \quad \text{for all } x, y \in \mathbb{R}.
\]

Prove that
\(Y_t = f(B_t)\)
is continuous in mean square.
c) Let $X_t$ be a stochastic process which is continuous in mean square and assume that $X_t \in \mathcal{V}(S,T)$, $T < \infty$. Show that

$$\int_S^T X_t dB_t = \lim_{n \to \infty} \int_S^T \phi_n(t,\omega) dB_t(\omega) \quad \text{(limit in } L^2(P))$$

where

$$\phi_n(t,\omega) = \sum_j X_{t_j(n)}(\omega) X_{t_{j+1}(n)}(\omega), \quad T < \infty.$$ 

(Hint: Consider $E\left[\int_S^T (X_t - \phi_n(t))^2 dt\right] = E\left[\sum_j \int_{t_j(n)}^{t_{j+1}(n)} (X_t - X_{t_{j+1}(n)})^2 dt\right]$.)

3.14. Show that a function $h(\omega)$ is $\mathcal{F}_t$-measurable if and only if $h$ is a pointwise limit (for a.a. $\omega$) of sums of functions of the form

$$g_1(B_{t_1}) \cdot g_2(B_{t_2}) \cdot \ldots \cdot g_k(B_{t_k})$$

where $g_1, \ldots, g_k$ are bounded continuous functions and $t_j \leq t$ for $j \leq k$, $k = 1, 2, \ldots$.

Hint: Complete the following steps:

a) We may assume that $h$ is bounded.

b) For $n = 1, 2, \ldots$ and $j = 1, 2, \ldots$ put $t_j = t_j^{(n)} = j \cdot 2^{-n}$. For fixed $n$ let $\mathcal{H}_n$ be the $\sigma$-algebra generated by $\{B_{t_j}(\cdot)\}_{t_j \leq t}$. Then by Corollary C.9

$$h = E[h|\mathcal{F}_t] = \lim_{n \to \infty} E[h|\mathcal{H}_n] \quad \text{(pointwise a.e. limit)}$$

c) Define $h_n := E[h|\mathcal{H}_n]$. Then by the Doob-Dynkin lemma (Lemma 2.1.2) we have

$$h_n(\omega) = G_n(B_{t_1}(\omega), \ldots, B_{t_k}(\omega))$$

for some Borel function $G_n: \mathbb{R}^k \to \mathbb{R}$, where $k = \max\{j; j \cdot 2^{-n} \leq t\}$. Now use that any Borel function $G: \mathbb{R}^k \to \mathbb{R}$ can be approximated pointwise a.e. by a continuous function $F: \mathbb{R}^k \to \mathbb{R}$ and complete the proof by applying the Stone-Weierstrass theorem.

3.15. Suppose $f, g \in \mathcal{V}(S,T)$ and that there exist constants $C, D$ such that

$$C + \int_S^T f(t,\omega) dB_t(\omega) = D + \int_S^T g(t,\omega) dB_t(\omega) \quad \text{for a.a. } \omega \in \Omega.$$
Show that

\[ C = D \]

and

\[ f(t, \omega) = g(t, \omega) \text{ for a.a. } (t, \omega) \in [S, T] \times \Omega. \]

3.16. Let \( X: \Omega \to \mathbb{R} \) be a random variable such that \( E[X^2] < \infty \) and let \( \mathcal{H} \subset \mathcal{F} \) be a \( \sigma \)-algebra. Show that

\[ E\left[ \left( E[X|\mathcal{H}] \right)^2 \right] \leq E[X^2]. \]

(See Lemma 6.1.1. See also the Jensen inequality for conditional expectation (Appendix B).)

3.17. Let \( (\Omega, \mathcal{F}, P) \) be a probability space and let \( X: \Omega \to \mathbb{R} \) be a random variable with \( E[|X|] < \infty \). If \( \mathcal{G} \subset \mathcal{F} \) is a finite \( \sigma \)-algebra, then by Exercise 2.7 there exists a partition \( \Omega = \bigcup_{i=1}^{n} G_i \) such that \( \mathcal{G} \) consists of \( \emptyset \) and unions of some (or all) of \( G_1, \ldots, G_n \).

a) Explain why \( E[X|\mathcal{G}](\omega) \) is constant on each \( G_i \). (See Exercise 2.7 c).)

b) Assume that \( P(G_i) > 0 \). Show that

\[ E[X|\mathcal{G}](\omega) = \frac{\int_{G_i} X dP}{P(G_i)} \text{ for } \omega \in G_i. \]

c) Suppose \( X \) assumes only finitely many values \( a_1, \ldots, a_m \). Then from elementary probability theory we know that (see Exercise 2.1)

\[ E[X|G_i] = \sum_{k=1}^{m} a_k P[X = a_k|G_i]. \]

Compare with b) and verify that

\[ E[X|G_i] = E[X|\mathcal{G}](\omega) \text{ for } \omega \in G_i. \]

Thus we may regard the conditional expectation as defined in Appendix B as a (substantial) generalization of the conditional expectation in elementary probability theory.
4. The Itô Formula and the Martingale Representation Theorem

4.1 The 1-dimensional Itô formula

Example 3.1.9 illustrates that the basic definition of Itô integrals is not very useful when we try to evaluate a given integral. This is similar to the situation for ordinary Riemann integrals, where we do not use the basic definition but rather the fundamental theorem of calculus plus the chain rule in the explicit calculations.

In this context, however, we have no differentiation theory, only integration theory. Nevertheless it turns out that it is possible to establish an Itô integral version of the chain rule, called the Itô formula. The Itô formula is, as we will show by examples, very useful for evaluating Itô integrals.

From the example

\[ \int_0^t B_s dB_s = \frac{1}{2} B_t^2 - \frac{1}{2} t \quad \text{or} \quad \frac{1}{2} B_t^2 = \frac{1}{2} t + \int_0^t B_s dB_s, \quad (4.1.1) \]

we see that the image of the Itô integral

\[ B_t = \int_0^t dW_s \]

by the map \( g(x) = \frac{1}{2} x^2 \) is not again an Itô integral of the form

\[ \int_0^t f(s, \omega) dB_s(\omega) \]

but a combination of a \( dB_s \)-and a \( ds \)-integral:

\[ \frac{1}{2} B_t^2 = \int_0^t \frac{1}{2} ds + \int_0^t B_s dB_s, \quad (4.1.2) \]

It turns out that if we introduce Itô processes (also called stochastic integrals) as sums of a \( dB_s \)-and a \( ds \)-integral then this family of integrals is stable under smooth maps. Thus we define

**Definition 4.1.1 (1-dimensional Itô processes).**

Let \( B_t \) be 1-dimensional Brownian motion on \((\Omega, \mathcal{F}, P)\). A (1-dimensional)
Itô process (or stochastic integral) is a stochastic process $X_t$ on $(\Omega, \mathcal{F}, P)$ of the form

$$X_t = X_0 + \int_0^t u(s, \omega) \, ds + \int_0^t v(s, \omega) \, dB_s,$$

where $v \in \mathcal{W}_H$, so that

$$P\left[ \int_0^t v(s, \omega)^2 \, ds < \infty \text{ for all } t \geq 0 \right] = 1$$

(see Definition 3.3.2). We also assume that $u$ is $\mathcal{H}_t$-adapted (where $\mathcal{H}_t$ is as in (ii)', Section 3.3) and

$$P\left[ \int_0^t |u(s, \omega)| \, ds < \infty \text{ for all } t \geq 0 \right] = 1.$$

If $X_t$ is an Itô process of the form (4.1.3) the equation (4.1.3) is sometimes written in the shorter differential form

$$dX_t = ud\tau + vdB_t.$$

For example, (4.1.1) (or (4.1.2)) may be represented by

$$d\left(\frac{1}{2} B_t^2\right) = \frac{1}{2} dt + B_t dB_t.$$

We are now ready to state the first main result in this chapter:

**Theorem 4.1.2 (The 1-dimensional Itô formula).**

Let $X_t$ be an Itô process given by

$$dX_t = ud\tau + vdB_t.$$

Let $g(t, x) \in C^2([0, \infty) \times \mathbb{R})$ (i.e. $g$ is twice continuously differentiable on $[0, \infty) \times \mathbb{R}$). Then

$$Y_t = g(t, X_t)$$

is again an Itô process, and

$$dY_t = \frac{\partial g}{\partial t}(t, X_t) \, dt + \frac{\partial g}{\partial x}(t, X_t) \, dX_t + \frac{1}{2} \frac{\partial^2 g}{\partial x^2}(t, X_t) \cdot (dX_t)^2,$$

where $(dX_t)^2 = (dX_t) \cdot (dX_t)$ is computed according to the rules

$$dt \cdot dt = dt \cdot dB_t = dB_t \cdot dt = 0, \quad dB_t \cdot dB_t = dt.$$

Before we prove Itô’s formula let us look at some examples.
Example 4.1.3. Let us return to the integral
\[ I = \int_0^t B_s dB_s \text{ from Chapter 3}. \]
Choose \( X_t = B_t \) and \( g(t, x) = \frac{1}{2} x^2 \). Then
\[ Y_t = g(t, B_t) = \frac{1}{2} B_t^2. \]
Then by Itô’s formula,
\[ dY_t = \frac{\partial g}{\partial t} dt + \frac{\partial g}{\partial x} dB_t + \frac{1}{2} \frac{\partial^2 g}{\partial x^2} (dB_t)^2 = B_t dB_t + \frac{1}{2} (dB_t)^2 = B_t dB_t + \frac{1}{2} dt. \]
Hence
\[ d\left(\frac{1}{2} B_t^2\right) = B_t dB_t + \frac{1}{2} dt. \]
In other words,
\[ \frac{1}{2} B_t^2 = \int_0^t B_s dB_s + \frac{1}{2} t, \text{ as in Chapter 3}. \]

Example 4.1.4. What is \( \int_0^t s dB_s \)?

From classical calculus it seems reasonable that a term of the form \( t B_t \) should appear, so we put
\[ g(t, x) = tx \]
and
\[ Y_t = g(t, B_t) = t B_t. \]
Then by Itô’s formula,
\[ dY_t = B_t dt + t dB_t + 0 \]
i.e.
\[ d(t B_t) = B_t dt + t dB_t \]
or
\[ t B_t = \int_0^t B_s ds + \int_0^t s dB_s \]
or
\[ \int_0^t s dB_s = t B_t - \int_0^t B_s ds, \]
which is reasonable from an integration-by-parts point of view.
More generally, the same method gives

**Theorem 4.1.5 (Integration by parts).** Suppose \( f(s, \omega) = f(s) \) only depends on \( s \) and that \( f \) is continuous and of bounded variation in \([0, t]\). Then

\[
\int_0^t f(s) dB_s = f(t) B_t - \int_0^t B_s df_s.
\]

Note that it is crucial for the result to hold that \( f \) does not depend on \( \omega \).

(See Exercise 4.3.)

**Sketch of proof of the Itô formula.** First observe that if we substitute

\[
dX_t = u dt + v dB_t
\]

in (4.1.7) and use (4.1.8) we get the equivalent expression

\[
g(t, X_t) = g(0, X_0) + \int_0^t \left( \frac{\partial g}{\partial s}(s, X_s) + u_s \frac{\partial g}{\partial x}(s, X_s) + \frac{1}{2} v_s^2 \cdot \frac{\partial^2 g}{\partial x^2}(s, X_s) \right) ds
\]

\[
+ \int_0^t v_s \cdot \frac{\partial g}{\partial x}(s, X_s) dB_s
\]

where \( u_s = u(s, \omega), v_s = v(s, \omega) \).

(4.1.9)

Note that (4.1.9) is an Itô process in the sense of Definition 4.1.1.

We may assume that \( g, \frac{\partial g}{\partial t}, \frac{\partial g}{\partial x} \) and \( \frac{\partial^2 g}{\partial x^2} \) are bounded, for if (4.1.9) is proved in this case we obtain the general case by approximating by \( C^2 \) functions \( g_n \), \( \frac{\partial g_n}{\partial t}, \frac{\partial g_n}{\partial x} \) and \( \frac{\partial^2 g_n}{\partial x^2} \) are bounded for each \( n \) and converge uniformly on compact subsets of \([0, \infty) \times \mathbb{R}\) to \( g, \frac{\partial g}{\partial t}, \frac{\partial g}{\partial x}, \frac{\partial^2 g}{\partial x^2} \), respectively.

(See Exercise 4.9.) Moreover, from (3.3.1) we see that we may assume that \( u(t, \omega) \) and \( v(t, \omega) \) are elementary functions. Using Taylor’s theorem we get

\[
g(t, X_t) = g(0, X_0) + \sum_j \Delta g(t_j, X_{j}) = g(0, X_0) + \sum_j \frac{\partial g}{\partial t}(t_j, X_j) + \sum_j \frac{\partial g}{\partial x}(t_j, X_j)
\]

\[
+ \frac{1}{2} \sum_j \frac{\partial^2 g}{\partial t^2}((\Delta t_j)^2 + \sum_j \frac{\partial^2 g}{\partial t \partial x}((\Delta t_j)(\Delta X_j)) + \frac{1}{2} \sum_j \frac{\partial^2 g}{\partial x^2}((\Delta X_j)^2) + \sum_j R_j,
\]

where \( \frac{\partial g}{\partial t}, \frac{\partial g}{\partial x} \) etc. are evaluated at the points \((t_j, X_{t_j})\),

\[
\Delta t_j = t_{j+1} - t_j, \quad \Delta X_j = X_{t_{j+1}} - X_{t_j}, \quad \Delta g(t_j, X_j) = g(t_{j+1}, X_{t_{j+1}}) - g(t_j, X_j)
\]

and \( R_j = o(|\Delta t_j|^2 + |\Delta X_j|^2) \) for all \( j \).

If \( \Delta t_j \to 0 \) then
\[ \sum_j \frac{\partial g}{\partial t} \Delta t_j = \sum_j \frac{\partial g}{\partial t}(t_j, X_j) \Delta t_j \rightarrow \int_0^t \frac{\partial g}{\partial t}(s, X_s) \, ds \quad (4.1.10) \]

\[ \sum_j \frac{\partial g}{\partial x} \Delta X_j = \sum_j \frac{\partial g}{\partial x}(t_j, X_j) \Delta X_j \rightarrow \int_0^t \frac{\partial g}{\partial x}(s, X_s) \, dX_s \quad (4.1.11) \]

Moreover, since \( u \) and \( v \) are elementary we get

\[ \sum_j \frac{\partial^2 g}{\partial x^2} (\Delta X_j)^2 = \sum_j \frac{\partial^2 g}{\partial x^2} u_j^2 (\Delta t_j)^2 + 2 \sum_j \frac{\partial^2 g}{\partial x^2} u_j v_j (\Delta t_j) (\Delta B_j) \]

\[ + \sum_j \frac{\partial^2 g}{\partial x^2} v_j^2 (\Delta B_j)^2, \quad \text{where} \quad u_j = u(t_j, \omega), \ v_j = v(t_j, \omega) \quad (4.1.12) \]

The first two terms here tend to 0 as \( \Delta t_j \rightarrow 0 \). For example,

\[ E \left[ \left( \sum_j \frac{\partial^2 g}{\partial x^2} u_j v_j (\Delta t_j) (\Delta B_j) \right)^2 \right] = \sum_j E \left[ \left( \frac{\partial^2 g}{\partial x^2} u_j v_j \right)^2 \right] (\Delta t_j)^3 \rightarrow 0 \quad \text{as} \quad \Delta t_j \rightarrow 0. \]

We claim that the last term tends to

\[ \int_0^t \frac{\partial^2 g}{\partial x^2} v^2 \, ds \quad \text{in} \ L^2(P), \quad \text{as} \ \Delta t_j \rightarrow 0. \]

To prove this, put \( a(t) = \frac{\partial^2 g}{\partial x^2}(t, X_t) v^2(t, \omega), \ a_j = a(t_j) \) and consider

\[ E \left[ \left( \sum_j a_j (\Delta B_j)^2 - \sum_i a_i \Delta t_i \right)^2 \right] = \sum_{i,j} E[a_i a_j ((\Delta B_j)^2 - \Delta t_i)((\Delta B_j)^2 - \Delta t_j)]. \]

If \( i < j \) then \( a_i a_j ((\Delta B_j)^2 - \Delta t_i) \) and \((\Delta B_j)^2 - \Delta t_j \) are independent so the terms vanish in this case, and similarly if \( i > j \). So we are left with

\[ \sum_j E[a_j^2 ((\Delta B_j)^2 - \Delta t_j)^2] = \sum_j E[a_j^2] \cdot E[(\Delta B_j)^4 - 2(\Delta B_j)^2 \Delta t_j + (\Delta t_j)^2] \]

\[ = \sum_j E[a_j^2] \cdot (3(\Delta t_j)^2 - 2(\Delta t_j)^2 + (\Delta t_j)^2) = 2 \sum_j E[a_j^2] \cdot (\Delta t_j)^2 \]

\[ \rightarrow 0 \quad \text{as} \quad \Delta t_j \rightarrow 0. \]

In other words, we have established that
\[ \sum_j a_j(\Delta B_j)^2 \to \int_0^t a(s)ds \quad \text{in } L^2(P) \quad \text{as } \Delta t_j \to 0 \]

and this is often expressed shortly by the striking formula

\[ (dB_t)^2 = dt. \quad (4.1.13) \]

The argument above also proves that \[ \sum R_j \to 0 \quad \text{as } \Delta t_j \to 0. \] That completes the proof of the Itô formula. \qed

\textbf{Remark.} Note that it is enough that \( g(t, x) \) is \( C^2 \) on \([0, \infty) \times U \), if \( U \subset \mathbb{R} \) is an open set such that \( X_t(\omega) \in U \) for all \( t \geq 0, \omega \in \Omega \). Moreover, it is sufficient that \( g(t, x) \) is \( C^1 \) w.r.t. \( t \) and \( C^2 \) w.r.t. \( x \).

### 4.2 The Multi-dimensional Itô Formula

We now turn to the situation in higher dimensions: Let \( B(t, \omega) = (B_1(t, \omega), \ldots, B_m(t, \omega)) \) denote \( m \)-dimensional Brownian motion. If each of the processes \( u_i(t, \omega) \) and \( v_{ij}(t, \omega) \) satisfies the conditions given in Definition 4.1.1 (\( 1 \leq i \leq n, 1 \leq j \leq m \)) then we can form the following \( n \) Itô processes

\[
\begin{align*}
    dX_1 &= u_1 dt + v_{11} dB_1 + \cdots + v_{1m} dB_m \\
    \vdots \\
    dX_n &= u_n dt + v_{n1} dB_1 + \cdots + v_{nm} dB_m 
\end{align*}

\]

Or, in matrix notation simply

\[ dX(t) = u dt + v dB(t), \quad (4.2.2) \]

where

\[
X(t) = \begin{pmatrix} X_1(t) \\ \vdots \\ X_n(t) \end{pmatrix}, \quad u = \begin{pmatrix} u_1 \\ \vdots \\ u_n \end{pmatrix}, \quad v = \begin{pmatrix} v_{11} & \cdots & v_{1m} \\ \vdots & \ddots & \vdots \\ v_{n1} & \cdots & v_{nm} \end{pmatrix}, \quad dB(t) = \begin{pmatrix} dB_1(t) \\ \vdots \\ dB_m(t) \end{pmatrix}
\]

Such a process \( X(t) \) is called an \textit{n-dimensional Itô process} (or just an Itô process).

We now ask: What is the result of applying a smooth function to \( X \)? The answer is given by

\textbf{Theorem 4.2.1 (The general Itô formula).}

Let

\[ dX(t) = u dt + v dB(t) \]

be an \( n \)-dimensional Itô process as above. Let \( g(t, x) = (g_1(t, x), \ldots, g_p(t, x)) \) be a \( C^2 \) map from \([0, \infty) \times \mathbb{R}^n \) into \( \mathbb{R}^p \). Then the process

\[ \]
4.3 The Martingale Representation Theorem

\[ Y(t, \omega) = g(t, X(t)) \]

is again an Itô process, whose component number \( k \), \( Y_k \), is given by

\[
dY_k = \frac{\partial g_k}{\partial t}(t, X(t))dt + \sum_i \frac{\partial g_k}{\partial x_i}(t, X(t))dX_i + \frac{1}{2} \sum_{i,j} \frac{\partial^2 g_k}{\partial x_i \partial x_j}(t, X(t))dX_idX_j
\]

where \( dB_i dB_j = \delta_{ij} dt \), \( dB_i dt = 0 \).

The proof is similar to the 1-dimensional version (Theorem 4.1.2) and is omitted.

**Example 4.2.2.** Let \( B = (B_1, \ldots, B_n) \) be Brownian motion in \( \mathbb{R}^n \), \( n \geq 2 \), and consider

\[
R(t, \omega) = |B(t, \omega)| = (B_1^2(t, \omega) + \cdots + B_n^2(t, \omega))^\frac{1}{2}
\]

i.e. the distance to the origin of \( B(t, \omega) \). The function \( g(t, x) = |x| \) is not \( C^2 \) at the origin, but since \( B_t \) never hits the origin, a.s. when \( n \geq 2 \) (see Exercise 9.7) Itô’s formula still works and we get

\[
dR = \sum_{i=1}^{n} \frac{B_i dB_i}{R} + \frac{n-1}{2R} dt.
\]

The process \( R \) is called the \( n \)-dimensional Bessel process because its generator (Chapter 7) is the Bessel differential operator

\[
Af(x) = \frac{1}{2} f''(x) + \frac{n-1}{2x} f'(x).
\]

See Example 8.4.1.

### 4.3 The Martingale Representation Theorem

Let \( B(t) = (B_1(t), \ldots, B_n(t)) \) be \( n \)-dimensional Brownian motion. In Chapter 3 (Corollary 3.2.6) we proved that if \( v \in \mathcal{V}^n \) then the Itô integral

\[
X_t = X_0 + \int_0^t v(s, \omega) dB(s); \quad t \geq 0
\]

is always a martingale w.r.t. filtration \( \mathcal{F}^{(n)}_t \) (and w.r.t. the probability measure \( P \)). In this section we will prove that the converse is also true: Any \( \mathcal{F}^{(n)}_t \)-martingale (w.r.t. \( P \)) can be represented as an Itô integral. This result, called the martingale representation theorem, is important for many applications, for example in mathematical finance. See Chapter 12. For simplicity we prove the result only when \( n = 1 \), but the reader can easily verify that essentially the same proof works for arbitrary \( n \).

We first establish some auxiliary results.
Lemma 4.3.1. Fix $T > 0$. The set of random variables

$$\{\phi(B_{t_1}, \ldots, B_{t_n}); t_i \in [0, T], \phi \in C_0^\infty(\mathbb{R}^n), n = 1, 2, \ldots\}$$

is dense in $L^2(\mathcal{F}_T, P)$.

Proof. Let $\{t_i\}_{i=1}^\infty$ be a dense subset of $[0, T]$ and for each $n = 1, 2, \ldots$ let $\mathcal{H}_n$ be the $\sigma$-algebra generated by $B_{t_1}(\cdot), \ldots, B_{t_n}(\cdot)$. Then clearly

$$\mathcal{H}_n \subset \mathcal{H}_{n+1}$$

and $\mathcal{F}_T$ is the smallest $\sigma$-algebra containing all the $\mathcal{H}_n$’s. Choose $g \in L^2(\mathcal{F}_T, P)$. Then by the martingale convergence theorem Corollary C.9 (Appendix C) we have that

$$g = E[g|\mathcal{F}_T] = \lim_{n \to \infty} E[g|\mathcal{H}_n].$$

The limit is pointwise a.e. ($P$) and in $L^2(\mathcal{F}_T, P)$. By the Doob-Dynkin Lemma (Lemma 2.1.2) we can write, for each $n$,

$$E[g|\mathcal{H}_n] = g_n(B_{t_1}, \ldots, B_{t_n})$$

for some Borel measurable function $g_n: \mathbb{R}^n \to \mathbb{R}$. Each such $g_n(B_{t_1}, \ldots, B_{t_n})$ can be approximated in $L^2(\mathcal{F}_T, P)$ by functions $\phi_n(B_{t_1}, \ldots, B_{t_n})$ where $\phi_n \in C_0^\infty(\mathbb{R}^n)$ and the result follows. □

Lemma 4.3.2. The linear span of random variables of the type

$$\exp\left\{ \int_0^T h(t)dB_t(\omega) - \frac{1}{2} \int_0^T h^2(t)dt \right\}; \quad h \in L^2[0, T] \ (\text{deterministic}) \quad (4.3.1)$$

is dense in $L^2(\mathcal{F}_T, P)$.

Proof. Suppose $g \in L^2(\mathcal{F}_T, P)$ is orthogonal (in $L^2(\mathcal{F}_T, P)$) to all functions of the form (4.3.1). Then in particular

$$G(\lambda) = \int_{\Omega} \exp\{\lambda_1 B_{t_1}(\omega) + \cdots + \lambda_n B_{t_n}(\omega)\} g(\omega) dP(\omega) = 0 \quad (4.3.2)$$

for all $\lambda = (\lambda_1, \ldots, \lambda_n) \in \mathbb{R}^n$ and all $t_1, \ldots, t_n \in [0, T]$. The function $G(\lambda)$ is real analytic in $\lambda \in \mathbb{R}^n$ and hence $G$ has an analytic extension to the complex space $\mathbb{C}^n$ given by

$$G(z) = \int_{\Omega} \exp\{z_1 B_{t_1}(\omega) + \cdots + z_n B_{t_n}(\omega)\} g(\omega) dP(\omega) \quad (4.3.3)$$
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for all \( z = (z_1, \ldots, z_n) \in \mathbb{C}^n \). (See the estimates in Exercise 2.8 b.) Since \( G = 0 \) on \( \mathbb{R}^n \) and \( G \) is analytic, \( G = 0 \) on \( \mathbb{C}^n \). In particular, \( G(iy_1, iy_2, \ldots, iy_n) = 0 \) for all \( y = (y_1, \ldots, y_n) \in \mathbb{R}^n \). But then we get, for \( \phi \in C_0^\infty(\mathbb{R}^n) \),

\[
\int \phi(B_{t_1}, \ldots, B_{t_n})g(\omega)dP(\omega) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} \hat{\phi}(y)G(iy)dy = 0,
\]

where

\[
\hat{\phi}(y) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} \phi(x)e^{-ix\cdot y}dx
\]

is the Fourier transform of \( \phi \) and we have used the inverse Fourier transform theorem

\[
\phi(x) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} \hat{\phi}(y)e^{ix\cdot y}dy
\]

(see e.g. Folland (1984)).

By (4.3.4) and Lemma 4.3.1 \( g \) is orthogonal to a dense subset of \( L^2(\mathcal{F}_T, P) \) and we conclude that \( g = 0 \). Therefore the linear span of the functions in (4.3.1) must be dense in \( L^2(\mathcal{F}_T, P) \) as claimed. \( \square \)

Suppose \( B(t) = (B_1(t), \ldots, B_n(t)) \) is \( n \)-dimensional. If \( v(s, \omega) \in \mathcal{V}^n(0, T) \) then the random variable

\[
V(\omega) = \int_0^T v(t, \omega)dB(t)
\]

is \( \mathcal{F}_T^{(n)} \)-measurable and by the Itô isometry

\[
E[V^2] = \int_0^T E[v^2(t, \cdot)]dt < \infty, \quad \text{so} \quad V \in L^2(\mathcal{F}_T^{(n)}, P).
\]

The next result states that any \( F \in L^2(\mathcal{F}_T^{(n)}, P) \) can be represented this way:

**Theorem 4.3.3 (The Itô representation theorem).**

Let \( F \in L^2(\mathcal{F}_T^{(n)}, P) \). Then there exists a unique stochastic process \( f(t, \omega) \in \mathcal{V}^n(0, T) \) such that
\[ F(\omega) = E[F] + \int_0^T f(t, \omega) dB(t). \quad (4.3.6) \]

**Proof.** Again we consider only the case \( n = 1 \). (The proof in the general case is similar.) First assume that \( F \) has the form (4.3.1), i.e.

\[ F(\omega) = \exp \left\{ \int_0^T h(t) dB_t(\omega) - \frac{1}{2} \int_0^T h^2(t) dt \right\} \]

for some \( h(t) \in L^2[0, T] \).

Define

\[ Y_t(\omega) = \exp \left\{ \int_0^t h(s) dB_s(\omega) - \frac{1}{2} \int_0^t h^2(s) ds \right\}; \quad 0 \leq t \leq T. \]

Then by Itô’s formula

\[ dY_t = Y_t(h(t) dB_t - \frac{1}{2} h^2(t) dt) + \frac{1}{2} Y_t h(t) dB_t \]

so that

\[ Y_t = 1 + \int_0^t Y_s h(s) dB_s; \quad t \in [0, T]. \]

Therefore

\[ F = Y_T = 1 + \int_0^T Y_s h(s) dB_s \]

and hence \( E[F] = 1 \). So (4.3.6) holds in this case. By linearity (4.3.6) also holds for linear combinations of functions of the form (4.3.1). So if \( F \in L^2(\mathcal{F}_T, P) \) is arbitrary, we approximate \( F \) in \( L^2(\mathcal{F}_T, P) \) by linear combinations \( F_n \) of functions of the form (4.3.1). Then for each \( n \) we have

\[ F_n(\omega) = E[F_n] + \int_0^T f_n(s, \omega) dB_s(\omega), \quad \text{where } f_n \in \mathcal{V}(0, T). \]

By the Itô isometry

\[ E[(F_n - F_m)^2] = E \left[ (E[F_n] - F_m) + \int_0^T (f_n - f_m) dB \right]^2 \]

\[ = (E[F_n - F_m])^2 + \int_0^T E[(f_n - f_m)^2] dt \to 0 \quad \text{as } n, m \to \infty \]
so \( \{f_n\} \) is a Cauchy sequence in \( L^2([0, T] \times \Omega) \) and hence converges to some \( f \in L^2([0, T] \times \Omega) \). Since \( f_n \in \mathcal{V}(0, T) \) we have \( f \in \mathcal{V}(0, T) \). (A subsequence of \( \{f_n(t, \omega)\} \) converges to \( f(t, \omega) \) for a.a. \( (t, \omega) \in [0, T] \times \Omega \). Therefore \( f(t, \cdot) \) is \( \mathcal{F}_t \)-measurable for a.a. \( t \). So by modifying \( f(t, \omega) \) on a \( t \)-set of measure 0 we can obtain that \( f(t, \omega) \) is \( \mathcal{F}_t \)-adapted.) Again using the Itô isometry we see that

\[
F = \lim_{n \to \infty} F_n = \lim_{n \to \infty} \left( E[F_n] + \int_0^T f_n dB \right) = E[F] + \int_0^T f dB ,
\]

the limit being taken in \( L^2(\mathcal{F}_T, P) \). Hence the representation (4.3.6) holds for all \( F \in L^2(\mathcal{F}_T, P) \).

The uniqueness follows from the Itô isometry: Suppose

\[
F(\omega) = E[F] + \int_0^T f_1(t, \omega) dB_t(\omega) = E[F] + \int_0^T f_2(t, \omega) dB_t(\omega)
\]

with \( f_1, f_2 \in \mathcal{V}(0, T) \). Then

\[
0 = E\left[ \int_0^T (f_1(t, \omega) - f_2(t, \omega)) dB_t(\omega) \right]^2 = \int_0^T E[(f_1(t, \omega) - f_2(t, \omega))^2] dt
\]

and therefore \( f_1(t, \omega) = f_2(t, \omega) \) for a.a. \( (t, \omega) \in [0, T] \times \Omega \). \( \square \)

**Remark.** The process \( f(t, \omega) \) can be expressed in terms of the Frechet derivative and also in terms of the Malliavin derivative of \( F(\omega) \). See Clark (1970/71) and Ocone (1984).

**Theorem 4.3.4 (The martingale representation theorem).**

Let \( B(t) = (B_1(t), \ldots, B_n(t)) \) be \( n \)-dimensional. Suppose \( M_t \) is a \( \mathcal{F}_t^{(n)} \) martingale (w.r.t. \( P \)) and that \( M_t \in L^2(P) \) for all \( t \geq 0 \). Then there exists a unique stochastic process \( g(s, \omega) \) such that \( g \in \mathcal{V}^{(n)}(0, t) \) for all \( t \geq 0 \) and

\[
M_t(\omega) = E[M_0] + \int_0^t g(s, \omega) dB(s) \quad \text{a.s., for all } t \geq 0 .
\]

**Proof** \((n = 1)\). By Theorem 4.3.3 applied to \( T = t, F = M_t \), we have that for all \( t \) there exists a unique \( f(t)(s, \omega) \in L^2(\mathcal{F}_s, P) \) such that

\[
M_t(\omega) = E[M_0] + \int_0^t f(t)(s, \omega) dB_s(\omega) = E[M_0] + \int_0^t f(t)(s, \omega) dB_s(\omega) .
\]

Now assume \( 0 \leq t_1 < t_2 \). Then
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\[ M_{t_1} = E[M_{t_2}|\mathcal{F}_{t_1}] = E[M_0] + E \left[ \int_0^{t_2} f(t_2)(s, \omega)dB_s(\omega) | \mathcal{F}_{t_1} \right] \]
\[ = E[M_0] + \int_0^{t_1} f(t_2)(s, \omega)dB_s(\omega). \quad (4.3.7) \]

But we also have
\[ M_{t_1} = E[M_0] + \int_0^{t_1} f(t_1)(s, \omega)dB_s(\omega). \quad (4.3.8) \]

Hence, comparing (4.3.7) and (4.3.8) we get that
\[ 0 = E \left[ \left( \int_0^{t_1} f(t_2) - f(t_1) dB \right)^2 \right] = \int_0^{t_1} E[(f(t_2) - f(t_1))^2]ds \]
and therefore
\[ f(t_1)(s, \omega) = f(t_2)(s, \omega) \quad \text{for a.a.} \ (s, \omega) \in [0, t_1] \times \Omega. \]

So we can define \( f(s, \omega) \) for a.a. \( s \in [0, \infty) \times \Omega \) by setting
\[ f(s, \omega) = f^{(N)}(s, \omega) \quad \text{if} \ s \in [0, N] \]
and then we get
\[ M_t = E[M_0] + \int_0^t f(t, \omega)dB_s(\omega) = E[M_0] + \int_0^t f(s, \omega)dB_s(\omega) \quad \text{for all} \ t \geq 0. \quad \square \]

**Exercises**

4.1. Use Itô’s formula to write the following stochastic processes \( X_t \) on the standard form
\[ dX_t = u(t, \omega)dt + v(t, \omega)dB_t \]
for suitable choices of \( u \in \mathbb{R}^n, v \in \mathbb{R}^{n \times m} \) and dimensions \( n, m \):

a) \( X_t = B_t^2 \), where \( B_t \) is 1-dimensional
b) \( X_t = 2 + t + e^{B_t} \) (\( B_t \) is 1-dimensional)
c) \( X_t = B_t^2(t) + B_t^3(t) \) where \( (B_1, B_2) \) is 2-dimensional
d) \( X_t = (t_0 + t, B_3) \) (\( B_t \) is 1-dimensional)
e) \( X_t = (B_1(t) + B_2(t) + B_3(t), B_2^2(t) - B_1(t)B_3(t)) \), where \( (B_1, B_2, B_3) \) is 3-dimensional.
4.2. Use Itô’s formula to prove that
\[ \int_0^t B_s^2 dB_s = \frac{1}{3} B_t^3 - \int_0^t B_s ds. \]

4.3. Let \( X_t, Y_t \) be Itô processes in \( \mathbb{R} \). Prove that
\[ d(X_t Y_t) = X_t dY_t + Y_t dX_t + dX_t \cdot dY_t. \]
Deduce the following general integration by parts formula
\[ \int_0^t X_s dY_s = X_t Y_t - X_0 Y_0 - \int_0^t Y_s dX_s - \int_0^t dX_s \cdot dY_s. \]

4.4. (Exponential martingales)
Suppose \( \theta(t, \omega) = (\theta_1(t, \omega), \ldots, \theta_n(t, \omega)) \in \mathbb{R}^n \) with \( \theta_k(t, \omega) \in \mathcal{V}[0, T] \) for \( k = 1, \ldots, n \), where \( T \leq \infty \). Define
\[ Z_t = \exp \left\{ \int_0^t \theta(s, \omega) dB(s) - \frac{1}{2} \int_0^t \theta^2(s, \omega) ds \right\}; \quad 0 \leq t \leq T \]
where \( B(s) \in \mathbb{R}^n \) and \( \theta^2 = \theta \cdot \theta \) (dot product).

a) Use Itô’s formula to prove that
\[ dZ_t = Z_t \theta(t, \omega) dB(t). \]

b) Deduce that \( Z_t \) is a martingale for \( t \leq T \), provided that
\[ Z_t \theta_k(t, \omega) \in \mathcal{V}[0, T] \quad \text{for } 1 \leq k \leq n. \]

Remark. A sufficient condition that \( Z_t \) be a martingale is the Kazamaki condition
\[ E \left[ \exp \left( \frac{1}{2} \int_0^t \theta(s, \omega) dB(s) \right) \right] < \infty \quad \text{for all } t \leq T. \] (4.3.9)

This is implied by the following (stronger) Novikov condition
\[ E \left[ \exp \left( \frac{1}{2} \int_0^T \theta^2(s, \omega) ds \right) \right] < \infty. \] (4.3.10)

See e.g. Ikeda & Watanabe (1989), Section III.5, and the references therein.
4.5. Let $B_t \in \mathbb{R}, B_0 = 0$. Define

$$\beta_k(t) = E[B_t^k]; \quad k = 0, 1, 2, \ldots; \; t \geq 0.$$ 

Use Itô’s formula to prove that

$$\beta_k(t) = \frac{1}{2}k(k-1) \int_0^t \beta_{k-2}(s)ds; \quad k \geq 2.$$ 

Deduce that

$$E[B_t^4] = 3t^2 \quad \text{(see (2.2.14))}$$

and find

$$E[B_t^6].$$

4.6. a) For $c, \alpha$ constants, $B_t \in \mathbb{R}$ define

$$X_t = e^{ct+\alpha B_t}.$$ 

Prove that

$$dX_t = (c + \frac{1}{2} \alpha^2)X_t dt + \alpha X_t dB_t.$$ 

b) For $c, \alpha_1, \ldots, \alpha_n$ constants, $B_t = (B_1(t), \ldots, B_n(t)) \in \mathbb{R}^n$ define

$$X_t = \exp \left( ct + \sum_{j=1}^n \alpha_j B_j(t) \right).$$ 

Prove that

$$dX_t = \left( c + \frac{1}{2} \sum_{j=1}^n \alpha_j^2 \right)X_t dt + X_t \left( \sum_{j=1}^n \alpha_j dB_j \right).$$

4.7. Let $X_t$ be an Itô integral

$$dX_t = v(t, \omega)dB_t(\omega) \quad \text{where } v \in \mathbb{R}^n, v \in V(0,T), B_t \in \mathbb{R}^n, 0 \leq t \leq T.$$ 

a) Give an example to show that $X_t^2$ is not in general a martingale.

b) Prove that if $v$ is bounded then

$$M_t := X_t^2 - \int_0^t |v_s|^2 ds \quad \text{is a martingale}.$$ 

The process $(X, X)_t := \int_0^t |v_s|^2 ds$ is called the quadratic variation process of the martingale $X_t$. For general processes $X_t$ it is defined by
\[ \langle X, X \rangle_t = \lim_{\Delta t_k \to 0} \sum_{t_k \leq t} |X_{t_{k+1}} - X_{t_k}|^2 \]  
(limit in probability) (4.3.11)

where \(0 = t_1 < t_2 < \cdots < t_n = t\) and \(\Delta t_k = t_{k+1} - t_k\). The limit can be shown to exist for continuous square integrable martingales \(X_t\). See e.g. Karatzas and Shreve (1991).

**4.8.**

a) Let \(B_t\) denote \(n\)-dimensional Brownian motion and let \(f: \mathbb{R}^n \to \mathbb{R}\) be \(C^2\). Use Itô’s formula to prove that

\[ f(B_t) = f(B_0) + \int_0^t \nabla f(B_s) dB_s + \frac{1}{2} \int_0^t \Delta f(B_s) ds , \]

where \(\Delta = \sum_{i=1}^n \frac{\partial^2}{\partial x_i^2}\) is the Laplace operator.

b) Assume that \(g: \mathbb{R} \to \mathbb{R}\) is \(C^1\) everywhere and \(C^2\) outside finitely many points \(z_1, \ldots, z_N\) with \(|g''(x)| \leq M\) for \(x \notin \{z_1, \ldots, z_N\}\). Let \(B_t\) be 1-dimensional Brownian motion. Prove that the 1-dimensional version of a) still holds, i.e.

\[ g(B_t) = g(B_0) + \int_0^t g'(B_s) dB_s + \frac{1}{2} \int_0^t g''(B_s) ds . \]

(Hint: Choose \(f_k \in C^2(\mathbb{R})\) s.t. \(f_k \to g\) uniformly, \(f'_k \to g'\) uniformly and \(|f''_k| \leq M, f''_k \to g''\) outside \(z_1, \ldots, z_N\). Apply a) to \(f_k\) and let \(k \to \infty\)).

**4.9.** Prove that we may assume that \(g\) and its first two derivatives are bounded in the proof of the Itô formula (Theorem 4.1.2) by proceeding as follows: For fixed \(t \geq 0\) and \(n = 1, 2, \ldots\) choose \(g_n\) as in the statement such that \(g_n(s, x) = g(s, x)\) for all \(s \leq t\) and all \(|x| \leq n\). Suppose we have proved that (4.1.9) holds for each \(g_n\). Define the stochastic time

\[ \tau_n = \tau_n(\omega) = \inf\{s > 0; |X_s(\omega)| \geq n\} \]

(\(\tau_n\) is called a stopping time (See Chapter 7)) and prove that

\[ \left( \int_0^t v \frac{\partial g_n}{\partial x} (s, X_s) X_s \leq \tau_n dB_s ; = \right) \]

\[ \int_0^{t \wedge \tau_n} v \frac{\partial g_n}{\partial x} (s, X_s) dB_s = \int_0^{t \wedge \tau_n} v \frac{\partial g}{\partial x} (s, X_s) dB_s \]

for each \(n\). This gives that
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\[ g(t \wedge \tau_n, X_{t \wedge \tau_n}) = g(0, X_0) \]
\[ + \int_0^{t \wedge \tau_n} \left( \frac{\partial g}{\partial s} + u \frac{\partial g}{\partial x} + \frac{1}{2} \sigma^2 \frac{\partial^2 g}{\partial x^2} \right) ds + \int_0^{t \wedge \tau_n} \sigma \frac{\partial g}{\partial x} dB_s \]

and since
\[ P[\tau_n > t] \to 1 \quad \text{as } n \to \infty \]
we can conclude that (4.1.9) holds (a.s.) for \( g \).

4.10. (Tanaka’s formula and local time).

What happens if we try to apply the Itô formula to \( g(B_t) \) when \( B_t \) is 1-dimensional and \( g(x) = |x| \)? In this case \( g \) is not \( C^2 \) at \( x = 0 \), so we modify \( g(x) \) near \( x = 0 \) to \( g_\epsilon(x) \) as follows:

\[ g_\epsilon(x) = \begin{cases} 
|x| & \text{if } |x| \geq \epsilon \\
\frac{1}{2} \epsilon + \frac{2}{\epsilon} x & \text{if } |x| < \epsilon
\end{cases} \]

where \( \epsilon > 0 \).

\[ g_\epsilon(B_t) = g_\epsilon(B_0) + \int_0^t g_\epsilon'(B_s) dB_s + \frac{1}{2\epsilon} \cdot |\{s \in [0,t]; B_s \in (-\epsilon, \epsilon)\}| \]

where \( |F| \) denotes the Lebesgue measure of the set \( F \).

b) Prove that
\[ \int_0^t g_\epsilon'(B_s) \cdot X_{B_s \in (-\epsilon, \epsilon)} dB_s = \int_0^t \frac{B_s}{\epsilon} \cdot X_{B_s \in (-\epsilon, \epsilon)} dB_s \to 0 \]
in \( L^2(P) \) as \( \epsilon \to 0 \).

(Hint: Apply the Itô isometry to
\[ E \left[ \left( \int_0^t \frac{B_s}{\epsilon} \cdot X_{B_s \in (-\epsilon, \epsilon)} dB_s \right)^2 \right] . \]
c) By letting $\epsilon \to 0$ prove that

$$|B_t| = |B_0| + \int_0^t \text{sign}(B_s)dB_s + L_t(\omega), \quad (4.3.12)$$

where

$$L_t = \lim_{\epsilon \to 0} \frac{1}{2\epsilon} \cdot |\{s \in [0, t]; B_s \in (-\epsilon, \epsilon)\}| \quad \text{(limit in } L^2(P))$$

and

$$\text{sign}(x) = \begin{cases} -1 & \text{for } x \leq 0 \\ 1 & \text{for } x > 0 \end{cases}.$$ 

$L_t$ is called the local time for Brownian motion at 0 and (4.3.12) is the Tanaka formula (for Brownian motion). (See e.g. Rogers and Williams (1987)).

4.11. Use Itô’s formula (for example in the form of Exercise 4.3) to prove that the following stochastic processes are $\{\mathcal{F}_t\}$-martingales:

a) $X_t = e^{\frac{1}{2}t} \cos B_t \quad (B_t \in \mathbb{R})$

b) $X_t = e^{\frac{1}{2}t} \sin B_t \quad (B_t \in \mathbb{R})$

c) $X_t = (B_t + t)\exp(-B_t - \frac{1}{2}t) \quad (B_t \in \mathbb{R})$.

4.12. Let $dX_t = u(t, \omega)dt + v(t, \omega)dB_t$ be an Itô process in $\mathbb{R}^n$ such that

$$E\left[ \int_0^t |u(r, \omega)|dr \right] + E\left[ \int_0^t |v^T(r, \omega)|dr \right] < \infty \quad \text{for all } t \geq 0.$$ 

Suppose $X_t$ is an $\{\mathcal{F}^{(n)}_t\}$-martingale. Prove that

$$u(s, \omega) = 0 \quad \text{for a.a. } (s, \omega) \in [0, \infty) \times \Omega. \quad (4.3.13)$$

Remarks:

- 0) 1) This result may be regarded as a special case of the Martingale Representation Theorem.

2) The conclusion (4.3.13) does not hold if the filtration $\mathcal{F}^{(n)}_t$ is replaced by the $\sigma$-algebras $\mathcal{M}_t$ generated by $X_s(\cdot); s \leq t$, i.e. if we only assume that $X_t$ is a martingale w.r.t. its own filtration. See e.g. the Brownian motion characterization in Chapter 8.

Hint for the solution:

If $X_t$ is an $\mathcal{F}^{(n)}_t$-martingale, then deduce that

$$E\left[ \int_t^s u(r, \omega)dr |\mathcal{F}^{(n)}_t \right] = 0 \quad \text{for all } s \geq t.$$
Differentiate w.r.t. $s$ to deduce that
\[
E[u(s, \omega) | \mathcal{F}_t^{(s)}] = 0 \quad \text{a.s., for a.a. } s > t .
\]

Then let $t \uparrow s$ and apply Corollary C.9.

4.13. Let $dX_t = u(t, \omega)dt + dB_t$ ($u \in \mathbb{R}$, $B_t \in \mathbb{R}$) be an Itô process and assume for simplicity that $u$ is bounded. Then from Exercise 4.12 we know that unless $u = 0$ the process $X_t$ is not an $\mathcal{F}_t$-martingale. However, it turns out that we can construct an $\mathcal{F}_t$-martingale from $X_t$ by multiplying by a suitable exponential martingale. More precisely, define
\[
Y_t = X_t M_t
\]
where
\[
M_t = \exp \left( - \int_0^t u(r, \omega) dB_r - \frac{1}{2} \int_0^t u^2(r, \omega) dr \right).
\]

Use Itô’s formula to prove that $Y_t$ is an $\mathcal{F}_t$-martingale.

Remarks:

a) Compare with Exercise 4.11 c).

b) This result is a special case of the important Girsanov Theorem. It can be interpreted as follows: $\{X_t\}_{t \leq T}$ is a martingale w.r.t the measure $Q$ defined on $\mathcal{F}_T$ by
\[
dQ = M_T dP \quad (T < \infty).
\]
See Section 8.6.

4.14. In each of the cases below find the process $f(t, \omega) \in \mathcal{V}[0, T]$ such that (4.3.6) holds, i.e.
\[
F(\omega) = E[F] + \int_0^T f(t, \omega) dB_t(\omega).
\]

a) $F(\omega) = B_T(\omega)$

b) $F(\omega) = \int_0^T B_t(\omega) dt$

c) $F(\omega) = B_T^2(\omega)$

d) $F(\omega) = B_T^4(\omega)$

e) $F(\omega) = e^{B_T(\omega)}$

f) $F(\omega) = \sin B_T(\omega)$

4.15. Let $x > 0$ be a constant and define
\[
X_t = (x^{1/3} + \frac{1}{4} B_t)^3 ; \quad t \geq 0.
\]
Show that
\[
dX_t = \frac{1}{3} X_t^{1/3} dt + X_t^{2/3} dB_t ; \quad X_0 = x.
\]
5. Stochastic Differential Equations

5.1 Examples and Some Solution Methods

We now return to the possible solutions $X_t(\omega)$ of the stochastic differential equation

$$\frac{dX_t}{dt} = b(t, X_t) + \sigma(t, X_t) W_t, \quad b(t, x) \in \mathbb{R}, \sigma(t, x) \in \mathbb{R} \quad (5.1.1)$$

where $W_t$ is 1-dimensional “white noise”. As discussed in Chapter 3 the Itô interpretation of (5.1.1) is that $X_t$ satisfies the stochastic integral equation

$$X_t = X_0 + \int_0^t b(s, X_s) ds + \int_0^t \sigma(s, X_s) dB_s$$

or in differential form

$$dX_t = b(t, X_t) dt + \sigma(t, X_t) dB_t \quad (5.1.2)$$

Therefore, to get from (5.1.1) to (5.1.2) we formally just replace the white noise $W_t$ by $\frac{dB_t}{dt}$ in (5.1.1) and multiply by $dt$. It is natural to ask:

(A) Can one obtain existence and uniqueness theorems for such equations? What are the properties of the solutions?

(B) How can one solve a given such equation?

We will first consider question (B) by looking at some simple examples, and then in Section 5.2 we will discuss (A).

It is the Itô formula that is the key to the solution of many stochastic differential equations. The method is illustrated in the following examples.

Example 5.1.1. Let us return to the population growth model in Chapter 1:

$$\frac{dN_t}{dt} = a_t N_t, \quad N_0 \text{ given}$$

where $a_t = r_t + \alpha W_t, W_t = \text{white noise}, \alpha = \text{constant}$.

Let us assume that $r_t = r = \text{constant}$. By the Itô interpretation (5.1.2) this equation is equivalent to (here $\sigma(t, x) = \alpha x$)
\[ \frac{dN_t}{N_t} = r dt + \alpha dB_t \]

or

\[ dN_t = rN_t dt + \alpha N_t dB_t \]  \hspace{1cm} (5.1.3)

Hence

\[ \int_0^t \frac{dN_s}{N_s} = rt + \alpha B_t \quad (B_0 = 0) . \]  \hspace{1cm} (5.1.4)

To evaluate the integral on the left hand side we use the Itô formula for the function

\[ g(t, x) = \ln x ; \quad x > 0 \]

and obtain

\[ d(\ln N_t) = \frac{1}{N_t} \cdot dN_t + \frac{1}{2} \left( -\frac{1}{N_t^2} \right) (dN_t)^2 \]

\[ = \frac{dN_t}{N_t} - \frac{1}{2N_t^2} \cdot \alpha^2 N_t^2 dt = \frac{dN_t}{N_t} - \frac{1}{2} \alpha^2 dt . \]

Hence

\[ \frac{dN_t}{N_t} = d(\ln N_t) + \frac{1}{2} \alpha^2 dt \]

so from (5.1.4) we conclude

\[ \ln \frac{N_t}{N_0} = (r - \frac{1}{2} \alpha^2)t + \alpha B_t \]

or

\[ N_t = N_0 \exp((r - \frac{1}{2} \alpha^2)t + \alpha B_t) . \]  \hspace{1cm} (5.1.5)

For comparison, referring to the discussion at the end of Chapter 3, the Stratonovich interpretation of (5.1.3),

\[ d\overline{N}_t = \tau \overline{N}_t dt + \alpha \overline{N}_t \circ dB_t , \]

would have given the solution

\[ \overline{N}_t = N_0 \exp(rt + \alpha B_t) . \]  \hspace{1cm} (5.1.6)

The solutions \( N_t, \overline{N}_t \) are both processes of the type

\[ X_t = X_0 \exp(\mu t + \alpha B_t) \quad (\mu, \alpha \text{ constants}) . \]

Such processes are called geometric Brownian motions. They are important also as models for stochastic prices in economics. See Chapters 10, 11, 12.
Remark. It seems reasonable that if \( B_t \) is independent of \( N_0 \) we should have
\[ E[N_t] = E[N_0]e^{rt}, \tag{\ast} \]
i.e. the same as when there is no noise in \( a_t \). To see if this is indeed the case, we let
\[ Y_t = e^{\alpha B_t} \]
and apply Itô’s formula:
\[ dY_t = \alpha e^{\alpha B_t} dB_t + \frac{1}{2} \alpha^2 e^{\alpha B_t} dt \]
or
\[ Y_t = Y_0 + \alpha \int_0^t e^{\alpha B_s} dB_s + \frac{1}{2} \alpha^2 \int_0^t e^{\alpha B_s} ds. \]
Since \( E[\int_0^t e^{\alpha B_s} dB_s] = 0 \) (Theorem 3.2.1 (iii)), we get
\[ E[Y_t] = E[Y_0] + \frac{1}{2} \alpha^2 \int_0^t E[Y_s] ds \]
i.e.
\[ \frac{d}{dt} E[Y_t] = \frac{1}{2} \alpha^2 E[Y_t], \quad E[Y_0] = 1. \]
So
\[ E[Y_t] = e^{\frac{1}{2} \alpha^2 t}, \]
and therefore – as anticipated – we obtain
\[ E[N_t] = E[N_0]e^{rt}. \]
For the Stratonovich solution, however, the same calculation gives
\[ E[N_t] = E[N_0]e^{(r + \frac{1}{2} \alpha) t}. \]
Now that we have found the explicit solutions \( N_t \) and \( \overline{N}_t \) in (5.1.5), (5.1.6) we can use our knowledge about the behaviour of \( B_t \) to gain information on these solutions. For example, for the Itô solution \( N_t \) we get the following:

(i) If \( r > \frac{1}{2} \alpha^2 \) then \( N_t \to \infty \) as \( t \to \infty \), a.s.
(ii) If \( r < \frac{1}{2} \alpha^2 \) then \( N_t \to 0 \) as \( t \to \infty \), a.s.
(iii) If \( r = \frac{1}{2} \alpha^2 \) then \( N_t \) will fluctuate between arbitrary large and arbitrary small values as \( t \to \infty \), a.s.

These conclusions are direct consequences of the formula (5.1.5) for \( N_t \) together with the following basic result about 1-dimensional Brownian motion \( B_t \):
Theorem 5.1.2 (The law of iterated logarithm).

\[ \limsup_{t \to \infty} \frac{B_t}{\sqrt{2t \log \log t}} = 1 \text{ a.s.} \]

For a proof we refer to Lamperti (1977), §22.

For the Stratonovich solution \( \mathcal{N}_t \), we get by the same argument that \( \mathcal{N}_t \to 0 \) a.s. if \( r < 0 \) and \( \mathcal{N}_t \to \infty \) a.s. if \( r > 0 \).

Thus the two solutions have fundamentally different properties and it is an interesting question what solution gives the best description of the situation.

Example 5.1.3. Let us return to the equation in Problem 2 of Chapter 1:

\[ LQ''_t + RQ'_t + \frac{1}{C} Q_t = F_t = G_t + \alpha W_t. \] (5.1.7)

We introduce the vector

\[ X = X(t, \omega) = \begin{pmatrix} X_1 \\ X_2 \end{pmatrix} = \begin{pmatrix} Q_t \\ Q'_t \end{pmatrix} \]

and obtain

\[ \begin{cases} X'_1 = X_2 \\ LX'_2 = -RX_2 - \frac{1}{C} X_1 + G_t + \alpha W_t \end{cases} \] (5.1.8)

or, in matrix notation,

\[ dX = dX(t) = AX(t)dt + H(t)dt + KdB_t \] (5.1.9)

where

\[ dX = \begin{pmatrix} dX_1 \\ dX_2 \end{pmatrix}, \quad A = \begin{pmatrix} 0 & 1 \\ -\frac{1}{C} & -\frac{R}{C} \end{pmatrix}, \quad H(t) = \begin{pmatrix} 0 \\ \frac{1}{C} G_t \end{pmatrix}, \quad K = \begin{pmatrix} 0 \\ \frac{\alpha}{C} \end{pmatrix}, \]

(5.1.10)

and \( B_t \) is a 1-dimensional Brownian motion.

Thus we are led to a 2-dimensional stochastic differential equation. We rewrite (5.1.9) as

\[ \exp(-At)dX(t) - \exp(-At)AX(t)dt = \exp(-At)[H(t)dt + KdB_t], \] (5.1.11)

where for a general \( n \times n \) matrix \( F \) we define \( \exp(F) \) to be the \( n \times n \) matrix given by \( \exp(F) = \sum_{n=0}^{\infty} \frac{1}{n!} F^n \). Here it is tempting to relate the left hand side to

\[ d(\exp(-At)X(t)). \]

To do this we use a 2-dimensional version of the Itô formula (Theorem 4.2.1).

Applying this result to the two coordinate functions \( g_1, g_2 \) of

\[ g : [0, \infty) \times \mathbb{R}^2 \to \mathbb{R}^2 \quad \text{given by} \quad g(t, x_1, x_2) = \exp(-At) \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}, \]
we obtain that
\[d(\exp(-At)X(t)) = (-A) \exp(-At)X(t)dt + \exp(-At)dX(t) .\]
Substituted in (5.1.11) this gives
\[\exp(-At)X(t) - X(0) = \int_0^t \exp(-As)H(s)ds + \int_0^t \exp(-As)KdB_s,\]
or
\[X(t) = \exp(At)[X(0) + \exp(-At)KB_t
\[+ \int_0^t \exp(-As)[H(s) + AKB_s]ds], \quad (5.1.12)\]
by integration by parts (Theorem 4.1.5).

**Example 5.1.4.** Choose \(X = B\), 1-dimensional Brownian motion, and
\[g(t, x) = e^{ix} = (\cos x, \sin x) \in \mathbb{R}^2 \quad \text{for} \ x \in \mathbb{R}.\]
Then
\[Y = g(t, X) = e^{iB} = (\cos B, \sin B)\]
is by Itô’s formula again an Itô process.

Its coordinates \(Y_1, Y_2\) satisfy
\[
\begin{aligned}
dY_1(t) &= -\sin(B)dB - \frac{1}{2}\cos(B)dt \\
dY_2(t) &= \cos(B)dB - \frac{1}{2}\sin(B)dt .
\end{aligned}
\]
Thus the process \(Y = (Y_1, Y_2)\), which we could call *Brownian motion on the unit circle*, is the solution of the stochastic differential equations
\[
\begin{aligned}
dY_1 &= -\frac{1}{2}Y_1dt - Y_2dB \\
dY_2 &= -\frac{1}{2}Y_2dt + Y_1dB .
\end{aligned}
\quad (5.1.13)
\]
Or, in matrix notation,
\[dY = -\frac{1}{2}Ydt + K dB, \quad \text{where} \ K = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} .\]

Other examples and solution methods can be found in the exercises of this chapter.

For a comprehensive description of reduction methods for 1-dimensional stochastic differential equations see Gard (1988), Chapter 4.
5.2 An Existence and Uniqueness Result

We now turn to the existence and uniqueness question (A) above.

Theorem 5.2.1. (Existence and uniqueness theorem for stochastic differential equations).

Let $T > 0$ and $b(\cdot, \cdot): [0, T] \times \mathbb{R}^n \to \mathbb{R}^n$, $\sigma(\cdot, \cdot): [0, T] \times \mathbb{R}^n \to \mathbb{R}^{n \times m}$ be measurable functions satisfying

$$|b(t, x)| + |\sigma(t, x)| \leq C(1 + |x|); \quad x \in \mathbb{R}^n, \; t \in [0, T] \quad (5.2.1)$$

for some constant $C$, (where $|\sigma|^2 = \sum |\sigma_{ij}|^2$) and such that

$$|b(t, x) - b(t, y)| + |\sigma(t, x) - \sigma(t, y)| \leq D|x - y|; \quad x, y \in \mathbb{R}^n, \; t \in [0, T] \quad (5.2.2)$$

for some constant $D$. Let $Z$ be a random variable which is independent of the $\sigma$-algebra $\mathcal{F}_{\infty}^Z$ generated by $B_s(\cdot)$, $s \geq 0$ and such that $E[|Z|^2] < \infty$.

Then the stochastic differential equation

$$dX_t = b(t, X_t)dt + \sigma(t, X_t)dB_t, \quad 0 \leq t \leq T, \; X_0 = Z \quad (5.2.3)$$

has a unique $t$-continuous solution $X_t(\omega)$ with the property that

$X_t(\omega)$ is adapted to the filtration $\mathcal{F}_T^Z$ generated by $Z$ and $B_s(\cdot)$; $s \leq t \quad (5.2.4)$

and

$$E\left[\int_0^T |X_t|^2 dt\right] < \infty. \quad (5.2.5)$$

Remarks. Conditions (5.2.1) and (5.2.2) are natural in view of the following two simple examples from deterministic differential equations (i.e. $\sigma = 0$):

a) The equation

$$\frac{dX_t}{dt} = X_t^2, \quad X_0 = 1 \quad (5.2.6)$$

corresponding to $b(x) = x^2$ (which does not satisfy (5.2.1)) has the (unique) solution

$$X_t = \frac{1}{1 - t}; \quad 0 \leq t < 1.$$ 

Thus it is impossible to find a global solution (defined for all $t$) in this case.

More generally, condition (5.2.1) ensures that the solution $X_t(\omega)$ of (5.2.3) does not explode, i.e. that $|X_t(\omega)|$ does not tend to $\infty$ in a finite time.
b) The equation
\[
\frac{dX_t}{dt} = 3X_t^{2/3}; \quad X_0 = 0
\] (5.2.7)
has more than one solution. In fact, for any \(a > 0\) the function
\[
X_t = \begin{cases} 
0 & \text{for } t \leq a \\
(t - a)^3 & \text{for } t > a 
\end{cases}
\]
solves (5.2.7). In this case \(b(x) = 3x^{2/3}\) does not satisfy the Lipschitz condition (5.2.2) at \(x = 0\).

Thus condition (5.2.2) guarantees that equation (5.2.3) has a unique solution. Here uniqueness means that if \(X_1(t, \omega)\) and \(X_2(t, \omega)\) are two \(t\)-continuous processes satisfying (5.2.3), (5.2.4) and (5.2.5) then
\[
X_1(t, \omega) = X_2(t, \omega) \quad \text{for all } t \leq T, \text{ a.s.} \tag{5.2.8}
\]

**Proof of Theorem 5.2.1.** The uniqueness follows from the Itô isometry (Corollary 3.1.7) and the Lipschitz property (5.2.2): Let \(X_1(t, \omega) = X_t(\omega)\) and \(X_2(t, \omega) = \tilde{X}_t(\omega)\) be solutions with initial values \(Z, \tilde{Z}\) respectively, i.e. \(X_1(0, \omega) = Z(\omega), X_2(0, \omega) = \tilde{Z}(\omega), \omega \in \Omega\). For our purposes here we only need the case \(Z = \tilde{Z}\), but the following more general estimate will be useful for us later, in connection with Feller continuity (Chapter 8).

Put \(a(s, \omega) = b(s, X_s) - b(s, \tilde{X}_s)\) and \(\gamma(s, \omega) = \sigma(s, X_s) - \sigma(s, \tilde{X}_s)\). Then
\[
E[|X_t - \tilde{X}_t|^2] = E\left[\left(Z - \tilde{Z} + \int_0^t a^2 ds + \int_0^t \gamma dB_s\right)^2\right]
\]
\[
\leq 3E[|Z - \tilde{Z}|^2] + 3\left(\int_0^t a^2 ds\right)^2 + 3\left(\int_0^t \gamma dB_s\right)^2
\]
\[
\leq 3E[|Z - \tilde{Z}|^2] + 3tE\left[\int_0^t a^2 ds\right] + 3E\left[\int_0^t \gamma^2 ds\right]
\]
\[
\leq 3E[|Z - \tilde{Z}|^2] + 3(1 + t)D^2 \int_0^t E[|X_s - \tilde{X}_s|^2] ds.
\]
So the function
\[
v(t) = E[|X_t - \tilde{X}_t|^2]; \quad 0 \leq t \leq T
\]
satisfies
\[
v(t) \leq F + A \int_0^t v(s) ds, \tag{5.2.9}
\]
where \(F = 3E[|Z - \tilde{Z}|^2]\) and \(A = 3(1 + T)D^2\).
By the Gronwall inequality (Exercise 5.17) we conclude that
\[ v(t) \leq F \exp(At) . \]  
(5.2.10)

Now assume that \( Z = \hat{Z} \). Then \( F = 0 \) and so \( v(t) = 0 \) for all \( t \geq 0 \). Hence
\[ P[|X_t - \hat{X}_t| = 0 \quad \text{for all} \quad t \in \mathbb{Q} \cap [0, T]] = 1 , \]
where \( \mathbb{Q} \) denotes the rational numbers.

By continuity of \( t \to |X_t - \hat{X}_t| \) it follows that
\[ P[|X_1(t, \omega) - X_2(t, \omega)| = 0 \quad \text{for all} \quad t \in [0, T]] = 1 , \]  
(5.2.11)

and the uniqueness is proved.

The proof of the existence is similar to the familiar existence proof for ordinary differential equations: Define \( Y_t(0) = X_0 \) and \( Y_t(k) = Y_t(k-1)(\omega) \) inductively as follows
\[ Y_t(k+1) = X_0 + \int_0^t b(s, Y_s^{(k)}) ds + \int_0^t \sigma(s, Y_s^{(k)}) dB_s . \]  
(5.2.12)

Then, similar computation as for the uniqueness above gives
\[ E[|Y_t^{(k+1)} - Y_t^{(k)}|^2] \leq (1 + T)3D^2 \int_0^t E[|Y_s^{(k)} - Y_s^{(k-1)}|^2] ds , \]
for \( k \geq 1, t \leq T \) and
\[ E[|Y_t^{(1)} - Y_t^{(0)}|^2] \leq 2C^2 t^2(1 + E[|X_0|^2]) \]
\[ + 2C^2 t(1 + E[|X_0|^2]) \leq A_1 t \]
where the constant \( A_1 \) only depends on \( C, T \) and \( E[|X_0|^2] \). So by induction on \( k \) we obtain
\[ E[|Y_t^{(k+1)} - Y_t^{(k)}|^2] \leq \frac{A_2^{k+1}t^{k+1}}{(k+1)!} ; \quad k \geq 0, \ t \in [0, T] \]  
(5.2.13)

for some suitable constant \( A_2 \) depending only on \( C, D, T \) and \( E[|X_0|^2] \). Now
\[ \sup_{0 \leq t \leq T} |Y_t^{(k+1)} - Y_t^{(k)}| \leq \int_0^T |b(s, Y_s^{(k)}) - b(s, Y_s^{(k-1)})| ds \]
\[ + \sup_{0 \leq t \leq T} \left| \int_0^t (\sigma(s, Y_s^{(k)}) - \sigma(s, Y_s^{(k-1)})) dB_s \right| . \]
By the martingale inequality (Theorem 3.2.4) we obtain
\[
P \left[ \sup_{0 \leq t \leq T} |Y_t^{(k+1)} - Y_t^{(k)}| > 2^{-k} \right] 
\leq P \left[ \left( \int_0^T |b(s, Y_s^{(k)}) - b(s, Y_s^{(k-1)})| ds \right)^2 > 2^{-2k-2} \right] 
+ P \left[ \sup_{0 \leq t \leq T} \left| \int_0^t (\sigma(s, Y_s^{(k)}) - \sigma(s, Y_s^{(k-1)})) dB_s \right| > 2^{-k-1} \right] 
\leq 2^{2k+2} T \int_0^T E(|b(s, Y_s^{(k)}) - b(s, Y_s^{(k-1)})|^2) ds 
+ 2^{2k+2} \int_0^T E[|\sigma(s, Y_s^{(k)}) - \sigma(s, Y_s^{(k-1)})|^2] ds 
\leq 2^{2k+2} D^2(T + 1) \int_0^T \frac{A_{2k}^k}{k!} dt \leq \left(\frac{4A_2 T}{(k+1)!}\right)^{k+1} \cdot \text{if } A_2 \geq D^2(T + 1) .
\]
Therefore, by the Borel-Cantelli lemma,
\[
P \left[ \sup_{0 \leq t \leq T} |Y_t^{(k+1)} - Y_t^{(k)}| > 2^{-k} \text{ for infinitely many } k \right] = 0 .
\]
Thus, for a.a. \( \omega \) there exists \( k_0 = k_0(\omega) \) such that
\[
\sup_{0 \leq t \leq T} |Y_t^{(k+1)} - Y_t^{(k)}| \leq 2^{-k} \quad \text{for } k \geq k_0 .
\]
Therefore the sequence
\[
Y_t^{(n)}(\omega) = Y_t^{(0)}(\omega) + \sum_{k=0}^{n-1} (Y_t^{(k+1)}(\omega) - Y_t^{(k)}(\omega))
\]
is uniformly convergent in \([0, T] ,\) for a.a. \( \omega \).

Denote the limit by \( X_t = X_t(\omega) \). Then \( X_t \) is \( t \)-continuous for a.a. \( \omega \) since \( Y_t^{(n)} \) is \( t \)-continuous for all \( n \). Moreover, \( X_t(\cdot) \) is \( F^Z \)-measurable for all \( t \), since \( Y_t^{(n)}(\cdot) \) has this property for all \( n \).

Next, note that for \( m > n \geq 0 \) we have by (5.2.13)
\[
E[|Y_t^{(m)} - Y_t^{(n)}|^2]^{1/2} = ||Y_t^{(m)} - Y_t^{(n)}||_{L^2(P)} = \left( \sum_{k=n}^{m-1} (Y_t^{(k+1)} - Y_t^{(k)}) \right) ||Y_t^{(k)}||_{L^2(P)} 
\leq \sum_{k=n}^{m-1} ||Y_t^{(k+1)} - Y_t^{(k)}||_{L^2(P)} \leq \sum_{k=n}^{\infty} \left( \frac{(A_2 t)^{k+1}}{(k+1)!} \right)^{1/2} \rightarrow 0 \text{ as } n \rightarrow \infty . \quad (5.2.14)
\]
So \( Y_t^{(n)} \) converges in \( L^2(P) \) to a limit \( Y_t \), say. A subsequence of \( Y_t^{(n)}(\omega) \) will then converge \( \omega \)-pointwise to \( Y_t(\omega) \) and therefore we must have \( Y_t = X_t \) a.s. In particular, \( X_t \) satisfies (5.2.4) and (5.2.5).

It remains to show that \( X_t \) satisfies (5.2.3). For all \( n \) we have

\[
Y_t^{(n+1)} = X_0 + \int_0^t b(s, Y_s^{(n)}) ds + \int_0^t \sigma(s, Y_s^{(n)}) dB_s. \tag{5.2.15}
\]

Now \( Y_t^{(n+1)} \to X_t \) as \( n \to \infty \), uniformly in \( t \in [0, T] \) for a.a. \( \omega \). By (5.2.14) and the Fatou lemma we have

\[
E \left[ T \int_0^T |X_t - Y_t^{(n)}|^2 dt \right] \leq \limsup_{m \to \infty} E \left[ T \int_0^T |Y_t^{(m)} - Y_t^{(n)}|^2 dt \right] \to 0
\]
as \( n \to \infty \). It follows by the Itô isometry that

\[
\int_0^t \sigma(s, Y_s^{(n)}) dB_s \to \int_0^t \sigma(s, X_s) dB_s
\]
and by the Hölder inequality that

\[
\int_0^t b(s, Y_s^{(n)}) ds \to \int_0^t b(s, X_s) ds
\]
in \( L^2(P) \). Therefore, taking the limit of (5.2.15) as \( n \to \infty \) we obtain (5.2.3) for \( X_t \).

\[\square\]

### 5.3 Weak and Strong Solutions

The solution \( X_t \) found above is called a strong solution, because the version \( B_t \) of Brownian motion is given in advance and the solution \( X_t \) constructed from it is \( \mathcal{F}_t^Z \)-adapted. If we are only given the functions \( b(t, x) \) and \( \sigma(t, x) \) and ask for a pair of processes \((\tilde{X}_t, \tilde{B}_t), \mathcal{H}_t)\) on a probability space \((\Omega, \mathcal{H}, P)\) such that (5.2.3) holds, then the solution \( \tilde{X}_t \) (or more precisely \((\tilde{X}_t, \tilde{B}_t))\) is called a weak solution. Here \( \mathcal{H}_t \) is an increasing family of \( \sigma \)-algebras such that \( \tilde{X}_t \) is \( \mathcal{H}_t \)-adapted and \( \tilde{B}_t \) is an \( \mathcal{H}_t \)-Brownian motion, i.e. \( \tilde{B}_t \) is a Brownian motion, and \( \tilde{B}_t \) is a martingale w.r.t. \( \mathcal{H}_t \) (and so \( E[\tilde{B}_{t+h} - \tilde{B}_t | \mathcal{H}_t] = 0 \) for all \( t, h \geq 0 \)). Recall from Chapter 3 that this allows us to define the Itô integral on the right hand side of (5.2.3) exactly as before, even though \( \tilde{X}_t \) need not be \( \mathcal{F}_t \)-adapted.
A strong solution is of course also a weak solution, but the converse is not true in general. See Example 5.3.2 below.

The uniqueness (5.2.8) that we obtain above is called strong or path-wise uniqueness, while weak uniqueness simply means that any two solutions (weak or strong) are identical in law, i.e. have the same finite-dimensional distributions. See Stroock and Varadhan (1979) for results about existence and uniqueness of weak solutions. A general discussion about strong and weak solutions can be found in Krylov and Zvonkin (1981).

**Lemma 5.3.1.** If $b$ and $\sigma$ satisfy the conditions of Theorem 5.2.1 then we have

A solution (weak or strong) of (5.2.3) is weakly unique.

**Sketch of proof.** Let $((\tilde{X}_t, \tilde{B}_t), \tilde{\mathcal{H}}_t)$ and $((\hat{X}_t, \hat{B}_t), \hat{\mathcal{H}}_t)$ be two weak solutions. Let $X_t$ and $Y_t$ be the strong solutions constructed from $\tilde{B}_t$ and $\hat{B}_t$, respectively, as above. Then the same uniqueness argument as above applies to show that $X_t = \tilde{X}_t$ and $Y_t = \hat{X}_t$ for all $t$, a.s. Therefore it suffices to show that $X_t$ and $Y_t$ must be identical in law. We show this by proving by induction that if $X_t^{(k)}, Y_t^{(k)}$ are the processes in the Picard iteration defined by (5.2.12) with Brownian motions $\tilde{B}_t$ and $\hat{B}_t$, then

$$(X_t^{(k)}, \tilde{B}_t) \text{ and } (Y_t^{(k)}, \hat{B}_t)$$

have the same law for all $k$. \qed

This observation will be useful for us in Chapter 7 and later, where we will investigate further the properties of processes which are solutions of stochastic differential equations (Itô diffusions).

From a modelling point of view the weak solution concept is often natural, because it does not specify beforehand the explicit representation of the white noise. Moreover, the concept is convenient for mathematical reasons, because there are stochastic differential equations which have no strong solutions but still a (weakly) unique weak solution. Here is a simple example:

**Example 5.3.2 (The Tanaka equation).** Consider the 1-dimensional stochastic differential equation

$$dX_t = \text{sign}(X_t)dB_t; \quad X_0 = 0.$$  

(5.3.1)

where

$$\text{sign}(x) = \begin{cases} +1 & \text{if } x \geq 0 \\ -1 & \text{if } x < 0 \end{cases}.$$ 

Note that here $\sigma(t, x) = \sigma(x) = \text{sign}(x)$ does not satisfy the Lipschitz condition (5.2.2), so Theorem 5.2.1 does not apply. Indeed, the equation (5.3.1) has no strong solution. To see this, let $\tilde{B}_t$ be a Brownian motion generating the filtration $\tilde{\mathcal{F}}_t$ and define
Y_t = \int_0^t \text{sign}(\tilde{B}_s) d\tilde{B}_s .

By the Tanaka formula (4.3.12) (Exercise 4.10) we have

Y_t = |\tilde{B}_t| - |\tilde{B}_0| - \tilde{L}_t(\omega) ,

where \tilde{L}_t(\omega) is the local time for \tilde{B}_t(\omega) at 0. It follows that Y_t is measurable w.r.t. the \( \sigma \)-algebra \( \mathcal{G}_t \) generated by \(|\tilde{B}_s|; s \leq t \), which is clearly strictly contained in \( \tilde{\mathcal{F}}_t \). Hence the \( \sigma \)-algebra \( \mathcal{N}_t \) generated by \( Y_s(\cdot); s \leq t \) is also strictly contained in \( \tilde{\mathcal{F}}_t \).

Now suppose \( X_t \) is a strong solution of (5.3.1). Then by Theorem 8.4.2 it follows that \( X_t \) is a Brownian motion w.r.t. the measure \( P \). (In case the reader is worried about the possibility of a circular argument, we point out that the proof of Theorem 8.4.2 is independent of this example!) Let \( \mathcal{M}_t \) be the \( \sigma \)-algebra generated by \( X_s(\cdot); s \leq t \). Since \((\text{sign}(x))^2 = 1\) we can rewrite (5.3.1) as

\[ dB_t = \text{sign}(X_t) dX_t . \]

By the above argument applied to \( \tilde{B}_t = X_t \), \( Y_t = B_t \) we conclude that \( \mathcal{F}_t \) is strictly contained in \( \mathcal{M}_t \).

But this contradicts that \( X_t \) is a strong solution. Hence strong solutions of (5.3.1) do not exist.

To find a weak solution of (5.3.1) we simply choose \( X_t \) to be any Brownian motion \( \tilde{B}_t \). Then we define \( \tilde{B}_t \) by

\[ \tilde{B}_t = \int_0^t \text{sign}(\tilde{B}_s) d\tilde{B}_s = \int_0^t \text{sign}(X_s) dX_s \]

i.e.

\[ d\tilde{B}_t = \text{sign}(X_t) dX_t . \]

Then

\[ dX_t = \text{sign}(X_t) d\tilde{B}_t , \]

so \( X_t \) is a weak solution.

Finally, weak uniqueness follows from Theorem 8.4.2, which – as noted above – implies that any weak solution \( X_t \) must be a Brownian motion w.r.t. \( P \).

Exercises

5.1. Verify that the given processes solve the given corresponding stochastic differential equations: \( (B_t \) denotes 1-dimensional Brownian motion)
(i) \( X_t = e^{B_t} \) solves \( dX_t = \frac{1}{2} X_t dt + X_t dB_t \)
(ii) \( X_t = \frac{B_t}{1+t} ; \) \( B_0 = 0 \) solves \( dX_t = \frac{1}{1+t} X_t dt + \frac{1}{1+t} dB_t ; \) \( X_0 = 0 \)
(iii) \( X_t = \sin B_t \) with \( B_0 = a \in (-\frac{\pi}{2}, \frac{\pi}{2}) \) solves \( dX_t = -\frac{1}{2} X_t dt + \sqrt{1 - X_t^2} dB_t \) for \( t < \inf \{ s > 0 ; B_s \notin \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \} \)
(iv) \( (X_1(t), X_2(t)) = (t, e^t B_t) \) solves \[
\begin{bmatrix}
    \frac{dX_1}{dt} \\
    \frac{dX_2}{dt}
\end{bmatrix} = \begin{bmatrix}
    1 & 0 \\
    0 & e^{X_1}
\end{bmatrix} \begin{bmatrix}
    0 \\
    dB_t
\end{bmatrix}
\]
(v) \( (X_1(t), X_2(t)) = (\cosh(B_t), \sinh(B_t)) \) solves \[
\begin{bmatrix}
    \frac{dX_1}{dt} \\
    \frac{dX_2}{dt}
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
    X_1 \\
    X_2
\end{bmatrix} dt + \begin{bmatrix}
    X_2 \\
    X_1
\end{bmatrix} dB_t
\]

5.2. A natural candidate for what we could call Brownian motion on the ellipse \[
\left\{ (x, y) ; \frac{x^2}{a^2} + \frac{y^2}{b^2} = 1 \right\} \quad \text{where} \ a > 0, b > 0
\]
is the process \( X_t = (X_1(t), X_2(t)) \) defined by \( X_1(t) = a \cos B_t , \ X_2(t) = b \sin B_t \)
where \( B_t \) is 1-dimensional Brownian motion. Show that \( X_t \) is a solution of the stochastic differential equation \[
dX_t = -\frac{1}{2} X_t dt + MX_t dB_t
\]
where \( M = \begin{bmatrix}
    0 & -\frac{a}{b} \\
    \frac{b}{a} & 0
\end{bmatrix} \).

5.3. Let \( (B_1, \ldots, B_n) \) be Brownian motion in \( \mathbb{R}^n \), \( \alpha_1, \ldots, \alpha_n \) constants. Solve the stochastic differential equation \[
dX_t = r X_t dt + X_t \left( \sum_{k=1}^{n} \alpha_k dB_k(t) \right); \quad X_0 > 0.
\]
(This is a model for exponential growth with several independent white noise sources in the relative growth rate).

5.4. Solve the following stochastic differential equations:
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(i) \[
\begin{bmatrix}
\frac{dX_1}{dt} \\
\frac{dX_2}{dt}
\end{bmatrix} =
\begin{bmatrix}
1 & 1 \\
0 & X_1
\end{bmatrix}
\begin{bmatrix}
\frac{dB_1}{dt} \\
\frac{dB_2}{dt}
\end{bmatrix}
\]

(ii) \[dX_t = X_t dt + dB_t\]

(Hint: Multiply both sides with “the integrating factor” \(e^{-t}\) and compare with \(d(e^{-t}X_t)\))

(iii) \[dX_t = -X_t dt + e^{-t} dB_t\]

5.5. a) Solve the Ornstein-Uhlenbeck equation (or Langevin equation)

\[dX_t = \mu X_t dt + \sigma dB_t\]

where \(\mu, \sigma\) are real constants, \(B_t \in \mathbb{R}\).

The solution is called the Ornstein-Uhlenbeck process. (Hint: See Exercise 5.4 (ii).)

b) Find \(E[X_t]\) and \(\text{Var}[X_t] = E[(X_t - E[X_t])^2]\).

5.6. Solve the stochastic differential equation

\[dY_t = r dt + \alpha Y_t dB_t\]

where \(r, \alpha\) are real constants, \(B_t \in \mathbb{R}\).

(Hint: Multiply the equation by the ‘integrating factor’

\[F_t = \exp \left( -\alpha B_t + \frac{1}{2} \alpha^2 t \right) . \]

5.7. The mean-reverting Ornstein-Uhlenbeck process is the solution \(X_t\) of the stochastic differential equation

\[dX_t = (m - X_t) dt + \sigma dB_t\]

where \(m, \sigma\) are real constants, \(B_t \in \mathbb{R}\).

a) Solve this equation by proceeding as in Exercise 5.5 a).

b) Find \(E[X_t]\) and \(\text{Var}[X_t] = E[(X_t - E[X_t])^2]\).

5.8. Solve the (2-dimensional) stochastic differential equation

\[
\begin{align*}
    dX_1(t) &= X_2(t) dt + \alpha dB_1(t) \\
    dX_2(t) &= -X_1(t) dt + \beta dB_2(t)
\end{align*}
\]

where \((B_1(t), B_2(t))\) is 2-dimensional Brownian motion and \(\alpha, \beta\) are constants.

This is a model for a vibrating string subject to a stochastic force. See Example 5.1.3.

5.9. Show that there is a unique strong solution \(X_t\) of the 1-dimensional stochastic differential equation

\[dX_t = \ln(1 + X_t^2) dt + X_{t \wedge X_t > 0} X_t dB_t , \quad X_0 = a \in \mathbb{R} .\]
5.10. Let $b, \sigma$ satisfy (5.2.1), (5.2.2) and let $X_t$ be the unique strong solution of (5.2.3). Show that

$$
E[|X_t|^2] \leq K_1 \cdot \exp(K_2 t) \quad \text{for } t \leq T \tag{5.3.2}
$$

where $K_1 = 3E[|Z|^2] + 6C^2 T(T + 1)$ and $K_2 = 6(1 + T)C^2$.

(Hint: Use the argument in the proof of (5.2.10)).

Remark. With global estimates of the growth of $b$ and $\sigma$ in (5.2.1) it is possible to improve (5.3.2) to a global estimate of $E[|X_t|^2]$. See Exercise 7.5.

5.11. (The Brownian bridge).

For fixed $a, b \in \mathbb{R}$ consider the following 1-dimensional equation

$$
dY_t = \frac{b - Y_t}{1 - t} dt + dB_t ; \quad 0 \leq t < 1 , \quad Y_0 = a . \tag{5.3.3}
$$

Verify that

$$
Y_t = a(1 - t) + bt + (1 - t) \int_0^t \frac{dB_s}{1 - s} ; \quad 0 \leq t < 1 \tag{5.3.4}
$$

solves the equation and prove that $\lim_{t \to 1} Y_t = b$ a.s. The process $Y_t$ is called the Brownian bridge (from $a$ to $b$). For other characterizations of $Y_t$ see Rogers and Williams (1987, pp. 86–89).

5.12. To describe the motion of a pendulum with small, random perturbations in its environment we try an equation of the form

$$
y''(t) + (1 + \epsilon W_t)y = 0 ; \quad y(0), y'(0) \text{ given} ,
$$

where $W_t = \frac{dB_t}{dt}$ is 1-dimensional white noise, $\epsilon > 0$ is constant.

a) Discuss this equation, for example by proceeding as in Example 5.1.3.

b) Show that $y(t)$ solves a stochastic Volterra equation of the form

$$
y(t) = y(0) + y'(0) \cdot t + \int_0^t a(t, r)y(r)dr + \int_0^t \gamma(t, r)y(r)dB_r
$$

where $a(t, r) = r - t$, $\gamma(t, r) = \epsilon(r - t)$.

5.13. As a model for the horizontal slow drift motions of a moored floating platform or ship responding to incoming irregular waves John Grue (1989) introduced the equation

$$
x''_t + a_0 x'_t + w^2 x_t = (T_0 - a_0 x'_t)\eta W_t , \tag{5.3.5}
$$

where $W_t$ is 1-dimensional white noise, $a_0, w, T_0, a_0$ and $\eta$ are constants.
(i) Put $X_t = \begin{bmatrix} x_t \\ x'_t \end{bmatrix}$ and rewrite the equation in the form

$$dX_t = AX_t dt + KX_t dB_t + M dB_t,$$

where

$$A = \begin{bmatrix} 0 & 1 \\ -w^2 & -a_0 \end{bmatrix}, \quad K = \alpha_0 \eta \begin{bmatrix} 0 & 0 \\ 0 & -1 \end{bmatrix} \quad \text{and} \quad M = T_0 \eta \begin{bmatrix} 0 \\ 1 \end{bmatrix}.$$

(ii) Show that $X_t$ satisfies the integral equation

$$X_t = t \int_0^e A(t-s) KX_s dB_s + t \int_0^e A(t-s) M dB_s \quad \text{if} \quad X_0 = 0.$$

(iii) Verify that

$$e^{At} = e^{-\lambda t} \frac{1}{\xi} \{ (\xi \cos \xi t + \lambda \sin \xi t) I + A \sin \xi t \}$$

where $\lambda = \frac{\alpha_0}{2}, \xi = (w^2 - \frac{a_0^2}{4})^{\frac{1}{2}}$ and use this to prove that

$$x_t = \eta \int_0^t (T_0 - \alpha_0 y_s) g_{t-s} dB_s \quad (5.3.6)$$

and

$$y_t = \eta \int_0^t (T_0 - \alpha_0 y_s) h_{t-s} dB_s, \quad \text{with} \quad y_t = x'_t, \quad (5.3.7)$$

where

$$g_t = \frac{1}{\xi} \text{Im}(e^{\xi t})$$

$$h_t = \frac{1}{\xi} \text{Im}(\zeta e^{\xi t}), \quad \zeta = -\lambda + i \xi \quad (i = \sqrt{-1}).$$

So we can solve for $y_t$ first in (5.3.7) and then substitute in (5.3.6) to find $x_t$.

5.14. If $(B_1, B_2)$ denotes 2-dimensional Brownian motion we may introduce complex notation and put

$$B(t) = B_1(t) + iB_2(t) \quad (i = \sqrt{-1}).$$

$B(t)$ is called complex Brownian motion.
(i) If \( F(z) = u(z) + iv(z) \) is an \textit{analytic} function i.e. \( F \) satisfies the Cauchy-Riemann equations

\[
\frac{\partial u}{\partial x} = \frac{\partial v}{\partial y}, \quad \frac{\partial u}{\partial y} = -\frac{\partial v}{\partial x} ; \quad z = x + iy
\]
and we define \( Z_t = F(B(t)) \), prove that

\[
dZ_t = F'(B(t))dB(t), \quad (5.3.8)
\]
where \( F' \) is the (complex) derivative of \( F \). (Note that the usual second order terms in the (real) Itô formula are not present in (5.3.8)!) 

(ii) Solve the complex stochastic differential equation

\[
dZ_t = \alpha Z_t dB(t) \quad \alpha \text{ constant}.
\]

For more information about complex stochastic calculus involving analytic functions see e.g. Ubøe (1987).

5.15. \textbf{(Population growth in a stochastic, crowded environment)}

The nonlinear stochastic differential equation

\[
 dX_t = rX_t(K - X_t)dt + \beta X_t dB_t ; \quad X_0 = x > 0 \quad (5.3.9)
\]
is often used as a model for the growth of a population of size \( X_t \) in a stochastic, crowded environment. The constant \( K > 0 \) is called the \textit{carrying capacity} of the environment, the constant \( r \in \mathbb{R} \) is a measure of the quality of the environment and the constant \( \beta \in \mathbb{R} \) is a measure of the size of the noise in the system.

Verify that

\[
 X_t = \exp\left\{ (rK - \frac{1}{2}\beta^2)t + \beta B_t \right\} x^{-1} + r \int_0^t \exp\left\{ (rK - \frac{1}{2}\beta^2)s + \beta B_s \right\} ds ; \quad t \geq 0 \quad (5.3.10)
\]
is the unique (strong) solution of (5.3.9). (This solution can be found by performing a substitution (change of variables) which reduces (5.3.9) to a linear equation. See Gard (1988), Chapter 4 for details.)

5.16. The technique used in Exercise 5.6 can be applied to more general nonlinear stochastic differential equations of the form

\[
 dX_t = f(t, X_t)dt + c(t)X_t dB_t , \quad X_0 = x \quad (5.3.11)
\]
where \( f : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) and \( c : \mathbb{R} \rightarrow \mathbb{R} \) are given continuous (deterministic) functions. Proceed as follows:
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a) Define the 'integrating factor'

\[ F_t = F_t(\omega) = \exp \left( - \int_0^t c(s) dB_s + \frac{1}{2} \int_0^t c^2(s) ds \right) . \]  \hspace{1cm} (5.3.12)

Show that (5.3.11) can be written

\[ d(F_t X_t) = F_t \cdot f(t, X_t) dt . \]  \hspace{1cm} (5.3.13)

b) Now define

\[ Y_t(\omega) = F_t(\omega) X_t(\omega) \]  \hspace{1cm} (5.3.14)

so that

\[ X_t = F_t^{-1} Y_t . \]  \hspace{1cm} (5.3.15)

Deduce that equation (5.3.13) gets the form

\[ \frac{dY_t(\omega)}{dt} = F_t(\omega) \cdot f(t, F_t^{-1}(\omega) Y_t(\omega)) ; \quad Y_0 = x . \]  \hspace{1cm} (5.3.16)

Note that this is just a deterministic differential equation in the function \( t \to Y_t(\omega) \), for each \( \omega \in \Omega \). We can therefore solve (5.3.16) with \( \omega \) as a parameter to find \( Y_t(\omega) \) and then obtain \( X_t(\omega) \) from (5.3.15).

c) Apply this method to solve the stochastic differential equation

\[ dX_t = \frac{1}{X_t} dt + \alpha X_t dB_t ; \quad X_0 = x > 0 \]  \hspace{1cm} (5.3.17)

where \( \alpha \) is constant.

d) Apply the method to study the solutions of the stochastic differential equation

\[ dX_t = \gamma X_t^\gamma dt + \alpha X_t dB_t ; \quad X_0 = x > 0 \]  \hspace{1cm} (5.3.18)

where \( \alpha \) and \( \gamma \) are constants.

For what values of \( \gamma \) do we get explosion?

5.17. (The Gronwall inequality)

Let \( v(t) \) be a nonnegative function such that

\[ v(t) \leq C + A \int_0^t v(s) ds \text{ for } 0 \leq t \leq T \]

for some constants \( C, A \). Prove that

\[ v(t) \leq C \exp(A t) \text{ for } 0 \leq t \leq T . \]  \hspace{1cm} (5.3.19)
(Hint: We may assume $A \neq 0$. Define $w(t) = \int_0^t v(s)ds$. Then $w'(t) \leq C + Aw(t)$. Deduce that

$$w(t) \leq \frac{C}{A} (\exp(At) - 1) \quad (5.3.20)$$

by considering $f(t) = w(t) \exp(-At)$. Use (5.3.20) to deduce (5.3.19.)
6. The Filtering Problem

6.1 Introduction

Problem 3 in the introduction is a special case of the following general filtering problem:

Suppose the state $X_t \in \mathbb{R}^n$ at time $t$ of a system is given by a stochastic differential equation

$$\frac{dX_t}{dt} = b(t, X_t) + \sigma(t, X_t) W_t, \quad t \geq 0,$$

where $b: \mathbb{R}^{n+1} \to \mathbb{R}^n$, $\sigma: \mathbb{R}^{n+1} \to \mathbb{R}^{n \times p}$ satisfy conditions (5.2.1), (5.2.2) and $W_t$ is $p$-dimensional white noise. As discussed earlier the Itô interpretation of this equation is

$$(\text{system}) \quad dX_t = b(t, X_t) dt + \sigma(t, X_t) dU_t,$$

where $U_t$ is $p$-dimensional Brownian motion. We also assume that the distribution of $X_0$ is known and independent of $U_t$. Similarly to the 1-dimensional situation (3.3.6) there is an explicit several-dimensional formula which expresses the Stratonovich interpretation of (6.1.1):

$$dX_t = \tilde{b}(t, X_t) dt + \sigma(t, X_t) \circ dU_t$$

in terms of Itô integrals as follows:

$$dX_t = \tilde{b}(t, X_t) dt + \sigma(t, X_t) \circ dU_t, \quad \text{where}$$

$$\tilde{b}_i(t, x) = b_i(t, x) + \frac{1}{2} \sum_{j=1}^{p} \sum_{k=1}^{n} \frac{\partial \sigma_{ij}}{\partial x_k} \sigma_{kj}; \quad 1 \leq i \leq n. \quad (6.1.3)$$

(See Stratonovich (1966)). From now on we will use the Itô interpretation (6.1.2).

In the continuous version of the filtering problem we assume that the observations $H_t \in \mathbb{R}^m$ are performed continuously and are of the form

$$H_t = c(t, X_t) + \gamma(t, X_t) \cdot \tilde{W}_t, \quad (6.1.4)$$
where \( c: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^m, \gamma: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{m \times r} \) are functions satisfying (5.2.1) and \( \tilde{W}_t \) denotes \( r \)-dimensional white noise, independent of \( U_t \) and \( X_0 \).

To obtain a tractable mathematical interpretation of (6.1.4) we introduce

\[
Z_t = \int_0^t H_s ds \quad (6.1.5)
\]

and thereby we obtain the stochastic integral representation

\[
\text{(observations)} \quad dZ_t = c(t, X_t) dt + \gamma(t, X_t) dV_t, \quad Z_0 = 0 \quad (6.1.6)
\]

where \( V_t \) is \( r \)-dimensional Brownian motion, independent of \( U_t \) and \( X_0 \).

Note that if \( H_s \) is known for \( 0 \leq s \leq t \), then \( Z_s \) is also known for \( 0 \leq s \leq t \) and conversely. So no information is lost or gained by considering \( Z_t \) as our “observations” instead of \( H_t \). But this allows us to obtain a well-defined mathematical model of the situation.

**The filtering problem** is the following:

Given the observations \( Z_s \) satisfying (6.1.6) for \( 0 \leq s \leq t \), what is the best estimate \( \hat{X}_t \) of the state \( X_t \) of the system (6.1.2) based on these observations?

As we have pointed out earlier, it is necessary to find a precise mathematical formulation of this problem: By saying that the estimate \( \hat{X}_t \) is based on the observations \( \{Z_s; s \leq t\} \) we mean that

\[
\hat{X}_t(\cdot) \text{ is } \mathcal{G}_t\text{-measurable},
\]

where \( \mathcal{G}_t \) is the \( \sigma \)-algebra generated by \( \{Z_s(\cdot), s \leq t\} \).

By saying that \( \hat{X}_t \) is the best such estimate we mean that

\[
\int_\Omega |X_t - \hat{X}_t|^2 dP = E[|X_t - \hat{X}_t|^2] = \inf \{E[|X_t - Y|^2]; Y \in \mathcal{K}\} . \quad (6.1.8)
\]

Here – and in the rest of this chapter – \( (\Omega, \mathcal{F}, P) \) is the probability space corresponding to the \( (p + r) \)-dimensional Brownian motion \((U_t, V_t)\) starting at 0, \( E \) denotes expectation w.r.t. \( P \) and

\[
\mathcal{K} := \mathcal{K}_i := \mathcal{K}(Z, t) := \{Y: \Omega \rightarrow \mathbb{R}^n; Y \in L^2(P) \text{ and } Y \text{ is } \mathcal{G}_t\text{-measurable}\} , \quad (6.1.9)
\]

where \( L^2(P) = L^2(\Omega, P) \).

Having found the mathematical formulation of our problem, we now start to study the properties of the solution \( \hat{X}_t \).

We first establish the following useful connection between conditional expectation and projection:

**Lemma 6.1.1.** Let \( \mathcal{H} \subset \mathcal{F} \) be a \( \sigma \)-algebra and let \( X \in L^2(P) \) be \( \mathcal{F} \)-measurable. Put \( \mathcal{N} = \{Y \in L^2(P); Y \text{ is } \mathcal{H}\text{-measurable}\} \) and let \( \mathcal{P}_X \) denote
the (orthogonal) projection from the Hilbert space $L^2(P)$ into the subspace $\mathcal{N}$. Then

\[ \mathcal{P}_\mathcal{N}(X) = E[X|\mathcal{H}] . \]

Proof. Recall (see Appendix B) that $E[X|\mathcal{H}]$ is by definition the $P$-unique function from $\Omega$ to $\mathbb{R}$ such that

(i) $E[X|\mathcal{H}]$ is $\mathcal{H}$-measurable
(ii) $\int_A E[X|\mathcal{H}] dP = \int_A X dP$ for all $A \in \mathcal{H}$.

Now $\mathcal{P}_\mathcal{N}(X)$ is $\mathcal{H}$-measurable and

\[ \int_{\mathbb{R}} Y(X - \mathcal{P}_\mathcal{N}(X)) dP = 0 \quad \text{for all } Y \in \mathcal{N} . \]

In particular,

\[ \int_A (X - \mathcal{P}_\mathcal{N}(X)) dP = 0 \quad \text{for all } A \in \mathcal{H} \]

i.e.

\[ \int_A \mathcal{P}_\mathcal{N}(X) dP = \int_A X dP \quad \text{for all } A \in \mathcal{H} . \]

Hence, by uniqueness, $\mathcal{P}_\mathcal{N}(X) = E[X|\mathcal{H}]$.

From the general theory of Hilbert spaces we know that the solution $\hat{X}_t$ of the problem (6.1.8) is given by the projection $\mathcal{P}_{\mathcal{K}_t}(X_t)$. Therefore Lemma 6.1.1 leads to the following useful result:

**Theorem 6.1.2.**

\[ \hat{X}_t = \mathcal{P}_{\mathcal{K}_t}(X_t) = E[X_t|\mathcal{G}_t] . \]

This is the basis for the general Fujisaki-Kallianpur-Kunita equation of filtering theory. See for example Bensoussan (1992), Davis (1984) or Kallianpur (1980).

### 6.2 The 1-Dimensional Linear Filtering Problem

From now on we will concentrate on the linear case, which allows an explicit solution in terms of a stochastic differential equation for $\hat{X}_t$ (*the Kalman-Bucy filter*):

In the linear filtering problem the system and observation equations have the form:
(linear system) \[ dX_t = F(t)X_t dt + C(t)dU_t; \quad F(t) \in \mathbb{R}^{n \times n}, \quad C(t) \in \mathbb{R}^{n \times p} \] (6.2.1)

(linear observations) \[ dZ_t = G(t)X_t dt + D(t)dV_t; \quad G(t) \in \mathbb{R}^{m \times n}, \quad D(t) \in \mathbb{R}^{m \times r} \] (6.2.2)

To be able to focus on the main ideas in the solution of the filtering problem, we will first consider only the 1-dimensional case:

(linear system) \[ dX_t = F(t)X_t dt + C(t)dU_t; \quad F(t), C(t) \in \mathbb{R}^{n \times n} \] (6.2.3)

(linear observations) \[ dZ_t = G(t)X_t dt + D(t)dV_t; \quad G(t), D(t) \in \mathbb{R}^{m \times n} \] (6.2.4)

We assume (see (5.2.1)) that \( F, G, C, D \) are bounded on bounded intervals. Based on our interpretation (6.1.5) of \( Z_t \) we assume \( Z_0 = 0 \). We also assume that \( X_0 \) is normally distributed (and independent of \( \{U_t\}, \{V_t\} \)). Finally we assume that \( D(t) \) is bounded away from 0 on bounded intervals.

The (important) extension to the several-dimensional case (6.2.1), (6.2.2) is technical, but does not require any essentially new ideas. Therefore we shall only state the result for this case (in the next section) after we have discussed the 1-dimensional situation. The reader is encouraged to work out the necessary modifications for the general case for himself or consult Bensoussan (1992), Davis (1977) or Kallianpur (1980) for a full treatment.

From now on we let \( X_t, Z_t \) be processes satisfying (6.2.3), (6.2.4). Here is an outline of the solution of the filtering problem in this case.

**Step 1.** Let \( \mathcal{L} = \mathcal{L}(Z, t) \) be the closure in \( L^2(P) \) of functions which are linear combinations of the form

\[ c_0 + c_1 Z_{s_1}(\omega) + \cdots + c_k Z_{s_k}(\omega), \quad \text{with} \quad s_j \leq t, \quad c_j \in \mathbb{R}. \]

Let \( \mathcal{P}_{\mathcal{L}} \) denote the projection from \( L^2(P) \) onto \( \mathcal{L} \).

Then, with \( K \) as in (6.1.9),

\[ \hat{X}_t = \mathcal{P}_{\mathcal{L}}(X_t) = \mathbb{E}[X_t|G_t] = \mathcal{P}_{\mathcal{L}}(X_t). \]

Thus, the best \( Z \)-measurable estimate of \( X_t \) coincides with the best \( Z \)-linear estimate of \( X_t \).

**Step 2.** Replace \( Z_t \) by the innovation process \( N_t \):

\[ N_t = Z_t - \int_0^t (GX)_s^\diamond ds, \quad \text{where} \quad (GX)_s^\diamond = \mathcal{P}_{\mathcal{L}(Z,s)}(G(s)X_s) = G(s)\hat{X}_s. \]

Then

(i) \( N_t \) has orthogonal increments, i.e.

\[ \mathbb{E}[(N_{t_1}-N_{s_1})(N_{t_2}-N_{s_2})] = 0 \quad \text{for non-overlapping intervals} \quad [s_1, t_1], [s_2, t_2]. \]
(ii) $L(N, t) = L(Z, t)$, so $\hat{X}_t = P_{L(N,t)}(X_t)$.

**Step 3.** If we put
$$dR_t = \frac{1}{D(t)} dN_t,$$
then $R_t$ is a 1-dimensional Brownian motion. Moreover,
$$L(N, t) = L(R, t) \quad \text{and} \quad \hat{X}_t = P_{L(N,t)}(X_t) = P_{L(R,t)}(X_t) = E[X_t] + \int_0^t \frac{\partial}{\partial s} E[X_t R_s] dR_s.$$

**Step 4.** Find an expression for $X_t$ by solving the (linear) stochastic differential equation
$$dX_t = F(t) X_t dt + C(t) dU_t.$$

**Step 5.** Substitute the formula for $X_t$ from Step 4 into $E[X_t R_s]$ and use Step 3 to obtain a stochastic differential equation for $\hat{X}_t$:
$$d\hat{X}_t = \frac{\partial}{\partial s} E[X_t R_s]_{s=t} dR_t + \left( \int_0^t \frac{\partial^2}{\partial t \partial s} E[X_t R_s] dR_s \right) dt \quad \text{etc.}$$

Before we proceed to establish Steps 1–5, let us consider a simple, but motivating example:

**Example 6.2.1.** Suppose $X, W_1, W_2, \ldots$ are independent real random variables, $E[X] = E[W_j] = 0$ for all $j$, $E[X^2] = a^2$, $E[W_j^2] = m^2$ for all $j$. Put $Z_j = X + W_j$.

What is the best linear estimate $\hat{X}$ of $X$ based on $\{Z_j; j \leq k\}$? More precisely, let
$$L = L(Z, k) = \{c_1 Z_1 + \cdots + c_k Z_k; c_1, \ldots, c_k \in \mathbb{R}\}.$$

Then we want to find
$$\hat{X}_k = P_k(X),$$
where $P_k$ denotes the projection into $L(Z, k)$.

We use the Gram-Schmidt procedure to obtain random variables $A_1, A_2, \ldots$ such that

(i) $E[A_i A_j] = 0$ for $i \neq j$
(ii) $L(A, k) = L(Z, k)$ for all $k$. 

Then
\[
\hat{X}_k = \sum_{j=1}^{k} \frac{E[XA_j]}{E[A_j]} A_j \quad \text{for } k = 1, 2, \ldots \tag{6.2.5}
\]
We obtain a recursive relation between \(\hat{X}_k\) and \(\hat{X}_{k-1}\) from this by observing that
\[
A_j = Z_j - \hat{X}_{j-1} , \tag{6.2.6}
\]
which follows from
\[
A_j = Z_j - P_{j-1}(Z_j) = Z_j - P_{j-1}(X) , \quad \text{since } P_{j-1}(W_j) = 0 .
\]
By (6.2.6)
\[
E[XA_j] = E[X(Z_j - \hat{X}_{j-1})] = E[X(X - \hat{X}_{j-1})] = E[(X - \hat{X}_{j-1})^2]
\]
and
\[
E[A_j^2] = E[(X + W_j - \hat{X}_{j-1})^2] = E[(X - \hat{X}_{j-1})^2] + m^2 .
\]
Hence
\[
\hat{X}_k = \hat{X}_{k-1} + \frac{E[(X - \hat{X}_{k-1})^2]}{E[(X - \hat{X}_{k-1})^2] + m^2} (Z_k - \hat{X}_{k-1}) . \tag{6.2.7}
\]
If we introduce
\[
Z_k = \frac{1}{k} \sum_{j=1}^{k} Z_j ,
\]
then this can be simplified to
\[
\hat{X}_k = \frac{a^2}{a^2 + \frac{1}{k} m^2} Z_k . \tag{6.2.8}
\]
(This can be seen as follows:
Put \(\alpha_k = \frac{a^2}{a^2 + \frac{1}{k} m^2} , \quad U_k = \alpha_k Z_k . \)
Then
(i) \(U_k \in \mathcal{L}(Z, k)\)
(ii) \(X - U_k \perp \mathcal{L}(Z, k) , \) since
\[
E[(X - U_k)Z_i] = E[XZ_i] - \alpha_k E[Z_kZ_i]
\]
\[
= E[X(X + W_i)] - \alpha_k \frac{1}{k} \sum_j E[Z_jZ_i]
\]
\[
= a^2 - \frac{1}{k} \alpha_k \sum_j E[(X + W_j)(X + W_i)] = a^2 - \frac{1}{k} \alpha_k [ka^2 + m^2] = 0 .
\]
The result can be interpreted as follows:

For large \( k \) we put \( \hat{X}_k \approx Z_k \), while for small \( k \) the relation between \( a^2 \) and \( m^2 \) becomes more important. If \( m^2 \gg a^2 \), the observations are to a large extent neglected (for small \( k \)) and \( \hat{X}_k \) is put equal to its mean value, 0. See also Exercise 6.11.

This example gives the motivation for our approach:

We replace the process \( Z_t \) by an orthogonal increment process \( N_t \) (Step 2) in order to obtain a representation for \( \hat{X}_t \) analogous to (6.2.5). Such a representation is obtained in Step 3, after we have identified the best linear estimate with the best measurable estimate (Step 1) and established the connection between \( N_t \) and Brownian motion.

**Step 1. Z-Linear and Z-Measurable Estimates**

**Lemma 6.2.2.** Let \( X, Z_s; s \leq t \) be random variables in \( L^2(P) \) and assume that

\[
(X, Z_{s_1}, Z_{s_2}, \ldots, Z_{s_n}) \in \mathbb{R}^{n+1}
\]

has a normal distribution for all \( s_1, s_2, \ldots, s_n \leq t, n \geq 1 \). Then

\[
P_C(X) = E[X|\mathcal{G}] = P_X(X).
\]

In other words, the best \( Z \)-linear estimate for \( X \) coincides with the best \( Z \)-measurable estimate in this case.

**Proof.** Put \( \bar{X} = P_C(X), \tilde{X} = X - \bar{X} \). Then we claim that \( \tilde{X} \) is independent of \( \mathcal{G} \): Recall that a random variable \( (Y_1, \ldots, Y_k) \in \mathbb{R}^k \) is normal iff \( c_1 Y_1 + \cdots + c_k Y_k \) is normal, for all choices of \( c_1, \ldots, c_k \in \mathbb{R} \). And an \( L^2 \)-limit of normal variables is again normal (Appendix A). Therefore

\[
(\tilde{X}, Z_{s_1}, \ldots, Z_{s_n}) \text{ is normal for all } s_1, \ldots, s_n \leq t.
\]

Since \( E[\tilde{X} Z_{s_j}] = 0 \), \( \tilde{X} \) and \( Z_{s_j} \) are uncorrelated, for \( 1 \leq j \leq n \). It follows (Appendix A) that

\[
\tilde{X} \text{ and } (Z_{s_1}, \ldots, Z_{s_n}) \text{ are independent}.
\]

So \( \tilde{X} \) is independent from \( \mathcal{G} \) as claimed. But then

\[
E[X_G(X - \bar{X})] = E[X_G \tilde{X}] = E[X_G] \cdot E[\tilde{X}] = 0 \quad \text{for all } G \in \mathcal{G}
\]
i.e. \( \int_X dP = \int_{\mathcal{G}} \tilde{X} dP \). Since \( \tilde{X} \) is \( \mathcal{G} \)-measurable, we conclude that

\[
\bar{X} = E[X|\mathcal{G}]. \quad \square
\]
There is a curious interpretation of this result: Suppose $X, \{Z_t\}_{t \in T}$ are $L^2(P)$-functions with given covariances. Among all possible distributions of $(X, Z_{t_1}, \ldots, Z_{t_n})$ with these covariances, the normal distribution will be the “worst” w.r.t. estimation, in the following sense: For any distribution we have

$$E[(X - E[X|G])^2] \leq E[(X - \mathcal{P}_L(X))^2],$$

with equality for the normal distribution, by Lemma 6.2.2. (Note that the quantity on the right hand side only depends on the covariances, not on the distribution we might choose to obtain these covariances). For a broad discussion of similar conclusions, based on an information theoretical game between nature and the observer, see Topsøe (1978).

Finally, to be able to apply Lemma 6.2.2 to our filtering problem, we need the following result:

**Lemma 6.2.3.**

$$M_t = \begin{bmatrix} X_t \\ Z_t \end{bmatrix} \in \mathbb{R}^2$$

is a Gaussian process.

**Proof.** We may regard $M_t$ as the solution of a 2-dimensional linear stochastic differential equation of the form

$$dM_t = H(t)M_tdt + K(t)dB_t, \quad M_0 = \begin{bmatrix} X_0 \\ 0 \end{bmatrix}; \quad (6.2.9)$$

where $H(t) \in \mathbb{R}^{2 \times 2}$, $K(t) \in \mathbb{R}^{2 \times 2}$ and $B_t$ is 2-dimensional Brownian motion.

Use Picard iteration to solve (6.2.9), i.e. put

$$M_t^{(n+1)} = M_0 + \int_0^t H(s)M_s^{(n)}ds + \int_0^t K(s)dB_s, \quad n = 0, 1, 2, \ldots \quad (6.2.10)$$

Then $M_t^{(n)}$ is Gaussian for all $n$ and $M_t^{(n)} \to M_t$ in $L^2(P)$ (see the proof of Theorem 5.2.1) and therefore $M_t$ is Gaussian (Theorem A.7).

**Step 2. The Innovation Process**

Before we introduce the innovation process we will establish a useful representation of the functions in the space

$$\mathcal{L}(Z,T) = \text{the closure in } L^2(P) \text{ of all linear combinations }$$

$$c_0 + c_1 Z_{t_1} + \cdots + c_k Z_{t_k}; \quad 0 \leq t_i \leq T, \quad c_j \in \mathbb{R}.$$ 

If $f \in L^2[0, T]$, note that
\[ E \left[ \left( \int_0^T f(t) dZ_t \right)^2 \right] = E \left[ \left( \int_0^T f(t) G(t) X_t dt \right)^2 \right] + E \left[ \left( \int_0^T f(t) D(t) dV_t \right)^2 \right] + 2E \left[ \left( \int_0^T f(t) G(t) X_t dt \right) \left( \int_0^T f(t) D(t) dV_t \right) \right]. \]

Since
\[ E \left[ \left( \int_0^T f(t) G(t) X_t dt \right)^2 \right] \leq A_1 \cdot \int_0^T f(t)^2 dt \]
by the Cauchy-Schwartz inequality,
\[ E \left[ \left( \int_0^T f(t) D(t) dV_t \right)^2 \right] = \int_0^T f(t)^2 D^2(t) dt \]
by the Itô isometry
and \( \{X_t\}, \{V_t\} \) are independent, we conclude that
\[ A_0 \int_0^T f^2(t) dt \leq E \left[ \left( \int_0^T f(t) dZ_t \right)^2 \right] \leq A_2 \int_0^T f^2(t) dt, \quad (6.2.11) \]
for some constants \( A_0, A_1, A_2 \) not depending on \( f \). We can now show

**Lemma 6.2.4.** \( \mathcal{L}(Z, T) = \{c_0 + \int_0^T f(t) dZ_t; f \in L^2[0, T], c_0 \in \mathbb{R}\} \).

**Proof.** Denote the right hand side by \( \mathcal{N}(Z, T) \). It is enough to show that

a) \( \mathcal{N}(Z, T) \subset \mathcal{L}(Z, T) \)

b) \( \mathcal{N}(Z, T) \) contains all linear combinations of the form
\[ c_0 + c_1 Z_{t_1} + \cdots + c_k Z_{t_k}; \quad 0 \leq t_i \leq T \]

c) \( \mathcal{N}(Z, T) \) is closed in \( L^2(\mathbb{P}) \)

a): This follows from the fact that if \( f \) is continuous then
\[ \int_0^T f(t) dZ_t = \lim_{n \to \infty} \sum_j f(j \cdot 2^{-n}) \cdot (Z_{j+1} 2^{-n} - Z_j 2^{-n}). \]

b): Suppose \( 0 \leq t_1 < t_2 < \cdots < t_k \leq T \). We can write
\[ \sum_{i=1}^k c_i Z_{t_i} = \sum_{j=0}^{k-1} c'_j \Delta Z_j = \sum_{j=0}^{k-1} \int_{t_j}^{t_{j+1}} c'_j dZ_t = \int_0^T \left( \sum_{j=0}^{k-1} c'_j \mathcal{N}_{[t_j, t_{j+1}]}(t) \right) dZ_t, \]
where \( \Delta Z_j = Z_{t_{j+1}} - Z_{t_j} \).

c): This follows from (6.2.11) and the fact that \( L^2[0, T] \) is complete. \( \square \)
Now we define the innovation process \( N_t \) as follows:

\[
N_t = Z_t - \int_0^t (GX)_r \, dr,
\]
where \( (GX)_r = \mathcal{P}_{L(Z,r)}(G(s)X_s) = G(s)\hat{X}_s \).

\[\text{(6.2.12)}\]

i.e.

\[
dN_t = G(t)(X_t - \hat{X}_t)dt + D(t)dV_t.
\]

\[\text{(6.2.13)}\]

**Lemma 6.2.5.**

(i) \( N_t \) has orthogonal increments

(ii) \( E[N_t^2] = \int_0^t D^2(s)ds \)

(iii) \( \mathcal{L}(N, t) \subseteq \mathcal{L}(Z, t) \) for all \( t \geq 0 \)

(iv) \( N_t \) is a Gaussian process

**Proof.** (i): If \( s < t \) and \( Y \in \mathcal{L}(Z, s) \) we have

\[
E[(N_t - N_s)Y] = E\left( \left( \int_s^t G(r)(X_r - \hat{X}_r) \, dr + \int_s^t D(r)dV_r \right)Y \right)
\]

\[
= \int_s^t G(r)E[(X_r - \hat{X}_r)Y]dr + E\left( \left( \int_s^t DdV \right)Y \right) = 0,
\]

since \( X_r - \hat{X}_r, \mathcal{L}(Z, r) \supset \mathcal{L}(Z, s) \) for \( r \geq s \) and \( V \) has independent increments.

(ii): By Itô’s formula, with \( g(t, x) = x^2 \), we have

\[
d(N_t^2) = 2N_t dN_t + \frac{1}{2}2(dN_t)^2 = 2N_t dN_t + D^2 dt.
\]

So

\[
E[N_t^2] = E\left[ \int_0^t 2N_s dN_s \right] + \int_0^t D^2(s)ds.
\]

Now

\[
\int_0^t N_s dN_s = \lim_{\Delta t_j \to 0} \sum_N t_j \left[ N_{t_j+1} - N_{t_j} \right],
\]

so since \( N \) has orthogonal increments we have

\[
E\left[ \int_0^t N_s dN_s \right] = 0, \quad \text{and (ii) follows}.
\]

(iii): It is clear that \( \mathcal{L}(N, t) \subseteq \mathcal{L}(Z, t) \) for all \( t \geq 0 \). To establish the opposite inclusion we use Lemma 6.2.4. So choose \( f \in L^2[0, t] \) and let us see what functions can be obtained in the form
\[
\int_0^t f(s) dN_s = \int_0^t f(s) dZ_s - \int_0^t f(r) G(r) \bar{X}_s dr \\
= \int_0^t f(s) dZ_s - \int_0^t f(r) \left( \int_0^r g(r,s) dZ_s \right) dr - \int_0^t f(r) c(r) dr \\
= \int_0^t \left[ f(s) - \int_0^s f(r) g(r,s) dr \right] dZ_s - \int_0^t f(r) c(r) dr ,
\]
where we have used Lemma 6.2.2 and Lemma 6.2.4 to write, for each \( r \),

\[
(GX)_r^t = c(r) + \int_0^r g(r,s) dZ_s \quad \text{for some} \quad g(r, \cdot) \in L^2[0, r], \quad c(r) \in \mathbb{R} .
\]

From the theory of Volterra integral equations (see e.g. Davis (1977), p. 125) there exists for all \( h \in L^2[0, t] \) an \( f \in L^2[0, t] \) such that

\[
f(s) - \int_0^s f(r) g(r,s) dr = h(s).
\]

So by choosing \( h = X_{[0,t]} \) where \( 0 \leq t_1 \leq t \), we obtain

\[
\int_0^t f(r) c(r) dr + \int_0^t f(s) dN_s = \int_0^t X_{[0,t]}(s) dZ_s = Z_{t_1} ,
\]
which shows that \( \mathcal{L}(N, t) \supset \mathcal{L}(Z, t) \).

(iv): \( \bar{X}_t \) is a limit (in \( L^2(P) \)) of linear combinations of the form

\[
M = c_0 + c_1 Z_{s_1} + \cdots + c_k Z_{s_k} , \quad \text{where} \quad s_k \leq t .
\]

Therefore

\[
(\bar{X}_{t_1}, \ldots, \bar{X}_{t_m})
\]

is a limit of \( m \)-dimensional random variables \( (M^{(1)}, \ldots, M^{(m)}) \) whose components \( M^{(j)} \) are linear combinations of this form. \( (M^{(1)}, \ldots, M^{(m)}) \) has a normal distribution since \( \{Z_t\} \) is Gaussian, and therefore the limit has. Hence \( \{\bar{X}_t\} \) is Gaussian. It follows that

\[
N_t = Z_t - \int_0^t G(s) \bar{X}_s ds
\]
is Gaussian, by a similar argument. \( \square \)
Step 3. The Innovation Process and Brownian Motion

Let \( N_t = Z_t - \int_0^t G(s) \hat{X}_s ds \) be the innovation process defined in Step 2.

Recall that we have assumed that \( D(t) \) is bounded away from 0 on bounded intervals. Define the process \( R_t(\omega) \) by

\[
dR_t = \frac{1}{D(t)} dN_t(\omega) ; \quad t \geq 0, \quad R_0 = 0 .
\]  
(6.2.14)

Lemma 6.2.6. \( R_t \) is a 1-dimensional Brownian motion.

Proof. Observe that

(i) \( R_t \) has continuous paths
(ii) \( R_t \) has orthogonal increments (since \( N_t \) has)
(iii) \( R_t \) is Gaussian (since \( N_t \) is)
(iv) \( E[R_t] = 0 \) and \( E[R_t R_s] = \min(s,t) \).

To prove the last assertion in (iv), note that by Itô’s formula

\[
d(R_t^2) = 2R_t dR_t + (dR_t)^2 = 2R_t dR_t + dt ,
\]
so, since \( R_t \) has orthogonal increments,

\[
E[R_t^2] = E[\int_0^t ds] = t .
\]

Therefore, if \( s < t \),

\[
E[R_t R_s] = E[(R_t - R_s)R_s] + E[R_s^2] = E[R_s^2] = s .
\]

Properties (i), (iii) and (iv) constitute one of the many characterizations of a 1-dimensional Brownian motion (see Simon (1979), Theorem 4.3). (Alternatively, we could easily deduce that \( R_t \) has stationary, independent increments and therefore – by continuity – must be Brownian motion, by the result previously referred to in the beginning of Chapter 3. For a general characterization of Brownian motion see Corollary 8.4.5.) \( \Box \)

Since

\[
\mathcal{L}(N, t) = \mathcal{L}(R, t)
\]

we conclude that

\[
\hat{X}_t = \mathcal{P}_{\mathcal{L}(R, t)}(X_t) .
\]

It turns out that the projection down to the space \( \mathcal{L}(R, t) \) can be described very nicely: (compare with formula (6.2.5) in Example 6.2.1)
Lemma 6.2.7.

\[ \hat{X}_t = E[X_t] + \int_0^t \frac{\partial}{\partial s} E[X_t R_s] dR_s. \]  

(6.2.15)

Proof. From Lemma 6.2.4 we know that

\[ \hat{X}_t = c_0(t) + \int_0^t g(s) dR_s \quad \text{for some } g \in L^2[0,t], \ c_0(t) \in \mathbb{R}. \]

Taking expectations we see that \( c_0(t) = E[\hat{X}_t] = E[X_t] \). We have

\[ (X_t - \hat{X}_t) \perp \int_0^t f(s) dR_s \quad \text{for all } f \in L^2[0,t]. \]

Therefore

\[ E \left[ X_t \int_0^t f(s) dR_s \right] = E \left[ \hat{X}_t \int_0^t f(s) dR_s \right] = E \left[ \int_0^t g(s) dR_s \int_0^t f(s) dR_s \right] \]

\[ = E \left[ \int_0^t g(s) f(s) ds \right] = \int_0^t g(s) f(s) ds, \quad \text{for all } f \in L^2[0,t], \]

where we have used the Itô isometry. In particular, if we choose \( f = X_{[0,r]} \) for some \( r \leq t \), we obtain

\[ E[X_t R_r] = \int_0^r g(s) ds \]

or

\[ g(r) = \frac{\partial}{\partial r} E[X_t R_r], \quad \text{as asserted}. \]

This completes Step 3. \( \square \)

Step 4. An Explicit Formula for \( X_t \)

This is easily obtained using Itô’s formula, as in the examples in Chapter 5. The result is

\[ X_t = \exp \left( \int_0^t F(s) ds \right) X_0 + \int_0^t \exp \left( - \int_0^s F(u) du \right) C(s) dU_s \]

\[ = \exp \left( \int_0^t F(s) ds \right) X_0 + \int_0^t \exp \left( \int_s^t F(u) du \right) C(s) dU_s. \]
In particular, we note that \( E[X_t] = E[X_0] \exp(\int_0^t F(s)ds) \).

More generally, if \( 0 \leq r \leq t \), (see Exercise 6.12)

\[
X_t = \exp \left( \int_r^t F(s)ds \right) X_r + \int_r^t \exp \left( \int_s^t F(u)du \right) C(s)dU_s . \tag{6.2.16}
\]

**Step 5. The Stochastic Differential Equation for \( \hat{X}_t \)**

We now combine the previous steps to obtain the solution of the filtering problem, i.e. a stochastic differential equation for \( \hat{X}_t \). Starting with the formula from Lemma 6.2.7

\[
\hat{X}_t = E[X_t] + \int_0^t f(s,t)dR_s ,
\]

where

\[
f(s,t) = \frac{\partial}{\partial s} E[X_t R_s] , \tag{6.2.17}
\]

we use that

\[
R_s = \int_0^s \frac{G(r)}{D(r)}(X_r - \hat{X}_r)dr + V_s \quad \text{from (6.2.13) and (6.2.14)}
\]

and obtain

\[
E[X_t R_s] = \int_0^s \frac{G(r)}{D(r)} E[X_t \hat{X}_r]dr ,
\]

where

\[
\hat{X}_r = X_r - \hat{X}_r . \tag{6.2.18}
\]

Using formula (6.2.16) for \( X_t \), we obtain

\[
E[X_t \hat{X}_r] = \exp \left( \int_r^t F(v)dv \right) E[X_r \hat{X}_r] = \exp \left( \int_r^t F(v)dv \right) S(r) ,
\]

where

\[
S(r) = E[(\hat{X}_r)^2] , \tag{6.2.19}
\]

i.e. the mean square error of the estimate at time \( r \geq 0 \). Thus

\[
E[X_t R_s] = \int_0^s \frac{G(r)}{D(r)} \exp \left( \int_r^t F(v)dv \right) S(r)dr
\]
so that
\[ f(s, t) = \frac{G(s)}{D(s)} \exp \left( \int_s^t F(v) dv \right) S(s). \] (6.2.20)

We claim that \( S(t) \) satisfies the (deterministic) differential equation
\[ \frac{dS}{dt} = 2F(t)S(t) - \frac{G^2(t)}{D^2(t)} S^2(t) + C^2(t) \quad \text{(The Riccati equation).} \] (6.2.21)

To prove (6.2.21) note that by the Pythagorean theorem, (6.2.15) and the Itô isometry
\[ S(t) = E[(X_t - \hat{X}_t)^2] = E[X_t^2] - 2E[X_tX_t] + E[\hat{X}_t^2] = E[X_t^2] - E[\hat{X}_t^2] \]
\[ = T(t) - \int_0^t f(s, t)^2 ds - E[X_t]^2, \] (6.2.22)
where
\[ T(t) = E[X_t^2]. \] (6.2.23)

Now by (6.2.16) and the Itô isometry we have
\[ T(t) = \exp \left( 2 \int_0^t F(s) ds \right) E[X_0^2] + \int_0^t \exp \left( 2 \int_s^t F(u) du \right) C^2(s) ds, \]
using that \( X_0 \) is independent of \( \{U_s\}_{s \geq 0} \). So
\[ \frac{dT}{dt} = 2F(t) \cdot \exp \left( 2 \int_0^t F(s) ds \right) E[X_0^2] + C^2(t) \]
\[ + \int_0^t 2F(t) \exp \left( 2 \int_s^t F(u) du \right) C^2(s) ds \]
i.e.
\[ \frac{dT}{dt} = 2F(t)T(t) + C^2(t). \] (6.2.24)

Substituting in (6.2.22) we obtain, using Step 4,
\[ \frac{dS}{dt} = \frac{dT}{dt} - f(t, t)^2 - \int_0^t 2f(s, t) \cdot \frac{\partial}{\partial t} f(s, t) ds - 2F(t)E[X_t]^2 \]
\[ = 2F(t)T(t) + C^2(t) - \frac{G^2(t)S^2(t)}{D^2(t)} - 2 \int_0^t f^2(s, t)F(t) ds - 2F(t)E[X_t]^2 \]
\[ = 2F(t)S(t) + C^2(t) - \frac{G^2(t)S^2(t)}{D^2(t)}, \quad \text{which is (6.2.21).} \]
We are now ready for the stochastic differential equation for $\hat{X}_t$:

From the formula

$$\hat{X}_t = c_0(t) + \int_0^t f(s, t) dR_s$$

where $c_0(t) = E[X_t]$

it follows that

$$d\hat{X}_t = c_0'(t) dt + f(t, t) dR_t + \left( \int_0^t \frac{\partial}{\partial t} f(s, t) dR_s \right) dt,$$

(6.2.25)

since

$$\int_0^u \left( \int_0^t \frac{\partial}{\partial t} f(s, t) dR_s \right) dt = \int_0^u \left( \int_s^u \frac{\partial}{\partial t} f(s, t) dt \right) dR_s$$

$$= \int_0^u (f(s, u) - f(s, s)) dR_s = \hat{X}_u - c_0(u) - \int_0^u f(s, t) dR_s.$$

So

$$d\hat{X}_t = c_0'(t) dt + \frac{G(t)}{D(t)} S(t) \hat{X}_t dt + \left( \int_0^t f(s, t) dR_s \right) F(t) dt$$

or

$$d\hat{X}_t = c_0'(t) dt + F(t) \cdot (\hat{X}_t - c_0(t)) dt + \frac{G(t)}{D(t)} S(t) \frac{dR_t}{D(t)^2}$$

(6.2.26)

since $c_0'(t) = F(t) c_0(t)$ (Step 4).

If we substitute

$$dR_t = \frac{1}{D(t)} [dZ_t - G(t) \hat{X}_t dt]$$

we obtain

$$d\hat{X}_t = \frac{G^2(t)}{D^2(t)} \hat{X}_t dt + \frac{G(t) S(t)}{D(t)} dZ_t.$$

(6.2.27)

So the conclusion is:

**Theorem 6.2.8 (The 1-dimensional Kalman-Bucy filter).**

The solution $\hat{X}_t = E[X_t | \mathcal{G}_t]$ of the 1-dimensional linear filtering problem

(linear system) \hspace{1cm} dX_t = F(t) X_t dt + C(t) dU_t; \hspace{1cm} F(t), \ C(t) \in \mathbb{R} \hspace{1cm} (6.2.3)

(linear observations) \hspace{1cm} dZ_t = G(t) X_t dt + D(t) dV_t; \hspace{1cm} G(t), \ D(t) \in \mathbb{R} \hspace{1cm} (6.2.4)
The 1-Dimensional Linear Filtering Problem

6.2 The 1-Dimensional Linear Filtering Problem

(with conditions as stated earlier) satisfies the stochastic differential equation

\[ d\hat{X}_t = \left( F(t) - \frac{G^2(t)S(t)}{D^2(t)} \right) \hat{X}_t dt + \frac{G(t)S(t)}{D^2(t)} dZ_t; \quad \hat{X}_0 = E[X_0] \]  

(6.2.28)

where

\[ S(t) = E[(X_t - \hat{X}_t)^2] \] satisfies the (deterministic) Riccati equation

\[ \frac{dS}{dt} = 2F(t)S(t) - \frac{G^2(t)}{D^2(t)} S^2(t) + G^2(t), \quad S(0) = E[(X_0 - E[X_0])^2]. \]  

(6.2.29)

Example 6.2.9 (Noisy observations of a constant process).

Consider the simple case

\[ dX_t = 0, \text{ i.e. } X_t = X_0; \quad E[X_0] = 0, \quad E[X_0^2] = a^2 \]

(observations) \[ dZ_t = X_t dt + mdV_t; \quad Z_0 = 0 \]

(corresponding to

\[ H_t = \frac{dZ}{dt} = X_t + mW_t, W_t = \text{white noise}. \]

First we solve the corresponding Riccati equation for

\[ S(t) = E[(X_t - \hat{X}_t)^2]; \]

\[ \frac{dS}{dt} = -\frac{1}{m^2} S^2, \quad S(0) = a^2 \]

i.e.

\[ S(t) = \frac{a^2m^2}{m^2 + a^2t}; \quad t \geq 0. \]

This gives the following equation for \( \hat{X}_t \):

\[ d\hat{X}_t = -\frac{a^2}{m^2 + a^2t} \hat{X}_t dt + \frac{a^2}{m^2 + a^2t} dZ_t; \quad \hat{X}_0 = E[X_0] = 0 \]

or

\[ d\left( \hat{X}_t \exp \left( \int \frac{a^2}{m^2 + a^2t} dt \right) \right) = \exp \left( \int \frac{a^2}{m^2 + a^2t} dt \right) \frac{a^2}{m^2 + a^2t} dZ_t \]

which gives

\[ \hat{X}_t = \frac{a^2}{m^2 + a^2t} Z_t; \quad t \geq 0. \]  

(6.2.30)

This is the continuous analogue of Example 6.2.1.
Example 6.2.10 (Noisy observations of a Brownian motion).
If we modify the preceding example slightly, so that

\[
\begin{align*}
\text{(system)} & \quad dX_t = cdU_t; \quad E[X_0] = 0, \quad E[X_0^2] = a^2, \quad c \text{ constant} \\
\text{(observations)} & \quad dZ_t = X_t dt + mdV_t,
\end{align*}
\]

the Riccati equation becomes

\[
\frac{dS}{dt} = -\frac{1}{m^2} S^2 + c^2, \quad S(0) = a^2
\]

or

\[
\frac{m^2 dS}{m^2 c^2 - S^2} = dt, (S \neq mc).
\]

This gives

\[
\frac{mc + s}{mc - s} = K \exp\left(\frac{2ct}{m}\right); \quad K = \left|\frac{mc + a^2}{mc - a^2}\right|.
\]

Or

\[
S(t) = \begin{cases} 
mc \frac{K \exp\left(\frac{2ct}{m}\right) - 1}{K \exp\left(\frac{2ct}{m}\right) + 1} & \text{if } S(0) < mc \\
mc \text{ (constant)} & \text{if } S(0) = mc \\
mc \frac{K \exp\left(\frac{2ct}{m}\right) + 1}{K \exp\left(\frac{2ct}{m}\right) - 1} & \text{if } S(0) > mc.
\end{cases}
\]

Thus in all cases the mean square error \(S(t)\) tends to \(mc\) as \(t \to \infty\).

For simplicity let us put \(a = 0, \ m = c = 1\). Then

\[
S(t) = \frac{\exp(2t) - 1}{\exp(2t) + 1} = \tanh(t).
\]

The equation for \(\hat{X}_t\) is

\[
d\hat{X}_t = -\tanh(t)\hat{X}_t dt + \tanh(t)dZ_t, \quad \hat{X}_0 = 0
\]

or

\[
d\cosh(t)\hat{X}_t = \sinh(t)dZ_t.
\]

So

\[
\hat{X}_t = \frac{1}{\cosh(t)} \int_0^t \sinh(s)dZ_s.
\]

If we return to the interpretation of \(Z_t\):

\[
Z_t = \int_0^t H_s ds,
\]

where \(H_s\) are the “original” observations (see (6.1.4)), we can write
\[
\hat{X}_t = \frac{1}{\cosh(t)} \int_0^t \sinh(s) H_s ds ,
\]

so \(\hat{X}_t\) is approximately (for large \(t\)) a weighted average of the observations \(H_s\), with increasing emphasis on observations as time increases.

**Remark.** It is interesting to compare formula (6.2.31) with established formulas in forecasting. For example, the *exponentially weighted moving average* \(\tilde{X}_n\) suggested by C.C. Holt in 1958 is given by

\[
\tilde{X}_n = (1 - \alpha)^n Z_0 + \alpha \sum_{k=1}^{n} (1 - \alpha)^{n-k} Z_k ,
\]

where \(\alpha\) is some constant; \(0 \leq \alpha \leq 1\). See The Open University (1981), p. 16.

This may be written

\[
\tilde{X}_n = \beta^{-n} Z_0 + (\beta - 1)\beta^{-n-1} \sum_{k=1}^{n} \beta^k Z_k ,
\]

where \(\beta = \frac{1}{1-\alpha}\) (assuming \(\alpha < 1\)), which is a discrete version of (6.2.31), or – more precisely – of the formula corresponding to (6.2.31) in the general case when \(a \neq 0\) and \(m, c\) are not necessarily equal to 1.

**Example 6.2.11 (Estimation of a parameter).**

Suppose we want to estimate the value of a (constant) parameter \(\theta\), based on observations \(Z_t\) satisfying the model

\[
dZ_t = \theta M(t) dt + N(t) dB_t ,
\]

where \(M(t), N(t)\) are known functions. In this case the stochastic differential equation for \(\theta\) is of course

\[
d\theta = 0 ,
\]

so the Riccati equation for \(S(t) = E[(\theta - \hat{\theta}_t)^2]\) is

\[
\frac{dS}{dt} = - \left( \frac{M(t) S(t)}{N(t)} \right)^2
\]

which gives

\[
S(t) = \left( S_0^{-1} + \int_0^t M(s)^2 N(s)^{-2} ds \right)^{-1}
\]

and the Kalman-Bucy filter is

\[
d\hat{\theta}_t = \frac{M(t) S(t)}{N(t)^2} (dZ_t - M(t) \hat{\theta}_t dt) .
\]
This can be written
\[
\left( S_{0}^{-1} + \int_{0}^{t} M(s) N(s)^{-2} ds \right) d\hat{\theta}_t + M(t) N(t)^{-2} \hat{\theta}_t dt = M(t) N(t)^{-2} dZ_t .
\]

We recognize the left hand side as
\[
d\left( S_{0}^{-1} + \int_{0}^{t} M(s) N(s)^{-2} ds \right) \hat{\theta}_t
\]
so we obtain
\[
\hat{\theta}_t = \frac{\hat{\theta}_0 S_{0}^{-1} + \int_{0}^{t} M(s) N(s)^{-2} dZ_s}{S_{0}^{-1} + \int_{0}^{t} M(s) N(s)^{-2} ds} .
\]

This estimate coincides with the maximum likelihood estimate in classical estimation theory if \( S_{0}^{-1} = 0 \). See Liptser and Shiryaev (1978).

For more information about estimates of drift parameters in diffusions and generalizations, see for example Aase (1982), Brown and Hewitt (1975) and Taraskin (1974).

**Example 6.2.12 (Noisy observations of a population growth).**

Consider a simple growth model (\( r \) constant)
\[
dX_t = r X_t dt, \quad E[X_0] = b > 0 , \quad E[(X_0 - b)^2] = a^2 ,
\]
with observations
\[
dZ_t = X_t dt + m dV_t ; \quad m \text{ constant} .
\]

The corresponding Riccati equation
\[
\frac{dS}{dt} = 2r S - \frac{1}{m^2} S^2 , \quad S(0) = a^2 ,
\]
gives the logistic curve
\[
S(t) = \frac{2rm^2}{1 + Ke^{-2rt}} ; \quad \text{where} \quad K = \frac{2rm^2}{a^2} - 1 .
\]

So the equation for \( \hat{X}_t \) becomes
\[
d\hat{X}_t = \left( r - \frac{S}{m^2} \right) \hat{X}_t dt + \frac{S}{m^2} dZ_t ; \quad \hat{X}_0 = E[X_0] = b .
\]

For simplicity let us assume that \( a^2 = 2rm^2 \), so that
\[ S(t) = 2rm^2 \quad \text{for all } t \, . \]

(In the general case \( S(t) \to 2rm^2 \) as \( t \to \infty \), so this is not an unreasonable approximation for large \( t \)). Then we get

\[
d(\exp(rt)\hat{X}_t) = \exp(rt)2rdZ_t \, , \quad \hat{X}_0 = b
\]
or

\[
\hat{X}_t = \exp(-rt)\left[ \int_0^t 2r \exp(rs)dZ_s + b \right] .
\]

As in Example 6.2.10 this may be written

\[
\hat{X}_t = \exp(-rt)\left[ \int_0^t 2r \exp(rs)H_s ds + b \right] , \quad \text{if } Z_t = \int_0^t H_s ds . \quad (6.2.32)
\]

For example, assume that \( H_s = \beta \) (constant) for \( 0 \leq s \leq t \), i.e. that our observations (for some reason) give the same value \( \beta \) for all times \( s \leq t \). Then

\[
\hat{X}_t = 2\beta - (2\beta - b) \exp(-rt) \to 2\beta \quad \text{as } t \to \infty .
\]

If \( H_s = \beta \cdot \exp(\alpha s) \), \( s \geq 0 \) (\( \alpha \) constant), we get

\[
\hat{X}_t = \exp(-rt)\left[ \frac{2r\beta}{r+\alpha} (\exp(r + \alpha)t - 1) + b \right]
\]

\[
\approx \frac{2r\beta}{r+\alpha} \exp\alpha t \quad \text{for large } t .
\]

Thus, only if \( \alpha = r \), i.e. \( H_s = \beta \exp(rs) ; s \geq 0 \), does the filter “believe” the observations in the long run. And only if \( \alpha = r \) and \( \beta = b \), i.e. \( H_s = b \exp(rs) ; s \geq 0 \), does the filter “believe” the observations at all times.

**Example 6.2.13 (Constant coefficients – general discussion).**

Now consider the system

\[
dX_t = FX_tdt + CdU_t ; \quad F, C \text{ constants } \neq 0
\]

with observations

\[
dZ_t = GX_tdt + DdV_t ; \quad G, D \text{ constants } \neq 0 .
\]

The corresponding Riccati equation

\[
S' = 2FS - \frac{G^2}{D^2} S^2 + C^2 \, , \quad S(0) = a^2
\]

has the solution
\[ S(t) = \frac{\alpha_1 - K \alpha_2 \exp\left(\frac{(\alpha_2-\alpha_1)G^2 t}{D^2}\right)}{1 - K \exp\left(\frac{(\alpha_2-\alpha_1)G^2 t}{D^2}\right)}, \]

where

\[ \alpha_1 = G^{-2}(FD^2 - D\sqrt{F^2D^2 + G^2C^2}) \]

\[ \alpha_2 = G^{-2}(FD^2 + D\sqrt{F^2D^2 + G^2C^2}) \]

and

\[ K = \frac{\alpha^2 - \alpha_1}{\alpha^2 - \alpha_2}. \]

This gives the solution for \( \hat{X}_t \) of the form

\[ \hat{X}_t = \exp\left(\int_0^t H(s)ds\right)\hat{X}_0 + \frac{G}{D^2} \int_0^t \exp\left(\int_s^t H(u)du\right)S(s)dZ_s, \]

where

\[ H(s) = F - \frac{G^2}{D^2}S(s). \]

For large \( s \) we have \( S(s) \approx \alpha_2 \). This gives

\[ \hat{X}_t \approx \hat{X}_0 \exp\left(F - \frac{G^2\alpha_2}{D^2}\right)t + \frac{G\alpha_2}{D^2} \int_0^t \exp\left(F - \frac{G^2\alpha_2}{D^2}\right)(t-s)dZ_s \]

\[ = \hat{X}_0 \exp(-\beta t) + \frac{G\alpha_2}{D^2} \exp(-\beta t) \int_0^t \exp(\beta s)dZ_s \quad (6.2.33) \]

where \( \beta = D^{-1}\sqrt{F^2D^2 + G^2C^2} \). So we get approximately the same behaviour as in the previous example.

### 6.3 The Multidimensional Linear Filtering Problem

Finally we formulate the solution of the \( n \)-dimensional linear filtering problem (6.2.1), (6.2.2):

**Theorem 6.3.1 (The Multi-Dimensional Kalman-Bucy Filter).**

The solution \( \hat{X}_t = E[X_t|\mathcal{G}_t] \) of the multi-dimensional linear filtering problem

\( \text{linear system) } \quad dX_t = F(t)X_t dt + C(t)dU_t; \quad F(t) \in \mathbb{R}^{n \times n}, \ C(t) \in \mathbb{R}^{n \times p} \quad (6.3.1) \)

\( \text{linear observations) } \quad dZ_t = G(t)X_t dt + D(t)dV_t; \quad G(t) \in \mathbb{R}^{m \times n}, \ D(t) \in \mathbb{R}^{m \times r} \quad (6.3.2) \)
satisfies the stochastic differential equation
\[
d\hat{X}_t = (F - SG^T(DD^T)^{-1}G)\hat{X}_t dt + SG^T(DD^T)^{-1}dZ_t, \quad \hat{X}_0 = E[X_0]
\]
where \(S(t) := E[(X_t - \hat{X}_t)(X_t - \hat{X}_t)^T] \in \mathbb{R}^{n \times n}\) satisfies the matrix Riccati equation
\[
\frac{dS}{dt} = FS + SF^T - SG^T(DD^T)^{-1}GS + CC^T ;
\]
\[
S(0) = E[(X_0 - E[X_0])(X_0 - E[X_0])^T].
\]
The condition on \(D(t) \in \mathbb{R}^{m \times r}\) is now that \(D(t)D(t)^T\) is invertible for all \(t\) and that \((D(t)D(t)^T)^{-1}\) is bounded on every bounded \(t\)-interval.

A similar solution can be found for the more general situation
\[
\begin{align*}
(dx_t & = [F_0(t) + F_1(t)x_t + F_2(t)z_t]dt + C(t)dU_t \quad (6.3.5) \\
(dz_t & = [G_0(t) + G_1(t)x_t + G_2(t)z_t]dt + D(t)dV_t, \quad (6.3.6)
\end{align*}
\]
where \(x_t \in \mathbb{R}^n, z_t \in \mathbb{R}^m\) and \(B_t = (U_t, V_t)\) is \(n + m\)-dimensional Brownian motion, with appropriate dimensions on the matrix coefficients. See Benoussan (1992) and Kallianpur (1980), who also treat the non-linear case. An account of non-linear filtering theory is also given in Pardoux (1979) and Davis (1984).

For the solution of linear filtering problems governed by more general processes than Brownian motion (processes with orthogonal increments) see Davis (1977).

For various applications of filtering theory see Bucy and Joseph (1968), Jazwinski (1970), Gelb (1974), Maybeck (1979) and the references in these books.

Exercises

6.1. (Time-varying observations of a constant)
Prove that if the (1-dimensional) system is
\[
\begin{align*}
dx_t & = 0, \quad E[X_0] = 0, \quad E[X_0^2] = a^2 \\
nand the observation process is \\
dz_t & = G(t)x_t dt + dV_t, \quad Z_0 = 0
\end{align*}
\]
then \(S(t) = E[(X_t - \hat{X}_t)^2]\) is given by
\[
S(t) = \frac{1}{2} \int_0^t G^2(s) ds.
\]
6. The Filtering Problem

We say that we have exact asymptotic estimation if \( S(t) \to 0 \) as \( t \to \infty \), i.e. if

\[
\int_0^\infty G^2(s)ds = \infty.
\]

Thus for

\[
G(s) = \frac{1}{(1+s)^p} \quad (p > 0 \text{ constant})
\]

we have exact asymptotic estimation if \( p \leq \frac{1}{2} \).

6.2. Consider the linear 1-dimensional filtering problem with no noise in the system:

(system) \( dX_t = F(t)X_t dt \) \( (6.3.8) \)

(observations) \( dZ_t = G(t)X_t dt + D(t)dV_t \) \( (6.3.9) \)

Put \( S(t) = E[(X_t - \hat{X}_t)^2] \) as usual and assume \( S(0) > 0 \).

a) Show that \( R(t) := \frac{1}{S(t)} \) satisfies the linear differential equation

\[
R'(t) = -2F(t)R(t) + \frac{G^2(t)}{D^2(t)} ; \quad R(0) = \frac{1}{S(0)} \quad (6.3.10)
\]

b) Use (6.3.10) to prove that for the filtering problem (6.3.8), (6.3.9) we have

\[
\frac{1}{S(t)} = \frac{1}{S(0)} \exp \left( -2 \int_0^t F(s)ds \right) + \int_0^t \exp \left( -2 \int_s^t F(u)du \right) \frac{G^2(s)}{D^2(s)} ds .
\]

6.3. In Example 6.2.12 we found that

\[
S(t) \to 2rm^2 \quad \text{as} \ t \to \infty,
\]

so exact asymptotic estimation (Exercise 6.1) of \( X_t \) is not possible. However, prove that we can obtain exact asymptotic estimation of \( X_0 \), in the sense that

\[
E[(X_0 - E[X_0|G_t])^2] \to 0 \quad \text{as} \ t \to \infty.
\]

(Hint: Note that \( X_0 = e^{-rt}X_t \) and therefore \( E[X_0|G_t] = e^{-rt}\hat{X}_t \), so that

\[
E[(X_0 - E[X_0|G_t])^2] = e^{-2rt}S(t) .
\]
6.4. Consider the multi-dimensional linear filtering problem with no noise in the system:

\begin{align*}
\text{(system)} & \quad dX_t = F(t)X_t dt; \\
& \quad X_t \in \mathbb{R}^n, \ F(t) \in \mathbb{R}^{n \times n} \quad (6.3.12) \\
\text{(observations)} & \quad dZ_t = G(t)X_t dt + D(t)dV_t; \\
& \quad G(t) \in \mathbb{R}^{m \times n}, \ D(t) \in \mathbb{R}^{m \times r} \quad (6.3.13)
\end{align*}

Assume that $S(t)$ is nonsingular and define $R(t) = S(t)^{-1}$. Prove that $R(t)$ satisfies the Lyapunov equation (compare with Exercise 6.2)

\begin{align*}
R'(t) = -R(t)F(t) - F(t)^T R(t) + G(t)^T (D(t)D(t)^T)^{-1} G(t). \quad (6.3.14)
\end{align*}

(Hint: Note that since $S(t)S^{-1}(t) = I$ we have $S'(t)S^{-1}(t) + S(t)(S^{-1})'(t) = 0$, which gives $$(S^{-1})'(t) = -S^{-1}(t)S'(t)S^{-1}(t).$$)

6.5. (Prediction)

In the prediction problem one seeks to estimate the value of the system $X$ at a future time $T$ based on the observations $G_t$ up to the present time $t < T$.

Prove that in the linear setup (6.2.3), (6.2.4) the predicted value

$$E[X_T|G_t], \quad T > t$$

is given by

$$E[X_T|G_t] = \exp \left( \int_t^T F(s) ds \right) \cdot \hat{X}_t. \quad (6.3.15)$$

(Hint: Use formula (6.2.16).)

6.6. (Interpolation/smoothing)

The interpolation or smoothing problem consists of estimating the value of the system $X$ at a time $s < t$, given the observations up to time $t, G_t$.

With notation as in (6.2.1), (6.2.2) one can show that $M_s = E[X_s|G_t]$ satisfies the differential equation

\begin{align*}
\begin{cases}
\frac{d}{ds} M_s = F(s)M_s + C(s)C^T(s)S^{-1}(s)(M_s - \hat{X}_s); & s < t \\
M_t = \hat{X}_t.
\end{cases} \quad (6.3.16)
\end{align*}

(See Davis (1977, Theorem 4.4.4).)

Use this result to find $E[X_s|G_t]$ in Example 6.2.9.
6.7. Consider the system
\[
\begin{bmatrix}
\frac{dX_1}{dt}
\end{bmatrix}
= \begin{bmatrix}
0
\end{bmatrix},
\begin{bmatrix}
\frac{dX_2}{dt}
\end{bmatrix}
= \begin{bmatrix}
0
\end{bmatrix}
\]
with observations
\[
\begin{bmatrix}
\frac{dZ_1}{dt}
\end{bmatrix}
= \begin{bmatrix}
X_1
X_1 + X_2
\end{bmatrix} dt + \begin{bmatrix}
\frac{dv_1}{dt}
\frac{dv_2}{dt}
\end{bmatrix}.
\]
Apply (6.3.14) from Exercise 6.4 to prove that
\[
S(t) = \text{E}[(X_t - \hat{X}_t)(X_t - \hat{X}_t)^T]
\]
is given by
\[
S(t) = S(0) + \begin{bmatrix}
2 & 1
1 & 1
\end{bmatrix} t
\]
if \(S(0)\) is invertible. Then show that
\[
\frac{d\hat{X}_t}{dt} = -S(t) \begin{bmatrix}
2 & 1
1 & 1
\end{bmatrix} \hat{X}_t dt + S(t) \begin{bmatrix}
1 & 1
0 & 1
\end{bmatrix} dZ_t.
\]

6.8. Transform the following Stratonovich equation
\[
\frac{dX_t}{dt} = b(t, X_t) dt + \sigma(t, X_t) \circ dB_t
\]
into the corresponding Itô equation
\[
\frac{dX_t}{dt} = \tilde{b}(t, X_t) dt + \sigma(t, X_t) dB_t
\]
using (6.1.3):
\[
a) \begin{bmatrix}
\frac{dX_1}{dt}
\frac{dX_2}{dt}
\end{bmatrix}
= \begin{bmatrix}
1
X_2 + e^{2X_1}
\end{bmatrix} dt + \begin{bmatrix}
0
e^{X_1}
\end{bmatrix} \circ dB_t (B_t \in \mathbb{R})
\]
b) \[
\begin{bmatrix}
\frac{dX_1}{dt}
\frac{dX_2}{dt}
\end{bmatrix}
= \begin{bmatrix}
X_1
X_2
\end{bmatrix} dt + \begin{bmatrix}
X_2
X_1
\end{bmatrix} \circ dB_t (B_t \in \mathbb{R})
\]

6.9. Transform the following Itô equation
\[
\frac{dX_t}{dt} = b(t, X_t) dt + \sigma(t, X_t) dB_t
\]
into the corresponding Stratonovich equation
\[
\frac{dX_t}{dt} = \tilde{b}(t, X_t) dt + \sigma(t, X_t) \circ dB_t
\]
using (the converse of) (6.1.3):
a) \( dX_t = -\frac{1}{2}X_t dt + KX_t dB_t \), where
\[
K = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}, \quad X_t = \begin{bmatrix} X_1(t) \\ X_2(t) \end{bmatrix} \in \mathbb{R}^2 \quad \text{and} \quad B_t \in \mathbb{R}
\]
(i.e. \( X_t \) is Brownian motion on the unit circle (Example 5.1.4)).

b) \[
\begin{bmatrix} dX_1 \\ dX_2 \end{bmatrix} = \begin{bmatrix} X_1 - X_2 \\ X_2 X_1 \end{bmatrix} dB_t.
\]

6.10. (On the support of an Itô diffusion)

The support of an Itô diffusion \( X \) in \( \mathbb{R}^n \) starting at \( x \in \mathbb{R}^n \) is the smallest closed set \( F \) with the property that \( X_t(\omega) \in F \) for all \( t \geq 0, \) for a.a. \( \omega \).

In Example 5.1.4 we found that Brownian motion on the unit circle, \( X_t \), satisfies the (Itô) stochastic differential equation
\[
\begin{bmatrix} dX_1(t) \\ dX_2(t) \end{bmatrix} = -\frac{1}{2} \begin{bmatrix} X_1(t) \\ X_2(t) \end{bmatrix} dt + \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} X_1(t) \\ X_2(t) \end{bmatrix} dB_t. \quad (6.3.17)
\]

From this equation it is not at all apparent that its solution is situated on the same circle as the starting point. However, this can be detected by proceeding as follows: First transform the equation into its Stratonovich form, which in Exercise 6.9 is found to be
\[
\begin{bmatrix} dX_1(t) \\ dX_2(t) \end{bmatrix} = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} X_1(t) \\ X_2(t) \end{bmatrix} \circ dB_t. \quad (6.3.18)
\]

Then (formally) replace \( \circ dB_t \) by \( \phi'(t) dt \), where \( \phi \) is some smooth (deterministic) function, \( \phi(0) = 0 \). This gives the deterministic equation
\[
\begin{bmatrix} dX_1^{(\phi)}(t) \\ dX_2^{(\phi)}(t) \end{bmatrix} = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \phi'(t) dt. \quad (6.3.19)
\]

If \( (X_1^{(\phi)}(0), X_2^{(\phi)}(0)) = (1, 0) \) the solution of (6.3.19) is
\[
\begin{bmatrix} X_1^{(\phi)}(t) \\ X_2^{(\phi)}(t) \end{bmatrix} = \begin{bmatrix} \cos \phi(t) \\ \sin \phi(t) \end{bmatrix}.
\]

So for any smooth \( \phi \) the corresponding solution \( X^{(\phi)}(t) \) of (6.3.19) has its support on this unit circle. We can conclude that the original solution \( X(t, \omega) \) is supported on the unit circle also, in virtue of the Stroock-Varadhan support theorem. This theorem says that, quite generally, the support of an Itô diffusion \( X_t(\omega) \) coincides with the closure (in \( C([0, \infty); \mathbb{R}^n) \)) of \( \{ X^{(\phi)}(\cdot) ; \phi \text{ smooth} \} \), where \( X^{(\phi)}(t) \) is obtained by replacing \( \circ dB_t \) by \( \phi'(t) dt \) in the same way as above. See e.g. Ikeda.
and Watanabe (1989, Th. VI. 8.1). (In this special case above the
support could also have been found directly from (6.3.18)).

Use the procedure above to find the support of the process \( X_t \in \mathbb{R}^2 \)
given by

\[
dX_t = \frac{1}{2} X_t dt + \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} X_t dB_t.
\]

6.11. Consider Example 6.2.1, but now without the assumption that
\( E[X] = 0 \). Show that

\[
\hat{X}_k = \frac{m^2}{ka^2 + m^2} E[X] + \frac{a^2}{\frac{1}{k}m^2} Z_k; \quad k = 1, 2, \ldots
\]

(Compare with (6.2.8).)

(Hint: Put \( \xi = X - E[X] \), \( \zeta_k = Z_k - E[X] \). Then apply (6.2.8) with
\( X \) replaced by \( \xi \) and \( Z_k \) replaced by \( \zeta_k \).)


(Hint: \( \exp \left( - \int_{r}^{s} F(u)du \right) \) is an integrating factor for the stochastic
differential equation (6.2.3).)

6.13. Consider the 1-dimensional linear filtering problem (6.2.3), (6.2.4).

Find

\[
E[\hat{X}_t] \quad \text{and} \quad E[(\hat{X}_t)^2].
\]

(Hint: Use Theorem 6.1.2 and use the definition of the mean square
error \( S(t) \).)

6.14. Let \( B_t \) be 1-dimensional Brownian motion.

a) Give an example of a process \( Z_t \) of the form

\[
dZ_t = u(t, \omega)dt + dB_t\]

such that \( Z_t \) is a Brownian motion w.r.t. \( P \) and \( u(t, \omega) \in \mathcal{V} \) is not
identically 0.

(Hint: Choose \( Z_t \) to be the innovation process (6.2.13) in a linear
filtering problem with \( D(t) \equiv 1 \).)

b) Show that the filtration \( \{Z_t\}_{t \geq 0} \) generated by a process \( Z_t \) as in a)
must be strictly smaller than \( \{\mathcal{F}_t\}_{t \geq 0} \), i.e. show that

\[
Z_t \subseteq \mathcal{F}_t \quad \text{for all } t \quad \text{and} \quad Z_t \neq \mathcal{F}_t \text{ for some } t.
\]

(Hint: Use Exercise 4.12.)
7. Diffusions: Basic Properties

7.1 The Markov Property

Suppose we want to describe the motion of a small particle suspended in a moving liquid, subject to random molecular bombardments. If \( b(t, x) \in \mathbb{R}^3 \) is the velocity of the fluid at the point \( x \) at time \( t \), then a reasonable mathematical model for the position \( X_t \) of the particle at time \( t \) would be a stochastic differential equation of the form

\[
\frac{dX_t}{dt} = b(t, X_t) + \sigma(t, X_t)W_t ,
\]

(7.1.1)

where \( W_t \in \mathbb{R}^3 \) denotes “white noise” and \( \sigma(t, x) \in \mathbb{R}^{3 \times 3} \). The Itô interpretation of this equation is

\[
dX_t = b(t, X_t)dt + \sigma(t, X_t)dB_t ,
\]

(7.1.2)

where \( B_t \) is 3-dimensional Brownian motion, and similarly (with a correction term added to \( b \)) for the Stratonovich interpretation (see (6.1.3)).

In a stochastic differential equation of the form

\[
dX_t = b(t, X_t)dt + \sigma(t, X_t)dB_t ,
\]

(7.1.3)

where \( X_t \in \mathbb{R}^n \), \( b(t, x) \in \mathbb{R}^n \), \( \sigma(t, x) \in \mathbb{R}^{n \times m} \) and \( B_t \) is \( m \)-dimensional Brownian motion, we will call \( b \) the drift coefficient and \( \sigma \) – or sometimes \( \frac{1}{2}\sigma \sigma^T \) – the diffusion coefficient (see Theorem 7.3.3).

Thus the solution of a stochastic differential equation may be thought of as the mathematical description of the motion of a small particle in a moving fluid: Therefore such stochastic processes are called (Itô) diffusions.

In this chapter we establish some of the most basic properties and results about Itô diffusions:

- 7.1 The Markov property.
- 7.2 The strong Markov property.
- 7.3 The generator \( A \) of \( X_t \) expressed in terms of \( b \) and \( \sigma \).
- 7.4 The Dynkin formula.
- 7.5 The characteristic operator.
This will give us the necessary background for the applications in the remaining chapters.

**Definition 7.1.1.** A (time-homogeneous) Itô diffusion is a stochastic process $X_t(\omega) = X(t, \omega) : [0, \infty) \times \Omega \to \mathbb{R}^n$ satisfying a stochastic differential equation of the form

$$dX_t = b(X_t)dt + \sigma(X_t)dB_t, \quad t \geq s; \quad X_s = x \tag{7.1.4}$$

where $B_t$ is $m$-dimensional Brownian motion and $b : \mathbb{R}^n \to \mathbb{R}^n$, $\sigma : \mathbb{R}^n \to \mathbb{R}^{n \times m}$ satisfy the conditions in Theorem 5.2.1, which in this case simplify to:

$$|b(x) - b(y)| + |\sigma(x) - \sigma(y)| \leq D|x - y|; \quad x, y \in \mathbb{R}^n, \tag{7.1.5}$$

where $|\sigma|^2 = \sum |\sigma_{ij}|^2$.

We will denote the (unique) solution of (7.1.4) by $X_t = X_{s,x}t$; $t \geq s$. If $s = 0$ we write $X_{0,x}t$ for $X_{0,x}t$.

Note that we have assumed in (7.1.4) that $b$ and $\sigma$ do not depend on $t$ but on $x$ only. We shall see later (Chapters 10, 11) that the general case can be reduced to this situation. The resulting process $X_t(\omega)$ will have the property of being *time-homogeneous*, in the following sense:

Note that

$$X_{s+h}^{s,x} = x + \int_s^{s+h} b(X_u^{s,x})du + \int_s^{s+h} \sigma(X_u^{s,x})dB_u$$

$$= x + \int_0^h b(X_{s+v}^{0,x})dv + \int_0^h \sigma(X_{s+v}^{0,x})d\tilde{B}_v, \quad (u = s + v) \tag{7.1.6}$$

where $\tilde{B}_v = B_{s+v} - B_s$; $v \geq 0$. (See Exercise 2.12). On the other hand of course

$$X_{0,x}^{0,x} = x + \int_0^h b(X_{v}^{0,x})dv + \int_0^h \sigma(X_{v}^{0,x})dB_v.$$ 

Since $\{\tilde{B}_v\}_{v \geq 0}$ and $\{B_v\}_{v \geq 0}$ have the same $P^0$-distributions, it follows by weak uniqueness (Lemma 5.3.1) of the solution of the stochastic differential equation

$$dX_t = b(X_t)dt + \sigma(X_t)dB_t; \quad X_0 = x$$

that

$$\{X_{s+h}^{s,x}\}_{h \geq 0} \quad \text{and} \quad \{X_{h}^{0,x}\}_{h \geq 0}$$

have the same $P^0$-distributions, i.e. $\{X_t\}_{t \geq 0}$ is *time-homogeneous*.

We now introduce the probability laws $Q^x$ of $\{X_t\}_{t \geq 0}$, for $x \in \mathbb{R}^n$. Intuitively, $Q^x$ gives the distribution of $\{X_t\}_{t \geq 0}$ assuming that $X_0 = x$. To express
this mathematically, we let $\mathcal{M}_\infty$ be the $\sigma$-algebra (of subsets of $\Omega$) generated by the random variables $\omega \rightarrow X_t(\omega) = X^y_t(\omega)$, where $t \geq 0, y \in \mathbb{R}^n$.

Define $Q^x$ on the members of $\mathcal{M}$ by

$$Q^x[X_{t_1} \in E_1, \cdots, X_{t_k} \in E_k] = P^0[X_{t_1} \in E_1, \cdots, X_{t_k} \in E_k]$$

(7.1.7)

where $E_i \subset \mathbb{R}^n$ are Borel sets; $1 \leq i \leq k$.

As before we let $\mathcal{F}^{(m)}_t$ be the $\sigma$-algebra generated by $\{B_r; r \leq t\}$. Similarly we let $\mathcal{M}_t$ be the $\sigma$-algebra generated by $\{X_r; r \leq t\}$. We have established earlier (see Theorem 5.2.1) that $X_t$ is measurable with respect to $\mathcal{F}^{(m)}_t$, so $\mathcal{M}_t \subseteq \mathcal{F}^{(m)}_t$.

We now prove that $X_t$ satisfies the important Markov property: The future behaviour of the process given what has happened up to time $t$ is the same as the behaviour obtained when starting the process at $X_t$. The precise mathematical formulation of this is the following:

**Theorem 7.1.2 (The Markov property for Itô diffusions).**

Let $f$ be a bounded Borel function from $\mathbb{R}^n$ to $\mathbb{R}$. Then, for $t, h \geq 0$

$$E^x[f(X_{t+h})|\mathcal{F}^{(m)}_t](\omega) = E^{X_t(\omega)}[f(X_h)].$$

(7.1.8)

(See Appendix B for definition and basic properties of conditional expectation). Here and in the following $E^x$ denotes the expectation w.r.t. the probability measure $Q^x$. Thus $E^y[f(X_h)]$ means $E[f(X_h)]$, where $E$ denotes the expectation w.r.t. the measure $P^0$. The right hand side means the function $E^y[f(X_h)]$ evaluated at $y = X_t(\omega)$.

**Proof.** Since, for $r \geq t$,

$$X_r(\omega) = X_t(\omega) + \int_t^r b(X_u)du + \int_t^r \sigma(X_u)dB_u,$$

we have by uniqueness

$$X_r(\omega) = X^t_{t-r}X_t(\omega).$$

In other words, if we define

$$F(x, t, r, \omega) = X^{t-x}_r(\omega) \quad \text{for } r \geq t,$$

we have

$$X_r(\omega) = F(X_t, t, r, \omega); \quad r \geq t.$$  

(7.1.9)

Note that $\omega \rightarrow F(x, t, r, \omega)$ is independent of $\mathcal{F}^{(m)}_t$. Using (7.1.9) we may rewrite (7.1.8) as

$$E[f(F(x, t, t+h, \omega))|\mathcal{F}^{(m)}_t] = E[f(F(x, 0, h, \omega))]_{x=X_t}.$$  

(7.1.10)
Put \( g(x, \omega) = f \circ F(x, t, t + h, \omega) \). Then \((x, \omega) \to g(x, \omega)\) is measurable. (See Exercise 7.6). Hence we can approximate \( g \) pointwise boundedly by functions on the form
\[
\sum_{k=1}^{m} \phi_k(x) \psi_k(\omega).
\]

Using the properties of conditional expectation (see Appendix B) we get
\[
E[g(X_t, \omega) | \mathcal{F}_t^{(m)}] = E\left[ \lim \sum \phi_k(X_t) \psi_k(\omega) | \mathcal{F}_t^{(m)} \right]
= \lim \sum \phi_k(X_t) \cdot E[\psi_k(\omega) | \mathcal{F}_t^{(m)}]
= \lim \sum E[\phi_k(y) \psi_k(\omega) | \mathcal{F}_t^{(m)}]_{y=X_t}
= E[g(y, \omega) | \mathcal{F}_t^{(m)}]_{y=X_t} = E[g(y, \omega)]_{y=X_t}.
\]

Therefore, since \( \{X_t\} \) is time-homogeneous,
\[
E[f(F(X_t, t, t + h, \omega)) | \mathcal{F}_t^{(m)}] = E[f(F(y, t, t + h, \omega))]_{y=X_t}
= E[f(F(y, 0, h, \omega))]_{y=X_t}
\]
which is (7.1.10). \( \square \)

**Remark.** Theorem 7.1.2 states that \( X_t \) is a Markov process w.r.t. the family of \( \sigma \)-algebras \( \{\mathcal{F}_t^{(m)}\}_{t \geq 0} \). Note that since \( \mathcal{M}_t \subseteq \mathcal{F}_t^{(m)} \) this implies that \( X_t \) is also a Markov process w.r.t. the \( \sigma \)-algebras \( \{\mathcal{M}_t\}_{t \geq 0} \). This follows from Theorem B.3 and Theorem B.2 c)( Appendix B):
\[
E^\tau[f(X_{t+h}) | \mathcal{M}_t] = E^\tau[E^\tau[f(X_{t+h}) | \mathcal{F}_t^{(m)}] | \mathcal{M}_t]
= E^\tau[E^{X_t}[f(X_h)] | \mathcal{M}_t] = E^{X_t}[f(X_h)]
\]
since \( E^{X_t}[f(X_h)] \) is \( \mathcal{M}_t \)-measurable.

### 7.2 The Strong Markov Property

Roughly, the strong Markov property states that a relation of the form (7.1.8) continues to hold if the time \( t \) is replaced by a random time \( \tau(\omega) \) of a more general type called *stopping time* (or *Markov time*):

**Definition 7.2.1.** Let \( \{\mathcal{N}_t\} \) be an increasing family of \( \sigma \)-algebras (of subsets of \( \Omega \)). A function \( \tau: \Omega \to [0, \infty] \) is called a (strict) stopping time w.r.t. \( \{\mathcal{N}_t\} \) if
\[
\{ \omega; \tau(\omega) \leq t \} \in \mathcal{N}_t , \quad \text{for all} \ t \geq 0 .
\]

In other words, it should be possible to decide whether or not \( \tau \leq t \) has occurred on the basis of the knowledge of \( \mathcal{N}_t \).
Example 7.2.2. Let $U \subset \mathbb{R}^n$ be open. Then the first exit time
$$
\tau_U := \inf\{t > 0; X_t \notin U\}
$$
is a stopping time w.r.t. $\{M_t\}$, since
$$
\{\omega; \tau_U \leq t\} = \bigcap_m \bigcup_{r \in \mathbb{Q}^+} \{\omega; X_r \notin K_m\} \in M_t
$$
where $\{K_m\}$ is an increasing sequence of closed sets such that $U = \bigcup_m K_m$.

More generally, if $H \subset \mathbb{R}^n$ is any set we define the first exit time from $H$, $\tau_H$, as follows
$$
\tau_H := \inf\{t > 0; X_t \notin H\}.
$$
If we include the sets of measure 0 in $M_t$ (which we do) then the family $\{M_t\}$ is right-continuous i.e. $M_t = M_{t+}$, where $M_{t+} = \bigcap_{s > t} M_s$ (see Chung (1982, Theorem 2.3.4., p. 61)) and therefore $\tau_H$ is a stopping time for any Borel set $H$ (see Dynkin (1965 II, 4.5.C.e.), p. 111)).

Definition 7.2.3. Let $\tau$ be a stopping time w.r.t. $\{N_t\}$ and let $N_\infty$ be the smallest $\sigma$-algebra containing $N_t$ for all $t \geq 0$. Then the $\sigma$-algebra $N_\tau$ consists of all sets $N \in N_\infty$ such that
$$
N \bigcap \{\tau \leq t\} \in N_t \quad \text{for all } t \geq 0.
$$
In the case when $N_t = M_t$, an alternative and more intuitive description is:
$$
\mathcal{M}_\tau = \text{the } \sigma\text{-algebra generated by } \{X_{\min(s,\tau)}; s \geq 0\}.
$$
(See Rao (1977, p. 2.15) or Stroock and Varadhan (1979, Lemma 1.3.3, p. 33).) Similarly, if $N_t = \mathcal{F}_t^{(m)}$, we get
$$
\mathcal{F}_\tau^{(m)} = \text{the } \sigma\text{-algebra generated by } \{B_{s\wedge \tau}; s \geq 0\}.
$$

Theorem 7.2.4 (The strong Markov property for Itō diffusions).
Let $f$ be a bounded Borel function on $\mathbb{R}^n$, $\tau$ a stopping time w.r.t. $\mathcal{F}_t^{(m)}$, $\tau < \infty$ a.s. Then
$$
E^x[f(X_{\tau+h})|\mathcal{F}_\tau^{(m)}] = E^{X_\tau}[f(X_h)] \quad \text{for all } h \geq 0.
$$

Proof. We try to imitate the proof of the Markov property (Theorem 7.1.2). For a.a. $\omega$ we have that $X_{\tau,x}(\omega)$ satisfies
$$
X_{\tau+h}^{\tau,x} = x + \int_{\tau}^{\tau+h} b(X_u^{\tau,x})du + \int_{\tau}^{\tau+h} \sigma(X_u^{\tau,x})dB_u.
$$
By the strong Markov property for Brownian motion (Gihman and Skorohod (1974a, p. 30)) the process
\[ \tilde{B}_v = B_{\tau + v} - B_\tau; \quad v \geq 0 \]
is again a Brownian motion and independent of \( F_m(\tau) \). Therefore
\[ X_{\tau + \tau + h} = x + \int_0^h b(X_{\tau + v})dv + \int_0^h \sigma(X_{\tau + v})d\tilde{B}_v. \]
Hence \( \{X_{\tau + \tau + h}\}_{h \geq 0} \) must coincide a.e. with the strongly unique (see (5.2.8)) solution \( Y_h \) of the equation
\[ Y_h = x + \int_0^h b(Y_v)dv + \int_0^h \sigma(Y_v)d\tilde{B}_v. \]
Since \( \{Y_h\}_{h \geq 0} \) is independent of \( F^{(m)}_\tau \), \( \{X_{\tau + \tau + h}\}_{h \geq 0} \) must be independent also. Moreover, by weak uniqueness (Lemma 5.3.1) we conclude that \( \{X_{\tau + \tau + h}\}_{h \geq 0} \) and hence \( \{X_{\tau + \tau + h}\}_{h \geq 0} \), has the same law as \( \{X_{\tau + \tau + h}\}_{h \geq 0} \). (7.2.3)

Put
\[ F(x, t, r, \omega) = X_{t}(r)(\omega) \quad \text{for } r \geq t. \]
Then (7.2.2) can be written
\[ E[f(F(x, 0, \tau + h, \omega))|F^{(m)}_\tau] = E[f(F(x, 0, h, \omega))]_{x = X_{\tau + \tau + h}}. \]
Now, with \( X_t = X_{t}^{0, x} \),
\[ F(x, 0, \tau + h, \omega) = X_{\tau + h}(\omega) = x + \int_0^{\tau + h} b(X_s)ds + \int_0^{\tau + h} \sigma(X_s)dB_s \]
\[ = x + \int_0^{\tau} b(X_s)ds + \int_0^{\tau} \sigma(X_s)dB_s + \int_0^{\tau + h} b(X_s)ds + \int_0^{\tau + h} \sigma(X_s)dB_s \]
\[ = X_\tau + \int_0^{\tau} b(X_s)ds + \int_0^{\tau} \sigma(X_s)dB_s \]
\[ = F(X_\tau, \tau, \tau + h, \omega). \]
Hence (7.2.2) gets the form
\[ E[f(F(X_\tau, \tau, \tau + h, \omega))|F^{(m)}_\tau] = E[f(F(x, 0, h, \omega))]_{x = X_\tau}. \]
Put \( g(x, t, r, \omega) = f(F(x, t, r, \omega)) \). As in the proof of Theorem 7.1.2 we may assume that \( g \) has the form

\[
g(x, t, r, \omega) = \sum_k \phi_k(x) \psi_k(t, r, \omega).
\]

Then, since \( X^x_{\tau + h} \) is independent of \( \mathcal{F}^{(m)}_\tau \) we get, using (7.2.3)

\[
E[g(X, \tau, \tau + h, \omega)|\mathcal{F}^{(m)}_\tau] = \sum_k E[\phi_k(X) \psi_k(\tau, \tau + h, \omega)|\mathcal{F}^{(m)}_\tau]
\]

\[
= \sum_k \phi_k(X) E[\psi_k(\tau, \tau + h, \omega)|\mathcal{F}^{(m)}_\tau] = \sum_k E[\phi_k(x) \psi_k(t, \tau + h, \omega)|\mathcal{F}^{(m)}_{\tau + h}]
\]

\[
= E[g(x, \tau, \tau + h, \omega)|\mathcal{F}^{(m)}_{\tau + h}] = E[g(x, \tau, \tau, \omega)|\mathcal{F}^{(m)}_{\tau + h}],
\]

\[
= E[f(X^x_{\tau + h})|x = X, \mathcal{F}^{(m)}_{\tau + h}] = E[f(F(x, 0, h, \omega))|x = X, \mathcal{F}^{(m)}_{\tau + h}].
\]

We now extend (7.2.2) to the following:

If \( f_1, \ldots, f_k \) are bounded Borel functions on \( \mathbb{R}^n \), \( \tau \) an \( \mathcal{F}^{(m)}_t \)-stopping time, \( \tau < \infty \) a.s. then

\[
E^x[f_1(X_{\tau+h_1}) f_2(X_{\tau+h_2}) \cdots f_k(X_{\tau+h_k})|\mathcal{F}^{(m)}_{\tau}] = E^{X^x}[f_1(X_{h_1}) \cdots f_k(X_{h_k})]
\]

(7.2.4)

for all \( 0 \leq h_1 \leq h_2 \leq \cdots \leq h_k \). This follows by induction: To illustrate the argument we prove it in the case \( k = 2 \):

\[
E^x[f_1(X_{\tau+h_1}) f_2(X_{\tau+h_2})|\mathcal{F}^{(m)}_{\tau}] = E^x[E^x[f_1(X_{\tau+h_1}) f_2(X_{\tau+h_2})|\mathcal{F}^{(m)}_{\tau+h_2}]|\mathcal{F}^{(m)}_{\tau}]
\]

\[
= E^x[f_1(X_{\tau+h_1}) E^x[f_2(X_{\tau+h_2})|\mathcal{F}^{(m)}_{\tau+h_2}]|\mathcal{F}^{(m)}_{\tau}]
\]

\[
= E^x[f_1(X_{\tau+h_1}) E^{X_{\tau+h_1}}[f_2(X_{h_2-h_1})]|\mathcal{F}^{(m)}_{\tau}]
\]

\[
= E^{X^x}[f_1(X_{h_1}) E^{X_{\tau+h_1}}[f_2(X_{h_2-h_1})]|\mathcal{F}^{(m)}_{h_2}]
\]

\[
= E^{X^x}[f_1(X_{h_1}) E^{X^x}[f_2(X_{h_2})|\mathcal{F}^{(m)}_{h_2}] = E^{X^x}[f_1(X_{h_1}) f_2(X_{h_2})], \text{ as claimed .}
\]

Next we proceed to formulate the general version we need: Let \( \mathcal{H} \) be the set of all real \( \mathcal{M}_\infty \)-measurable functions. For \( t \geq 0 \) we define the shift operator

\[
\theta_t: \mathcal{H} \rightarrow \mathcal{H}
\]

as follows:

If \( \eta = g_1(X_{t_1}) \cdots g_k(X_{t_k}) \) (\( g_i \) Borel measurable, \( t_i \geq 0 \) we put

\[
\theta_t \eta = g_1(X_{t_1+t}) \cdots g_k(X_{t_k+t})).
\]

Now extend in the natural way to all functions in \( \mathcal{H} \) by taking limits of sums of such functions. Then it follows from (7.2.4) that

\[
E^x[\theta_{t^n} \eta]|\mathcal{F}^{(m)}_{\tau}] = E^{X^x}[\eta]
\]

(7.2.5)

for all stopping times \( \tau \) and all bounded \( \eta \in \mathcal{H} \), where

\[
(\theta_{t^n})\eta(\omega) = (\theta\eta)(\omega) \quad \text{if} \quad \tau(\omega) = t.
\]
Hitting distribution, harmonic measure and the mean value property

We will apply this to the following situation: Let $H \subset \mathbb{R}^n$ be measurable and let $\tau_H$ be the first exit time from $H$ for an Itô diffusion $X_t$. Let $\alpha$ be another stopping time, $g$ a bounded continuous function on $\mathbb{R}^n$ and put

$$\eta = g(X_{\tau_H}) \mathcal{X}_{\{\tau_H < \infty\}} , \quad \tau^*_H = \inf\{t > \alpha; X_t \notin H\} .$$

Then we have

$$\theta_\alpha \eta \cdot \mathcal{X}_{\{\alpha < \infty\}} = g(X_{\tau^*_H}) \mathcal{X}_{\{\tau^*_H < \infty\}} . \quad (7.2.6)$$

To prove (7.2.6) we approximate $\eta$ by functions $\eta^{(k)}$; $k = 1, 2, \ldots$, of the form

$$\eta^{(k)} = \sum_j g(X_{t_j}) \mathcal{X}_{\{t_j < \tau^*_H\}} , \quad t_j = j \cdot 2^{-k}, j = 0, 1, 2, \ldots$$

Now

$$\theta_t \eta^{(k)} = \lim_k \eta^{(k)} = \sum_j g(X_{t_j + t}) \mathcal{X}_{\{t_j + t < \tau^*_H\}}$$

So we see that

$$\theta_\eta = \lim_k \theta_\eta^{(k)} = \lim_k \sum_j g(X_{t_j + t}) \mathcal{X}_{\{t_j + t < \tau^*_H\}}$$

In particular, if $\alpha = \tau_G$ with $G \subset H$ measurable, $\tau_H < \infty$ a.s. $Q^x$, then we have $\tau^*_H = \tau_H$ and so

$$\theta_{\tau_G} g(X_{\tau_H}) = g(X_{\tau_H}) . \quad (7.2.7)$$
So if $f$ is any bounded measurable function we obtain from (7.2.5) and (7.2.7):

$$E^x[f(X_{\tau_H})] = E^x[E^{X_{\tau_H}}[f(X_{\tau_H})]] = \int_{\partial G} E^y[f(X_{\tau_H})] \cdot Q^x[X_{\tau_G} \in dy] \quad (7.2.8)$$

for $x \in G$.

(Define $\mu^x_H(F) = Q^x(X_{\tau_H} \in F)$ and approximate $f$ in $L^1(\mu^{x_H})$ by continuous functions $g$ satisfying (7.2.7)). In other words, the expected value of $f$ at $X_{\tau_H}$ when starting at $x \in G$ can be obtained by integrating the expected value when starting at $y \in \partial G$ with respect to the hitting distribution ("harmonic measure") of $X$ on $\partial G$. This can be restated as follows:

Define the harmonic measure of $X$ on $\partial G$, $\mu^x_G$, by

$$\mu^x_G(F) = Q^x[X_{\tau_G} \in F] \quad \text{for } F \subset \partial G, \ x \in G .$$

Then the function

$$\phi(x) = E^x[f(X_{\tau_H})]$$

satisfies the mean value property:

$$\phi(x) = \int_{\partial G} \phi(y) d\mu^x_G(y), \quad \text{for all } x \in G \quad (7.2.9)$$

for all Borel sets $G \subset \subset H$.

This is an important ingredient in our solution of the generalized Dirichlet problem in Chapter 9.

### 7.3 The Generator of an Itô Diffusion

It is fundamental for many applications that we can associate a second order partial differential operator $A$ to an Itô diffusion $X_t$. The basic connection between $A$ and $X_t$ is that $A$ is the generator of the process $X_t$:

**Definition 7.3.1.** Let $\{X_t\}$ be a (time-homogeneous) Itô diffusion in $\mathbb{R}^n$. The (infinitesimal) generator $A$ of $X_t$ is defined by

$$Af(x) = \lim_{t \to 0} \frac{E^x[f(X_t)] - f(x)}{t}; \quad x \in \mathbb{R}^n .$$

The set of functions $f: \mathbb{R}^n \to \mathbb{R}$ such that the limit exists at $x$ is denoted by $\mathcal{D}_A(x)$, while $\mathcal{D}_A$ denotes the set of functions for which the limit exists for all $x \in \mathbb{R}^n$. 

To find the relation between $A$ and the coefficients $b, \sigma$ in the stochastic differential equation (7.1.4) defining $X$, we need the following result, which is useful in many connections:

**Lemma 7.3.2.** Let $Y_t = Y_t^x$ be an Itô process in $\mathbb{R}^n$ of the form

$$Y_t^x(\omega) = x + \int_0^t u(s, \omega) ds + \int_0^t v(s, \omega) dB_s(\omega)$$

where $B$ is $m$-dimensional. Let $f \in C^2(\mathbb{R}^n)$, i.e. $f \in C^2(\mathbb{R}^n)$ and $f$ has compact support, and let $\tau$ be a stopping time with respect to $\{F^m_t\}$, and assume that $E^x[\tau] < \infty$. Assume that $u(t, \omega)$ and $v(t, \omega)$ are bounded on the set of $(t, \omega)$ such that $Y(t, \omega)$ belongs to the support of $f$. Then

$$E^x[f(Y_\tau)] = f(x) + E^x \left[ \int_0^\tau \left( \sum_i u_i(s, \omega) \frac{\partial f}{\partial x_i}(Y_s) + \frac{1}{2} \sum_{i,j} (vv^T)_{i,j}(s, \omega) \frac{\partial^2 f}{\partial x_i \partial x_j}(Y_s) \right) ds \right],$$

where $E^x$ is the expectation w.r.t. the natural probability law $R^x$ for $Y_t$ starting at $x$: $R^x[Y_{t_1} \in F_1, \ldots, Y_{t_k} \in F_k] = P^0[Y_{t_1}^x \in F_1, \ldots, Y_{t_k}^x \in F_k], \quad F_i \text{ Borel sets}.$

**Proof.** Put $Z = f(Y)$ and apply Itô’s formula (To simplify the notation we suppress the index $t$ and let $Y_1, \ldots, Y_n$ and $B_1, \ldots, B_m$ denote the coordinates of $Y$ and $B$, respectively)

$$dZ = \sum_i \frac{\partial f}{\partial x_i}(Y)dY_i + \frac{1}{2} \sum_{i,j} \frac{\partial^2 f}{\partial x_i \partial x_j}(Y)dY_idY_j$$

$$= \sum_i u_i \frac{\partial f}{\partial x_i} dt + \frac{1}{2} \sum_{i,j} \frac{\partial^2 f}{\partial x_i \partial x_j}(vdB)_i(vdB)_j + \sum_i \frac{\partial f}{\partial x_i}(vdB)_i.$$ 

Since

$$(vdB)_i \cdot (vdB)_j = \left( \sum_k v_{ik} dB_k \right) \left( \sum_n v_{jn} dB_n \right)$$

$$= \left( \sum_k v_{ik} v_{jk} \right) dt = (vv^T)_{ij} dt,$$

this gives

$$f(Y_t) = f(Y_0) + \int_0^t \left( \sum_i u_i \frac{\partial f}{\partial x_i} + \frac{1}{2} \sum_{i,j} (vv^T)_{i,j} \frac{\partial^2 f}{\partial x_i \partial x_j} \right) ds$$

$$+ \sum_{i,k} \int_0^t v_{ik} \frac{\partial f}{\partial x_i} dB_k. \quad (7.3.1)$$
Hence

\[ E^x[f(Y_\tau)] = f(x) + E^x \left[ \int_0^\tau \left( \sum_i u_i \frac{\partial f}{\partial x_i}(Y) + \frac{1}{2} \sum_{i,j} (v^T)_{i,j} \frac{\partial^2 f}{\partial x_i \partial x_j}(Y) \right) ds \right] \]

\[ + \sum_{i,k} E^x \left[ \int_0^\tau v_{ik} \frac{\partial f}{\partial x_i}(Y) dB_k \right]. \tag{7.3.2} \]

If \( g \) is a bounded Borel function, \( |g| \leq M \) say, then for all integers \( k \) we have

\[ E^x \left[ \int_0^{\tau \land k} g(Y_s) dB_s \right] = E^x \left[ \int_0^k 1_{\{s < \tau\}} g(Y_s) dB_s \right] = 0, \]

since \( g(Y_s) \) and \( 1_{\{s < \tau\}} \) are both \( \mathcal{F}_s^{(m)} \)-measurable. Moreover

\[ E^x \left[ \left( \int_0^{\tau \land k} g(Y_s) dB_s - \int_0^\tau g(Y_s) dB_s \right)^2 \right] = E^x \left[ \int_0^\tau g^2(Y_s) ds \right] \leq M^2 E^x[\tau - \tau \land k] \to 0. \]

Therefore

\[ 0 = \lim_{k \to \infty} E^x \left[ \int_0^{\tau \land k} g(Y_s) dB_s \right] = E^x \left[ \int_0^\tau g(Y_s) dB_s \right]. \]

Combining this with (7.3.2) we get Lemma 7.3.2.

This gives immediately the formula for the generator \( A \) of an Itô diffusion:

**Theorem 7.3.3.** Let \( X_t \) be the Itô diffusion

\[ dX_t = b(X_t) dt + \sigma(X_t) dB_t. \]

If \( f \in C^2_0(\mathbb{R}^n) \) then \( f \in \mathcal{D}_A \) and

\[ Af(x) = \sum_i b_i(x) \frac{\partial f}{\partial x_i} + \frac{1}{2} \sum_{i,j} (\sigma^T)_{i,j}(x) \frac{\partial^2 f}{\partial x_i \partial x_j}. \tag{7.3.3} \]

**Proof.** This follows from Lemma 7.3.2 (with \( \tau = t \)) and the definition of \( A \). \( \square \)
Example 7.3.4. The \( n \)-dimensional Brownian motion is of course the solution of the stochastic differential equation

\[
dX_t = dB_t,
\]
i.e. we have \( b = 0 \) and \( \sigma = I_n \), the \( n \)-dimensional identity matrix. So the generator of \( B_t \) is

\[
Af = \frac{1}{2} \sum \frac{\partial^2 f}{\partial x_i^2}; \quad f(x_1, \ldots, x_n) \in C^2_0(\mathbb{R}^n)
\]
i.e. \( A = \frac{1}{2} \Delta \), where \( \Delta \) is the Laplace operator.

Example 7.3.5 (The graph of Brownian motion). Let \( B \) denote 1-dimensional Brownian motion and let \( X = \begin{pmatrix} X_1 \\ X_2 \end{pmatrix} \) be the solution of the stochastic differential equation

\[
\begin{cases}
    dX_1 = dt; & X_1(0) = t_0 \\
    dX_2 = dB; & X_2(0) = x_0
\end{cases}
\]
i.e.

\[
dX = b dt + \sigma dB; \quad X(0) = \begin{pmatrix} t_0 \\ x_0 \end{pmatrix},
\]
with \( b = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) and \( \sigma = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \). In other words, \( X \) may be regarded as the graph of Brownian motion. The generator \( A \) of \( X \) is given by

\[
Af = \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial x^2}; \quad f(t, x) \in C^2_0(\mathbb{R}^n).
\]

From now on we will, unless otherwise stated, let \( A = A_X \) denote the generator of the Ito diffusion \( X_t \). We let \( L = L_X \) denote the differential operator given by the right hand side of (7.3.3). From Theorem 7.3.3 we know that \( A_X \) and \( L_X \) coincide on \( C^2_0(\mathbb{R}^n) \).

7.4 The Dynkin Formula

If we combine (7.3.2) and (7.3.3) we get:

Theorem 7.4.1 (Dynkin’s formula).

Let \( f \in C^2_0(\mathbb{R}^n) \). Suppose \( \tau \) is a stopping time, \( E^x[\tau] < \infty \). Then

\[
E^x[f(X_\tau)] = f(x) + E^x\left[ \int_0^\tau Af(X_s)ds \right].
\] (7.4.1)
Remarks.

(i) Note that if $\tau$ is the first exit time of a bounded set, $E^x[\tau] < \infty$, then (7.4.1) holds for any function $f \in C^2$.

(ii) For a more general version of Theorem 7.4.1 see Dynkin (1965 I), p. 133.

Example 7.4.2. Consider $n$-dimensional Brownian motion $B = (B_1, \ldots, B_n)$ starting at $a = (a_1, \ldots, a_n) \in \mathbb{R}^n (n \geq 1)$ and assume $|a| < R$. What is the expected value of the first exit time $\tau_K$ of $B$ from the ball

$$K = K_R = \{x \in \mathbb{R}^n; |x| < R\}.$$ 

Choose an integer $k$ and apply Dynkin’s formula with $X = B$, $\tau = \sigma_k = \min(k, \tau_K)$, and $f \in C^2_0$ such that $f(x) = |x|^2$ for $|x| \leq R$:

$$E^a[f(B_{\sigma_k})] = f(a) + E^a\left[\int_0^{\sigma_k} \frac{1}{2} \Delta f(B_s) ds\right]$$

$$= |a|^2 + E^a\left[\int_0^{\sigma_k} n \cdot ds\right] = |a|^2 + n \cdot E^a[\sigma_k].$$

Hence $E^a[\sigma_k] \leq \frac{1}{n}(R^2 - |a|^2)$ for all $k$. So letting $k \to \infty$ we conclude that $\tau_K = \lim \sigma_k < \infty$ a.s. and

$$E^a[\tau_K] = \frac{1}{n}(R^2 - |a|^2). \quad (7.4.2)$$

Next we assume that $n \geq 2$ and $|b| > R$. What is the probability that $B$ starting at $b$ ever hits $K$?

Let $\alpha_k$ be the first exit time from the annulus

$$A_k = \{x; R < |x| < 2^k R\}; \quad k = 1, 2, \ldots$$

and put

$$T_K = \inf\{t > 0; B_t \in K\}.$$ 

Let $f = f_{n,k}$ be a $C^2$ function with compact support such that, if $R \leq |x| \leq 2^k R$,

$$f(x) = \begin{cases} -\log |x| & \text{when } n = 2 \\ |x|^{2-n} & \text{when } n > 2. \end{cases}$$

Then, since $\Delta f = 0$ in $A_k$, we have by Dynkin’s formula

$$E^b[f(B_{\alpha_k})] = f(b) \quad \text{for all } k. \quad (7.4.3)$$

Put

$$p_k = P^b[|B_{\alpha_k}| = R], \quad q_k = P^b[|B_{\alpha_k}| = 2^k R].$$
Let us now consider the two cases $n = 2$ and $n > 2$ separately:

$n = 2$. Then we get from (7.4.3)

$$- \log R \cdot p_k - (\log R + k \cdot \log 2)q_k = - \log |b| \quad \text{for all } k . \quad (7.4.4)$$

This implies that $q_k \to 0$ as $k \to \infty$, so that

$$P^b[T_K < \infty] = 1 , \quad (7.4.5)$$

i.e. Brownian motion is recurrent in $\mathbb{R}^2$. (See Port and Stone (1979)).

$n > 2$. In this case (7.4.3) gives

$$p_k \cdot R^{2-n} + q_k \cdot (2^k R)^{2-n} = |b|^{2-n} .$$

Since $0 \leq q_k \leq 1$ we get by letting $k \to \infty$

$$\lim_{k \to \infty} p_k = P^b[T_K < \infty] = \left( \frac{|b|}{R} \right)^{2-n} ,$$

i.e. Brownian motion is transient in $\mathbb{R}^n$ for $n > 2$.

### 7.5 The Characteristic Operator

We now introduce an operator which is closely related to the generator $A$, but is more suitable in many situations, for example in the solution of the Dirichlet problem.

**Definition 7.5.1.** Let $\{X_t\}$ be an Itô diffusion. The characteristic operator $A = A_X$ of $\{X_t\}$ is defined by

$$A f(x) = \lim_{U \downarrow x} \frac{E^x[f(X_{\tau_U})] - f(x)}{E^x[\tau_U]} , \quad (7.5.1)$$

where the $U$’s are open sets $U_k$ decreasing to the point $x$, in the sense that $U_{k+1} \subset U_k$ and $\bigcap_k U_k = \{x\}$, and $\tau_U = \inf\{t > 0; X_t \notin U\}$ is the first exit time from $U$ for $X_t$. The set of functions $f$ such that the limit (7.5.1) exists for all $x \in \mathbb{R}^n$ (and all $\{U_k\}$) is denoted by $\mathcal{D}_A$. If $E^x[\tau_U] = \infty$ for all open $U \ni x$, we define $A f(x) = 0$.

It turns out that $\mathcal{D}_A \subseteq \mathcal{D}_A$ always and that

$$A f = Af \quad \text{for all } f \in \mathcal{D}_A .$$

(See Dynkin (1965 I, p. 143).)

We will only need that $A_X$ and $L_X$ coincide on $C^2$. To obtain this we first clarify a property of exit times.
Definition 7.5.2. A point \( x \in \mathbb{R}^n \) is called a trap for \( \{ X_t \} \) if
\[
Q^x(\{ X_t = x \ \text{for all} \ t \}) = 1.
\]
In other words, \( x \) is trap if and only if \( \tau_{\{x\}} = \infty \) a.s. \( Q^x \). For example, if \( b(x_0) = \sigma(x_0) = 0 \), then \( x_0 \) is a trap for \( X_t \) (by strong uniqueness of \( X_t \)).

Lemma 7.5.3. If \( x \) is not a trap for \( X_t \), then there exists an open set \( U \ni x \) such that
\[
E^x[\tau_U] < \infty.
\]

Proof. See Lemma 5.5 p. 139 in Dynkin (1965 I).

Theorem 7.5.4. Let \( f \in C^2 \). Then \( f \in D_A \) and
\[ Af = \sum_i b_i \frac{\partial f}{\partial x_i} + \frac{1}{2} \sum_{i,j} (\sigma \sigma^T)_{ij} \frac{\partial^2 f}{\partial x_i \partial x_j} \] (7.5.2)

Proof. As before we let \( L \) denote the operator defined by the right hand side of (7.5.2). If \( x \) is a trap for \( \{ X_t \} \) then \( Af(x) = 0 \). Choose a bounded open set \( V \) such that \( x \in V \). Modify \( f \) to \( f_0 \) outside \( V \) such that \( f_0 \in C_0^2(\mathbb{R}^n) \). Then \( f_0 \in D_A(x) \) and \( 0 = Af_0(x) = Lf_0(x) = Lf(x) \). Hence \( Af(x) = Lf(x) = 0 \)
in this case. If \( x \) is not a trap, choose a bounded open set \( U \ni x \) such that
\[
E^x[\tau_U] < \infty.
\]
Then by Dynkin’s formula (Theorem 7.4.1) (and the following Remark (i)), writing \( \tau_U = \tau \)
\[
\left| \frac{E^x[f(X_\tau)] - f(x)}{E^x[\tau]} - Lf(x) \right| = \frac{|E^x[\int_0^\tau (Lf)(X_s) - Lf(x) \, ds]|}{E^x[\tau]} \leq \sup_{y \in U} |Lf(x) - Lf(y)| \to 0 \quad \text{as} \quad U \downarrow x,
\]
since \( Lf \) is a continuous function.

Remark. We have now obtained that an Itô diffusion is a continuous, strong Markov process such that the domain of definition of its characteristic operator includes \( C^2 \). Thus an Itô diffusion is a diffusion in the sense of Dynkin (1965 I).

Example 7.5.5 (Brownian motion on the unit circle). The characteristic operator of the process \( Y = \begin{pmatrix} Y_1 \\ Y_2 \end{pmatrix} \) from Example 5.1.4 satisfying the stochastic differential equations (5.1.13), i.e.
\[
\begin{align*}
\frac{dY_1}{dt} &= -\frac{1}{2} Y_1 dt - Y_2 dB \\
\frac{dY_2}{dt} &= -\frac{1}{2} Y_2 dt + Y_1 dB
\end{align*}
\]
is
\[ A f(y_1, y_2) = \frac{1}{2} \left[ y_2^2 \frac{\partial^2 f}{\partial y_1^2} - 2y_1y_2 \frac{\partial^2 f}{\partial y_1 \partial y_2} + y_1^2 \frac{\partial^2 f}{\partial y_2^2} - y_1 \frac{\partial f}{\partial y_1} - y_2 \frac{\partial f}{\partial y_2} \right]. \]

This is because \( dY = -\frac{1}{2}Ydt + KYdB \), where
\[ K = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \]
so that
\[ dY = b(Y)dt + \sigma(Y)dB \]
with
\[ b(y_1, y_2) = \begin{pmatrix} -\frac{1}{2}y_1 \\ -\frac{1}{2}y_2 \end{pmatrix}, \quad \sigma(y_1, y_2) = \begin{pmatrix} -y_2 \\ y_1 \end{pmatrix} \]
and
\[ a = \frac{1}{2} \sigma \sigma^T = \frac{1}{2} \begin{pmatrix} y_2^2 & -y_1y_2 \\ -y_1y_2 & y_1^2 \end{pmatrix}. \]

**Example 7.5.6.** Let \( D \) be an open subset of \( \mathbb{R}^n \) such that \( \tau_D < \infty \) a.s. \( Q^x \) for all \( x \). Let \( \phi \) be a bounded, measurable function on \( \partial D \) and define
\[ \tilde{\phi}(x) = E^x[\phi(X_{\tau_D})] \]
(\( \tilde{\phi} \) is called the \( X \)-harmonic extension of \( \phi \)). Then if \( U \) is open, \( x \in U \subset \subset D \), we have by (7.2.8) that
\[ E^x[\tilde{\phi}(X_{\tau_U})] = E^x[E^{X_{\tau_U}}[\phi(X_{\tau_D})]] = E^x[\phi(X_{\tau_D})] = \tilde{\phi}(x). \]
So \( \tilde{\phi} \in \mathcal{D}_A \) and
\[ A\tilde{\phi} = 0 \quad \text{in} \quad D, \]
in spite of the fact that in general \( \tilde{\phi} \) need not even be continuous in \( D \) (See Example 9.2.1).

**Exercises**

7.1. Find the generator of the following Itô diffusions:

a) \( dX_t = \mu X_t dt + \sigma dB_t \) (The Ornstein-Uhlenbeck process) \( (B_t \in \mathbb{R}; \mu, \sigma \text{ constants}). \)

b) \( dX_t = r X_t dt + \alpha X_t dB_t \) (The geometric Brownian motion) \( (B_t \in \mathbb{R}; \alpha \text{ constants}). \)

c) \( dY_t = r dt + \alpha Y_t dB_t \) \( (B_t \in \mathbb{R}; \alpha \text{ constants}). \)
d) \( dY_t = \left[ \frac{dt}{dX_t} \right] \) where \( X_t \) is as in a)

e) \[
\begin{bmatrix}
\frac{dX_1}{dt} \\
\frac{dX_2}{dt}
\end{bmatrix} = \begin{bmatrix} 1 \\ X_t \end{bmatrix} \quad \text{where} \quad X_t \text{ as in a)}
\]
f) \[
\begin{bmatrix}
\frac{dX_1}{dt} \\
\frac{dX_2}{dt}
\end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\
0 \\ X_1
\end{bmatrix} \begin{bmatrix} dB_1 \\
 dB_2
\end{bmatrix} + \begin{bmatrix} 1 \\ 0 \\
0 \\ X_1
\end{bmatrix}
\]
g) \( X(t) = (X_1, X_2, \ldots, X_n) \), where

\[
\begin{array}{c}
\frac{dX_k(t)}{dt} = r_k X_k dt + X_k \sum_{j=1}^n \alpha_{kj} dB_j ; \\
1 \leq k \leq n
\end{array}
\]

\((B_1, \ldots, B_n)\) is Brownian motion in \( \mathbb{R}^n \); \( r_k \) and \( \alpha_{kj} \) are constants.

7.2. Find an Itô diffusion (i.e. write down the stochastic differential equation for it) whose generator is the following:

a) \( Af(x) = f'(x) + f''(x) ; \quad f \in C_0^2(\mathbb{R}) \)

b) \( Af(t, x) = \frac{\partial f}{\partial t} + c x \frac{\partial f}{\partial x} + \frac{1}{2} \alpha^2 x^2 \frac{\partial^2 f}{\partial x^2} ; \quad f \in C_0^2(\mathbb{R}^2), \)

where \( c, \alpha \) are constants.

c) \( Af(x_1, x_2) = 2x_2 \frac{\partial f}{\partial x_1} + \ln(1 + x_1^2 + x_2^2) \frac{\partial f}{\partial x_2} + \frac{1}{2} \ln(1 + x_1^2 + x_2^2) \frac{\partial^2 f}{\partial x_2^2} + x_1 \frac{\partial^2 f}{\partial x_1 \partial x_2} + \frac{1}{2} \frac{\partial^2 f}{\partial x_2^2} ; \quad f \in C_0^2(\mathbb{R}^2). \)

7.3. Let \( B_t \) be Brownian motion on \( \mathbb{R} \), \( B_0 = 0 \) and define

\[
X_t = X_t^x = x \cdot e^{ct+\alpha B_t},
\]

where \( c, \alpha \) are constants. Prove directly from the definition that \( X_t \) is a Markov process.

7.4. Let \( B_t^x \) be 1-dimensional Brownian motion starting at \( x \in \mathbb{R}^+ \). Put

\[
\tau = \inf \{ t > 0; \; B_t^x = 0 \}.
\]

a) Prove that \( \tau < \infty \) a.s. \( P^x \) for all \( x > 0 \). (Hint: See Example 7.4.2, second part).

b) Prove that \( E^x[\tau] = \infty \) for all \( x > 0 \). (Hint: See Example 7.4.2, first part).

7.5. Let the functions \( b, \sigma \) satisfy condition (5.2.1) of Theorem 5.2.1, with a constant \( C \) independent of \( t \), i.e.

\[
|b(t, x)| + |\sigma(t, x)| \leq C(1 + |x|) \quad \text{for all} \quad x \in \mathbb{R}^n \quad \text{and all} \quad t \geq 0.
\]

Let \( X_t \) be a solution of

\[
dx_t = b(t, X_t) dt + \sigma(t, X_t) dB_t.
\]
Show that
\[ E[|X_t|^2] \leq (1 + E[|X_0|^2])e^{Kt} - 1 \]
for some constant \( K \) independent of \( t \).
(Hint: Use Dynkin’s formula with \( f(x) = |x|^2 \) and \( \tau = t \land \tau_R \), where \( \tau_R = \inf\{ t > 0; |X_t| \geq R \} \), and let \( R \to \infty \) to achieve the inequality
\[ E[|X_t|^2] \leq E[|X_0|^2] + K \cdot \int_0^t (1 + E[|X_s|^2]) ds , \]
which is of the form (5.2.9).)

**7.6.** Let \( g(x, \omega) = f \circ F(x, t, t + h, \omega) \) be as in the proof of Theorem 7.1.2. Assume that \( f \) is continuous.

a) Prove that the map \( x \to g(x, \cdot) \) is continuous from \( \mathbb{R}^n \) into \( L^2(P) \) by using (5.2.9).

For simplicity assume that \( n = 1 \) in the following.

b) Use a) to prove that \( (x, \omega) \to g(x, \omega) \) is measurable. (Hint: For each
\[ m = 1, 2, \ldots \] put \( \xi_k = \xi_k^{(m)} = k \cdot 2^{-m}, k = 1, 2, \ldots \)
Then
\[ g^{(m)}(x, \cdot) = \sum_k g(\xi_k, \cdot) \mathcal{X}_{(k \leq \cdot < k+1)} \]
converges to \( g(x, \cdot) \) in \( L^2(P) \) for each \( x \). Deduce that \( g^{(m)} \to g \) in \( L^2(dm_R \times dP) \) for all \( R \), where \( dm_R \) is Lebesgue measure on \( \{|x| \leq R\} \). So a subsequence of \( g^{(m)}(x, \omega) \) converges to \( g(x, \omega) \) for a.a. \( (x, \omega) \).

**7.7.** Let \( B_t \) be Brownian motion on \( \mathbb{R}^n \) starting at \( x \in \mathbb{R}^n \) and let \( D \subset \mathbb{R}^n \)
be an open ball centered at \( x \).

a) Use Exercise 2.15 to prove that the harmonic measure \( \mu_D^x \) of \( B_t \) is rotation invariant (about \( x \)) on the sphere \( \partial D \). Conclude that \( \mu_D^x \) coincides with normalized surface measure \( \sigma \) on \( \partial D \).

b) Let \( \phi \) be a bounded measurable function on a bounded open set \( W \subset \mathbb{R}^n \) and define
\[ u(x) = E^x[\phi(B_{\tau_W})] \quad \text{for} \quad x \in W . \]

Prove that \( u \) satisfies the classical mean value property:
\[ u(x) = \int_{\partial D} u(y) d\sigma(y) \]
for all balls \( D \) centered at \( x \) with \( \partial D \subset W \).
7.8. Let $\{\mathcal{N}_t\}$ be a right-continuous family of $\sigma$-algebras of subsets of $\Omega$, containing all sets of measure zero.
   a) Let $\tau_1, \tau_2$ be stopping times (w.r.t. $\mathcal{N}_t$). Prove that $\tau_1 \land \tau_2$ and $\tau_1 \lor \tau_2$ are stopping times.
   b) If $\{\tau_n\}$ is a decreasing family of stopping times prove that $\tau := \lim_n \tau_n$ is a stopping time.
   c) If $X_t$ is an Itô diffusion in $\mathbb{R}^n$ and $F \subset \mathbb{R}^n$ is closed, prove that $\tau_F$ is a stopping time w.r.t. $\mathcal{M}_t$. (Hint: Consider open sets decreasing to $F$).

7.9. Let $X_t$ be a geometric Brownian motion, i.e.
\[ dX_t = rX_t dt + \alpha X_t dB_t, \quad X_0 = x > 0 \]
where $B_t \in \mathbb{R}$; $r, \alpha$ are constants.
   a) Find the generator $A$ of $X_t$ and compute $Af(x)$ when $f(x) = x^\gamma$; $x > 0$, $\gamma$ constant.
   b) If $r < \frac{1}{2} \alpha^2$ then $X_t \to 0$ as $t \to \infty$, a.s. $Q^x$ (Example 5.1.1). But what is the probability $p$ that $X_t$, when starting from $x < R$, ever hits the value $R$? Use Dynkin’s formula with $f(x) = x^{\gamma_1}$, $\gamma_1 = 1 - \frac{2r}{\alpha^2}$, to prove that
\[ p = \left( \frac{x}{R} \right)^{\gamma_1}. \]
   c) If $r > \frac{1}{2} \alpha^2$ then $X_t \to \infty$ as $t \to \infty$, a.s. $Q^x$. Put
\[ \tau = \inf \{ t > 0; X_t \geq R \}. \]
Use Dynkin’s formula with $f(x) = \ln x$, $x > 0$ to prove that
\[ E^x[\tau] = \frac{\ln \frac{R}{x}}{r - \frac{x^2}{2\alpha^2}}. \]
(Hint: First consider exit times from $(\rho, R)$, $\rho > 0$ and then let $\rho \to 0$. You need estimates for
\[ (1 - p(\rho)) \ln \rho, \]
where
\[ p(\rho) = Q^\rho[X_t \text{ reaches the value } R \text{ before } \rho], \]
which you can get from the calculations in a), b).)
7.10. Let \( X_t \) be the geometric Brownian motion
\[
dX_t = rX_t dt + \alpha X_t dB_t.
\]
Find \( E^x[X_T | \mathcal{F}_t] \) for \( t \leq T \) by
a) using the Markov property
and
b) writing \( X_t = x e^{rt} M_t \), where
\[
M_t = \exp(\alpha B_t - \frac{1}{2} \alpha^2 t)
\]
is a martingale.

7.11. Let \( X_t \) be an Itô diffusion in \( \mathbb{R}^n \) and let \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) be a function such that
\[
E^x \left[ \int_0^\infty |f(X_t)| dt \right] < \infty \quad \text{for all} \quad x \in \mathbb{R}^n.
\]
Let \( \tau \) be a stopping time. Use the strong Markov property to prove that
\[
E^x \left[ \int_\tau^\infty f(X_t) dt \right] = E^x[g(X_\tau)],
\]
where
\[
g(y) = E^y \left[ \int_0^\infty f(X_t) dt \right].
\]

7.12. (Local martingales)
An \( \mathcal{N}_t \)-adapted stochastic process \( Z(t) \in \mathbb{R}^n \) is called a local martingale with respect to the given filtration \( \{\mathcal{N}_t\} \) if there exists an increasing sequence of \( \mathcal{N}_t \)-stopping times \( \tau_k \) such that
\[
\tau_k \to \infty \quad \text{a.s. as} \quad k \to \infty
\]
and
\[
Z(t \wedge \tau_k) \quad \text{is an} \quad \mathcal{N}_t \text{-martingale for all} \quad k.
\]
a) Show that if \( Z(t) \) is a local martingale and there exists a constant \( T \leq \infty \) such that the family \( \{Z(\tau)\}_{\tau \leq T} \) is uniformly integrable (Appendix C) then \( \{Z(t)\}_{t \leq T} \) is a martingale.
b) In particular, if \( Z(t) \) is a local martingale and there exists a constant \( K < \infty \) such that
\[
E[Z^2(\tau)] \leq K
\]
for all stopping times \( \tau \leq T \), then \( \{Z(t)\}_{t \leq T} \) is a martingale.
c) Show that if \( Z(t) \) is a lower bounded local martingale, then \( Z(t) \) is a supermartingale (Appendix C).
7.13. a) Let $B_t \in \mathbb{R}^2$, $B_0 = x \neq 0$. Fix $0 < \epsilon < R < \infty$ and define

$$X_t = \ln |B_{t \wedge \tau}|; \quad t \geq 0$$

where

$$\tau = \inf \{ t > 0 ; |B_t| \leq \epsilon \text{ or } |B_t| \geq R \}.$$

Prove that $X_t$ is an $\mathcal{F}_{t \wedge \tau}$-martingale. (Hint: Use Exercise 4.8.)

Deduce that $\ln |B_t|$ is a local martingale (Exercise 7.12).

b) Let $B_t \in \mathbb{R}^n$ for $n \geq 3$, $B_0 = x \neq 0$. Fix $\epsilon > 0$, $R < \infty$ and define

$$Y_t = |B_{t \wedge \tau}|^{2-n}; \quad t \geq 0$$

where

$$\tau = \inf \{ t > 0 ; |B_t| \leq \epsilon \text{ or } |B_t| \geq R \}.$$

Prove that $Y_t$ is an $\mathcal{F}_{t \wedge \tau}$-martingale.

Deduce that $|B_t|^{2-n}$ is a local martingale.

7.14. (Doob's $h$-transform)

Let $B_t$ be $n$-dimensional Brownian motion, $D \subset \mathbb{R}^n$ a bounded open set and $h > 0$ a harmonic function on $D$ (i.e. $\Delta h = 0$ in $D$). Let $X_t$ be the solution of the stochastic differential equation

$$dX_t = \nabla (\ln h)(X_t)dt + dB_t$$

More precisely, choose an increasing sequence $\{D_k\}$ of open subsets of $D$ such that $\bigcap_{k=1}^{\infty} D_k = D$. Then for each $k$ the equation above can be solved (strongly) for $t < \tau_{D_k}$. This gives in a natural way a solution for $t < \tau = \lim_{k \to \infty} \tau_{D_k}$.

a) Show that the generator $A$ of $X_t$ satisfies

$$Af = \frac{\Delta (hf)}{2h} \quad \text{for } f \in C_0^2(D).$$

In particular, if $f = \frac{1}{h}$ then $Af = 0$.

b) Use a) to show that if there exists $x_0 \in \partial D$ such that

$$\lim_{x \to y \in \partial D} h(x) = \begin{cases} 0 & \text{if } y \neq x_0 \\ \infty & \text{if } y = x_0 \end{cases}$$

(i.e. $h$ is a kernel function), then

$$\lim_{t \to \tau} X_t = x_0 \text{ a.s.}$$

(Hint: Consider $E^x[f(X_T)]$ for suitable stopping times $T$ and with $f = \frac{1}{h}$)
In other words, we have imposed a drift on $B_t$ which causes the process to exit from $D$ at the point $x_0$ only. This can also be formulated as follows: $X_t$ is obtained by conditioning $B_t$ to exit from $D$ at $x_0$. See Doob (1984).

**7.15.** Let $B_t$ be 1-dimensional and define

$$F(\omega) = (B_T(\omega) - K)^+$$

where $K > 0$, $T > 0$ are constants.

By the Itô representation theorem (Theorem 4.3.3) we know that there exists $\phi \in \mathcal{V}(0, T)$ such that

$$F(\omega) = E[F] + \int_0^T \phi(t, \omega) dB_t .$$

How do we find $\phi$ explicitly? This problem is of interest in mathematical finance, where $\phi$ may be regarded as the replicating portfolio for the contingent claim $F$ (see Chapter 12). Using the Clark-Ocone formula (see Karatzas and Ocone (1991) or Øksendal (1996)) one can deduce that

$$\phi(t, \omega) = E[X_{[K, \infty)}(B_T) | \mathcal{F}_t] ; \quad t < T . \quad (7.5.3)$$

Use (7.5.3) and the Markov property of Brownian motion to prove that for $t < T$ we have

$$\phi(t, \omega) = \frac{1}{\sqrt{2\pi(T-t)}} \int_{-\infty}^{\infty} \exp \left( - \frac{(x - B_t(\omega))^2}{2(T-t)} \right) dx . \quad (7.5.4)$$

**7.16.** Let $B_t$ be 1-dimensional and let $f: \mathbb{R} \to \mathbb{R}$ be a bounded function. Prove that if $t < T$ then

$$E_x[f(B_T) | \mathcal{F}_t] = \frac{1}{\sqrt{2\pi(T-t)}} \int_{\mathbb{R}} f(x) \exp \left( - \frac{(x - B_t(\omega))^2}{2(T-t)} \right) dx . \quad (7.5.5)$$

(Compare with (7.5.4).)

**7.17.** Let $B_t$ be 1-dimensional and put

$$X_t = (x^{1/3} + \frac{1}{3}B_t)^3 ; \quad t \geq 0 .$$

Then we have seen in Exercise 4.15 that $X_t$ is a solution of the stochastic differential equation

$$dX_t = \frac{1}{3}X_t^{1/3} dt + X_t^{2/3} dB_t ; \quad X_0 = x . \quad (7.5.6)$$
Define 
\[ \tau = \inf \{ t > 0; X_t = 0 \} \]
and put 
\[ Y_t = \begin{cases} X_t & \text{for } t \leq \tau \\ 0 & \text{for } t > \tau \end{cases} \]
Prove that $Y_t$ is also a (strong) solution of (7.5.6). Why does not this contradict the uniqueness assertion of Theorem 5.2.1?
(Hint: Verify that
\[ Y_t = x + \int_0^t \frac{1}{3} Y_s^{1/3} ds + \int_0^t Y_s^{2/3} dB_s \]
for all $t$ by splitting the integrals as follows:
\[ \int_0^t = \int_0^{\tau \land t} + \int_{\tau \land t}^t \]

**7.18. a)** Let
\[ dX_t = b(X_t)dt + \sigma(X_t)dB_t ; \quad X_0 = x \]
be a 1-dimensional Itô diffusion with characteristic operator $\mathcal{A}$. Let $f \in C^2(\mathbb{R})$ be a solution of the differential equation
\[ \mathcal{A}f(x) = b(x)f'(x) + \frac{1}{2}\sigma^2(x)f''(x) = 0 ; \quad x \in \mathbb{R} . \quad (7.5.7) \]
Let $(a, b) \subset \mathbb{R}$ be an open interval such that $x \in (a, b)$ and put 
\[ \tau = \inf \{ t > 0; X_t \notin (a, b) \} . \]
Assume that $\tau < \infty$ a.s. $Q^x$ and define 
\[ p = P^x[X_\tau = b] . \]
Use Dynkin’s formula to prove that if $f(b) \neq f(a)$ then 
\[ p = \frac{f(x) - f(a)}{f(b) - f(a)} . \quad (7.5.8) \]
In other words, the harmonic measure $\mu^x_{(a, b)}$ of $X$ on $\partial(a, b) = \{a, b\}$ is given by
\[ \mu^x_{(a, b)}(b) = \frac{f(x) - f(a)}{f(b) - f(a)} , \quad \mu^x_{(a, b)}(a) = \frac{f(b) - f(x)}{f(b) - f(a)} . \quad (7.5.9) \]
b) Now specialize to the process

\[ X_t = x + B_t ; \quad t \geq 0 . \]

Prove that

\[ p = \frac{x-a}{b-a} . \quad (7.5.10) \]

c) Find \( p \) if

\[ X_t = x + \mu t + \sigma B_t ; \quad t \geq 0 \]

where \( \mu, \sigma \in \mathbb{R} \) are nonzero constants.

7.19. Let \( B_t^x \) be 1-dimensional Brownian motion starting at \( x > 0 \). Define

\[ \tau = \tau(x, \omega) = \inf\{t > 0; B_t^x(\omega) = 0\} . \]

From Exercise 7.4 we know that

\[ \tau < \infty \quad \text{a.s.} \quad P^x \text{ and } E^x[\tau] = \infty . \]

What is the distribution of the random variable \( \tau(\omega) \)?

a) To answer this, first find the \textit{Laplace transform}

\[ g(\lambda) = E^x[\exp(-\lambda \tau)] \quad \text{for } \lambda > 0 . \]

(Hint: Let \( M_t = \exp(-\sqrt{2\lambda} B_t - \lambda t) \). Then

\[ \{M_{t\wedge \tau}\}_{t \geq 0} \quad \text{is a bounded martingale} . \]

[Solution: \( g(\lambda) = \exp(-\sqrt{2\lambda} x) \).]

b) To find the density \( f(t) \) of \( \tau \) it suffices to find \( f(t) = f(t, x) \) such that

\[ \int_0^\infty e^{-\lambda t} f(t) dt = \exp(-\sqrt{2\lambda} x) \quad \text{for all } \lambda > 0 \]

i.e. to find the \textit{inverse} Laplace transform of \( g(\lambda) \). Verify that

\[ f(t, x) = \frac{x}{\sqrt{2\pi t}^3} \exp\left( -\frac{x^2}{2t} \right) ; \quad t > 0 . \]
8. Other Topics in Diffusion Theory

In this chapter we study some other important topics in diffusion theory and related areas. Some of these topics are not strictly necessary for the remaining chapters, but they are all central in the theory of stochastic analysis and essential for further applications. The following topics will be treated:

8.1 Kolmogorov’s backward equation. The resolvent.
8.2 The Feynman-Kac formula. Killing.
8.3 The martingale problem.
8.4 When is an Itô process a diffusion?
8.5 Random time change.
8.6 The Girsanov formula.

8.1 Kolmogorov’s Backward Equation. The Resolvent

In the following we let \( X_t \) be an Itô diffusion in \( \mathbb{R}^n \) with generator \( A \). If we choose \( f \in C^2_0(\mathbb{R}^n) \) and \( \tau = t \) in Dynkin’s formula (7.4.1) we see that

\[
   u(t, x) = \mathbb{E}_x[f(X_t)]
\]

is differentiable with respect to \( t \) and

\[
   \frac{\partial u}{\partial t} = \mathbb{E}_x[Af(X_t)].
\]

(8.1.1)

It turns out that the right hand side of (8.1.1) can be expressed in terms of \( u \) also:

**Theorem 8.1.1 (Kolmogorov’s backward equation).**

Let \( f \in C^2_0(\mathbb{R}^n) \).

\( a) \) Define

\[
   u(t, x) = \mathbb{E}_x[f(X_t)].
\]

Then \( u(t, \cdot) \in \mathcal{D}_A \) for each \( t \) and

\[
   \frac{\partial u}{\partial t} = Au, \quad t > 0, \ x \in \mathbb{R}^n
\]

(8.1.3)

\[
   u(0, x) = f(x); \quad x \in \mathbb{R}^n
\]

(8.1.4)
where the right hand side is to be interpreted as $A$ applied to the function $x \mapsto u(t, x)$.

b) Moreover, if $w(t, x) \in C^{1,2}(\mathbb{R} \times \mathbb{R}^n)$ is a bounded function satisfying (8.1.3), (8.1.4) then $w(t, x) = u(t, x)$, given by (8.1.2).

Proof. a) Let $g(x) = u(t, x)$. Then since $t \mapsto u(t, x)$ is differentiable we have

$$
E_x[g(X_r)] - g(x) = \frac{1}{r} \cdot E^x\left[E^{X_r}[f(X_t)] - E^x[f(X_t)]\right]
$$

$$
= \frac{1}{r} \cdot E^x\left[E^{X_t}[f(X_{t+r})] | F_r] - E^x[f(X_t)]\right]
$$

$$
= \frac{1}{r} \cdot E^{X_t}[f(X_{t+r}) - f(X_t)]
$$

$$
= \frac{u(t + r, x) - u(t, x)}{r} \to \frac{\partial u}{\partial t} \quad \text{as} \quad r \downarrow 0.
$$

Hence

$$
Au = \lim_{r \downarrow 0} \frac{E_x[g(X_r)] - g(x)}{r} \quad \text{exists and} \quad \frac{\partial u}{\partial t} = Au, \quad \text{as asserted}.
$$

Conversely, to prove the uniqueness statement in b) assume that a function $w(t, x) \in C^{1,2}(\mathbb{R} \times \mathbb{R}^n)$ satisfies (8.1.3)–(8.1.4). Then

$$
\tilde{A}w := -\frac{\partial w}{\partial t} + Aw = 0 \quad \text{for} \quad t > 0, \ x \in \mathbb{R}^n \quad (8.1.5)
$$

and

$$
w(0, x) = f(x), \quad x \in \mathbb{R}^n. \quad (8.1.6)
$$

Fix $(s, x) \in \mathbb{R} \times \mathbb{R}^n$. Define the process $Y_t$ in $\mathbb{R}^{n+1}$ by $Y_t = (s - t, X_t^{0, x})$, $t \geq 0$. Then $Y_t$ has generator $\tilde{A}$ and so by (8.1.5) and Dynkin’s formula we have, for all $t \geq 0$,

$$
E^{s, x}[w(Y_{t \wedge \tau_R})] = w(s, x) + E^{s, x}\left[\int_0^{t \wedge \tau_R} \tilde{A}w(Y_r)dr\right] = w(s, x),
$$

where $\tau_R = \inf\{t > 0; |X_t| \geq R\}$.

Letting $R \to \infty$ we get

$$
w(s, x) = E^{s, x}[w(Y_s)]; \quad \forall t \geq 0.
$$

In particular, choosing $t = s$ we get

$$
w(s, x) = E^{s, x}[w(Y_s)] = E[w(0, X^0_s)] = E[f(X^0_s)] = E^x[f(X_s)]. \quad \square$$
Remark. If we introduce the operator \( Q_t : f \to E^*[f(X_t)] \) then we have \( u(t, x) = (Q_tf)(x) \) and we may rewrite (8.1.1) and (8.1.3) as follows:

\[
\frac{d}{dt}(Q_tf) = Q_t(Af) ; \quad f \in C^2_b(\mathbb{R}^n) \quad (8.1.1)'
\]

\[
\frac{d}{dt}(Q_tf) = A(Q_tf) ; \quad f \in C^2_b(\mathbb{R}^n) \quad (8.1.3)'
\]

Thus the equivalence of (8.1.1) and (8.1.3) amounts to saying that the operators \( Q_t \) and \( A \) commute, in some sense. Arguing formally, it is tempting to say that the solution of (8.1.1)' and (8.1.3)' is

\( Q_t = e^{tA} \)

and therefore \( Q_tA = AQ_t \). However, this argument would require a further explanation, because in general \( A \) is an unbounded operator.

It is an important fact that the operator \( A \) always has an inverse, at least if a positive multiple of the identity is subtracted from \( A \). This inverse can be expressed explicitly in terms of the diffusion \( X_t \):

**Definition 8.1.2.** For \( \alpha > 0 \) and \( g \in C_b(\mathbb{R}^n) \) we define the resolvent operator \( R_\alpha \) by

\[
R_\alpha g(x) = \mathbb{E}^x \left[ \frac{\infty}{\infty} \int_0^\infty e^{-\alpha t} g(X_t) dt \right].
\]

\[(8.1.7)\]

**Lemma 8.1.3.** \( R_\alpha g \) is a bounded continuous function.

**Proof.** Since \( R_\alpha g(x) = \int_0^\infty e^{-\alpha t} \mathbb{E}^x[g(X_t)] dt \), we see that Lemma 8.1.3 is a direct consequence of the next result:

**Lemma 8.1.4.** Let \( g \) be a lower bounded, measurable function on \( \mathbb{R}^n \) and define, for fixed \( t \geq 0 \)

\[
u(x) = \mathbb{E}^x[g(X_t)].
\]

a) If \( g \) is lower semicontinuous, then \( \nu \) is lower semicontinuous.

b) If \( g \) is bounded and continuous, then \( \nu \) is continuous. In other words, any Itô diffusion \( X_t \) is Feller-continuous.

**Proof.** By (5.2.10) we have

\[
\mathbb{E}[|X_t^x - X_t^y|^2] \leq |y - x|^2 C(t),
\]

where \( C(t) \) does not depend on \( x \) and \( y \). Let \( \{y_n\} \) be a sequence of points converging to \( x \). Then

\[
X_t^{y_n} \to X_t^x \quad \text{in} \quad L^2(\Omega, P) \quad \text{as} \quad n \to \infty.
\]

So, by taking a subsequence \( \{z_n\} \) of \( \{y_n\} \) we obtain that

\[
X_t^{z_n}(\omega) \to X_t^x(\omega) \quad \text{for a.a.} \ \omega \in \Omega.
\]
a) If \( g \) is lower bounded and lower semicontinuous, then by the Fatou lemma
\[
  u(x) = E[g(X^*_t)] \leq E\left[ \lim_{n \to \infty} g(X^*_t) \right] \leq \lim_{n \to \infty} E[g(X^*_t)] = \lim_{n \to \infty} u(z_n) .
\]
Therefore every sequence \( \{y_n\} \) converging to \( x \) has a subsequence \( \{z_n\} \) such that \( u(x) \leq \lim_{n \to \infty} u(z_n) \). That proves that \( u \) is lower semicontinuous.

b) If \( g \) is bounded and continuous, the result in a) can be applied both to \( g \) and \( -g \). Hence both \( u \) and \( -u \) are lower semicontinuous and we conclude that \( u \) is continuous.

We now prove that \( R_\alpha \) and \( \alpha - A \) are inverse operators:

**Theorem 8.1.5. a)** If \( f \in C^2_0(R^n) \) then \( R_\alpha(\alpha - A)f = f \) for all \( \alpha > 0 \).

**b)** If \( g \in C_b(R^n) \) then \( R_\alpha g \in D_A \) and \( (\alpha - A)R_\alpha g = g \) for all \( \alpha > 0 \).

**Proof. a)** If \( f \in C^2_0(R^n) \) then by Dynkin’s formula
\[
  R_\alpha(\alpha - A)f(x) = (\alpha R_\alpha f - R_\alpha Af)(x)
  = \alpha \int_0^\infty e^{-\alpha t} E^x[f(X_t)] dt - \int_0^\infty e^{-\alpha t} E^x[Af(X_t)] dt
  = \left[ -e^{-\alpha t} E^x[f(X_t)] + \int_0^\infty e^{-\alpha t} \frac{d}{dt} E^x[f(X_t)] dt \right] - \int_0^\infty e^{-\alpha t} E^x[Af(X_t)] dt
  = E^x[f(X_0)] = f(x) .
\]

**b)** If \( g \in C_b(R^n) \) then by the strong Markov property
\[
  E^x[R_\alpha g(X_t)] = E^x[E^{X_t}\left[ \int_0^\infty e^{-\alpha s} g(X_s) ds \right]]
  = E^x[E^x_t\left( \int_0^\infty e^{-\alpha s} g(X_s) ds \right) | \mathcal{F}_t]
  = E^x\left[ \int_0^\infty e^{-\alpha s} g(X_{t+s}) ds | \mathcal{F}_t \right]
  = E^x\left[ \int_0^{\infty} e^{-\alpha s} g(X_{t+s}) ds \right]
  = \int_0^{\infty} e^{-\alpha s} E^x[g(X_{t+s})] ds .
\]
Integration by parts gives
\[
  E^x[R_\alpha g(X_t)] = \alpha \int_0^\infty e^{-\alpha s} \int_t^{t+s} E^x[g(X_v)] dv ds .
\]
This identity implies that \( R_\alpha g \in D_A \) and
\[
  A(R_\alpha g) = \alpha R_\alpha g - g .
\]

\( \square \)
8.2 The Feynman-Kac Formula. Killing

With a little harder work we can obtain the following useful generalization of Kolmogorov’s backward equation:

**Theorem 8.2.1 (The Feynman-Kac formula).**

Let \( f \in C^0_0(\mathbb{R}^n) \) and \( q \in C(\mathbb{R}^n) \). Assume that \( q \) is lower bounded.

a) Put

\[
v(t, x) = E^x \left[ \exp \left( - \int_0^t q(X_s) ds \right) f(X_t) \right]. \tag{8.2.1}
\]

Then

\[
\frac{\partial v}{\partial t} = Av - qv; \quad t > 0, \quad x \in \mathbb{R}^n \tag{8.2.2}
\]

\[
v(0, x) = f(x); \quad x \in \mathbb{R}^n \tag{8.2.3}
\]

b) Moreover, if \( w(t, x) \in C^{1,2}(\mathbb{R} \times \mathbb{R}^n) \) is bounded on \( K \times \mathbb{R}^n \) for each compact \( K \subset \mathbb{R} \) and \( w \) solves (8.2.2), (8.2.3), then \( w(t, x) = v(t, x) \), given by (8.2.1).

**Proof.** a) Let \( Y_t = f(X_t) \), \( Z_t = \exp(\int_0^t q(X_s) ds) \). Then \( dY_t \) is given by (7.3.1) and

\[
dZ_t = -Z_t q(X_t) dt.
\]

So

\[
d(Y_t Z_t) = Y_t dZ_t + Z_t dY_t, \quad \text{since} \quad dZ_t \cdot dY_t = 0.
\]

Note that since \( Y_t Z_t \) is an Itô process it follows from Lemma 7.3.2 that \( v(t, x) = E^x[Y_t Z_t] \) is differentiable w.r.t. \( t \).

Therefore, with \( v(t, x) \) as in (8.2.1) we get

\[
\frac{1}{r}(E^x[v(t, x_r)] - v(t, x)) = \frac{1}{r} E^x[E^{X_r}[Z_t f(X_t)] - E^x[Z_t f(X_t)]]
\]

\[
= \frac{1}{r} E^x[E^x[f(X_{t+r})] \exp \left( - \int_0^t q(X_s) ds \right) |F_r] - E^x[Z_t f(X_t)|F_r]]
\]

\[
= \frac{1}{r} E^x[Z_{t+r} \cdot \exp \left( \int_0^r q(X_s) ds \right) f(X_{t+r})] - Z_t f(X_t)]
\]

\[
= \frac{1}{r} E^x[f(X_{t+r})Z_{t+r} - f(X_t)Z_t]
\]

\[
+ \frac{1}{r} E^x \left[ f(X_{t+r})Z_{t+r} \cdot \left( \exp \left( \int_0^r q(X_s) ds \right) - 1 \right) \right]
\]

\[
\rightarrow \frac{\partial}{\partial t} v(t, x) + q(x)v(t, x) \quad \text{as} \quad r \rightarrow 0.
\]
because
\[ \frac{1}{r} f(X_{t+r})Z_{t+r} \left( \exp \left( \int_0^r q(X_s)ds \right) - 1 \right) \to f(X_t)Z_tq(X_0) \]
pointwise boundedly. That completes the proof of a).

b) Assume that \( w(t, x) \in C^{1,2}(\mathbb{R} \times \mathbb{R}^n) \) satisfies (8.2.2) and (8.2.3) and that \( w(t, x) \) is bounded on \( K \times \mathbb{R}^n \) for each compact \( K \subset \mathbb{R} \). Then
\[ \tilde{A}w(t, x) := -\frac{\partial w}{\partial t} + Aw - qw = 0 \quad \text{for} \quad t > 0, \; x \in \mathbb{R}^n \quad (8.2.4) \]
and
\[ w(0, x) = f(x) \quad ; \quad x \in \mathbb{R}^n . \quad (8.2.5) \]
Fix \( (s, x, z) \in \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n \) and define \( Z_t = z + \int_0^t q(X_s)ds \) and \( H_t = (s-t, X_t^0, Z_t) \). Then \( H_t \) is an Itô diffusion with generator
\[ A_H \phi(s, x, z) = -\frac{\partial \phi}{\partial s} + A\phi + q(x)\frac{\partial \phi}{\partial z} ; \quad \phi \in C_0^2(\mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n) . \]
Hence by (8.2.4) and Dynkin’s formula we have, for all \( t \geq 0 \), \( R > 0 \) and with \( \phi(s, x, z) = \exp(-z)w(s, x) \):
\[ E^{s,x,z} \left[ \phi(H_{t \wedge \tau_R}) \right] = \phi(s, x, z) + E^{s,x,z} \left[ \int_0^{t \wedge \tau_R} A_H \phi(H_r)dr \right] , \]
where \( \tau_R = \inf \{ t > 0 ; |H_t| \geq R \} \).
Note that with this choice of \( \phi \) we have by (8.2.4)
\[ A_H \phi(s, x, z) = \exp(-z) \left[ -\frac{\partial w}{\partial s} + Aw - qw(x)w \right] = 0 . \]
Hence
\[ w(s, x) = \phi(s, x, 0) = E^{s,x,0} \left[ \phi(H_{t \wedge \tau_R}) \right] \]
\[ = E^x \left[ \exp \left( - \int_0^{t \wedge \tau_R} q(X_r)dr \right) w(s-t \wedge \tau_R, X_{t \wedge \tau_R}) \right] \]
\[ \to E^x \left[ \exp \left( - \int_0^t q(X_r)dr \right) w(s-t, X_t) \right] \quad \text{as} \quad R \to \infty , \]
since \( w(r, x) \) is bounded for \( (r, x) \in K \times \mathbb{R}^n \). In particular, choosing \( t = s \) we get
\[ w(s, x) = E^x \left[ \exp \left( - \int_0^s q(X_r)dr \right) w(0, X_0^0, x) \right] = v(s, x), \quad \text{as claimed}. \]

**Remark. (About killing a diffusion)**

In Theorem 7.3.3 we have seen that the generator of an Itô diffusion \( X_t \) given by

\[ dX_t = b(X_t)dt + \sigma(X_t)dB_t \quad (8.2.6) \]

is a partial differential operator \( L \) of the form

\[ Lf = \sum a_{ij} \frac{\partial^2 f}{\partial x_i \partial x_j} + \sum b_i \frac{\partial f}{\partial x_i} \quad (8.2.7) \]

where \( [a_{ij}] = \frac{1}{2} \sigma \sigma^T \), \( b = [b_i] \). It is natural to ask if one can also find processes whose generator has the form

\[ Lf = \sum a_{ij} \frac{\partial^2 f}{\partial x_i \partial x_j} + \sum b_i \frac{\partial f}{\partial x_i} - cf \quad (8.2.8) \]

where \( c(x) \) is a bounded and continuous function.

If \( c(x) \geq 0 \) the answer is yes and a process \( \tilde{X}_t \) with generator \( (8.2.8) \) is obtained by **killing** \( X_t \) at a certain **(killing) time** \( \zeta \). By this we mean that there exists a random time \( \zeta \) such that if we put

\[ \tilde{X}_t = X_t \quad \text{if} \quad t < \zeta \quad (8.2.9) \]

and leave \( \tilde{X}_t \) undefined if \( t \geq \zeta \) (alternatively, put \( \tilde{X}_t = \partial \) if \( t \geq \zeta \), where \( \partial \notin \mathbb{R}^n \) is some “coffin” state), then \( \tilde{X}_t \) is also a strong Markov process and

\[ E^x[f(\tilde{X}_t)] = E^x[f(X_t), t < \zeta] = E^x[f(X_t) \cdot e^{-\int_0^t c(X_s)ds}] \quad (8.2.10) \]

for all bounded continuous functions \( f \) on \( \mathbb{R}^n \).

Let \( v(t, x) \) denote the right hand side of \( (8.2.10) \) with \( f \in C_0^2(\mathbb{R}^n) \). Then

\[ \lim_{t \to 0} \frac{E^x[f(\tilde{X}_t)] - f(x)}{t} = \frac{\partial}{\partial t} v(t, x)_{t=0} = (Av - cv)_{t=0} = Af(x) - c(x)f(x), \]

by the Feynman-Kac formula.

So the generator of \( \tilde{X}_t \) is \( (8.2.8) \), as required. The function \( c(x) \) can be interpreted as the **killing rate**:

\[ c(x) = \lim_{t \to 0} \frac{1}{t} Q^t \left[ X_0 \text{ is killed in the time interval } (0, t) \right]. \]

Thus by applying such a killing procedure we can come from the special case \( c = 0 \) in \( (8.2.7) \) to the general case \( (8.2.8) \) with \( c(x) \geq 0 \). Therefore, for many purposes it is enough to consider the equation \( (8.2.7) \).

If the function \( c(x) \geq 0 \) is given, an explicit construction of the killing time \( \zeta \) such that \( (8.2.10) \) holds can be found in Karlin and Taylor (1975), p. 314. For a more general discussion see Blumenthal and Getoor (1968), Chap. III.
8.3 The Martingale Problem

If $dX_t = b(X_t)dt + \sigma(X_t)dB_t$ is an Itô diffusion in $\mathbb{R}^n$ with generator $A$ and if $f \in C^2_0(\mathbb{R}^n)$ then by (7.3.1)

$$f(X_t) = f(x) + \int_0^t Af(X_s)ds + \int_0^t \nabla f^T(X_s)\sigma(X_s)dB_s. \quad (8.3.1)$$

Define

$$M_t = f(X_t) - \int_0^t Af(X_r)dr = f(x) + \int_0^t \nabla f^T(X_r)\sigma(X_r)dB_r. \quad (8.3.2)$$

Then, since Itô integrals are martingales (w.r.t. the $\sigma$-algebras $\mathcal{F}_t^{(m)}$) we have for $s > t$

$$E^x[M_s | \mathcal{F}_t^{(m)}] = M_t.$$

It follows that

$$E^x[M_s | \mathcal{M}_t] = E^x[E^x[M_s | \mathcal{F}_t^{(m)}] | \mathcal{M}_t] = E^x[M_t | \mathcal{M}_t] = M_t,$$

since $M_t$ is $\mathcal{M}_t$-measurable. We have proved:

**Theorem 8.3.1.** If $X_t$ is an Itô diffusion in $\mathbb{R}^n$ with generator $A$, then for all $f \in C^2_0(\mathbb{R}^n)$ the process

$$M_t = f(X_t) - \int_0^t Af(X_r)dr$$

is a martingale w.r.t. $\{\mathcal{M}_t\}$.

If we identify each $\omega \in \Omega$ with the function

$$\omega_t = \omega(t) = X^x_t(\omega)$$

we see that the probability space $(\Omega, \mathcal{M}, Q^x)$ is identified with

$$((\mathbb{R}^n)^{[0,\infty)}, \mathcal{B}, \tilde{Q}^x)$$

where $\mathcal{B}$ is the Borel $\sigma$-algebra on $(\mathbb{R}^n)^{[0,\infty)}$ (see Chapter 2). Thus, regarding the law of $X^x_t$ as a probability measure $\tilde{Q}^x$ on $\mathcal{B}$ we can formulate Theorem 8.3.1 as follows:

**Theorem 8.3.1’.** If $\tilde{Q}^x$ is the probability measure on $\mathcal{B}$ induced by the law $Q^x$ of an Itô diffusion $X_t$, then for all $f \in C^2_0(\mathbb{R}^n)$ the process
\[ M_t = f(X_t) - \int_0^t A f(X_r) dr = f(\omega_t) - \int_0^t A f(\omega_r) dr; \quad \omega \in (\mathbb{R}^n)^{[0, \infty)} \] (8.3.3)

is a \( \tilde{Q}^x \)-martingale w.r.t. the Borel \( \sigma \)-algebras \( B_t \) of \( (\mathbb{R}^n)^{[0, t]} \), \( t \geq 0 \). In other words, the measure \( \tilde{Q}^x \) solves the martingale problem for the differential operator \( A \), in the following sense:

**Definition 8.3.2.** Let \( L \) be a semi-elliptic differential operator of the form

\[ L = \sum b_i \frac{\partial}{\partial x_i} + \frac{1}{2} \sum a_{ij} \frac{\partial^2}{\partial x_i \partial x_j} \]

where the coefficients \( b_i, a_{ij} \) are locally bounded Borel measurable functions on \( \mathbb{R}^n \). Then we say that a probability measure \( \tilde{P}^x \) on \( ((\mathbb{R}^n)^{[0, \infty)}, \mathcal{B}) \) solves the martingale problem for \( L \) (starting at \( x \)) if the process

\[ M_t = f(\omega_t) - \int_0^t L f(\omega_r) dr, M_0 = f(x) \quad \text{a.s.} \quad \tilde{P}^x \]

is a \( \tilde{P}^x \) martingale w.r.t. \( B_t \), for all \( f \in C^2_0(\mathbb{R}^n) \). The martingale problem is called well posed if there is a unique measure \( \tilde{P}^x \) solving the martingale problem.

The argument of Theorem 8.3.1 actually proves that \( \tilde{Q}^x \) solves the martingale problem for \( A \) whenever \( X_t \) is a weak solution of the stochastic differential equation

\[ dX_t = b(X_t) dt + \sigma(X_t) dB_t. \quad (8.3.4) \]

Conversely, it can be proved that if \( \tilde{P}^x \) solves the martingale problem for

\[ L = \sum b_i \frac{\partial}{\partial x_i} + \frac{1}{2} \sum (\sigma \sigma^T)_{ij} \frac{\partial^2}{\partial x_i \partial x_j} \] (8.3.5)

starting at \( x \), for all \( x \in \mathbb{R}^n \), then there exists a weak solution \( X_t \) of the stochastic differential equation (8.3.4). Moreover, this weak solution \( X_t \) is a Markov process if and only if the martingale problem for \( L \) is well posed. (See Stroock and Varadhan (1979) or Rogers and Williams (1987)). Therefore, if the coefficients \( b, \sigma \) of (8.3.4) satisfy the conditions (5.2.1), (5.2.2) of Theorem 5.2.1, we conclude that

\( \tilde{Q}^x \) is the unique solution of the martingale problem for the operator \( L \) given by (8.3.5).

(8.3.6)

Lipschitz-continuity of the coefficients of \( L \) is not necessary for the uniqueness of the martingale problem. For example, one of the spectacular results of Stroock and Varadhan (1979) is that
\[ L = \sum b_i \frac{\partial}{\partial x_i} + \sum a_{ij} \frac{\partial^2}{\partial x_i \partial x_j} \]

has a unique solution of the martingale problem if \([a_{ij}]\) is everywhere positive definite, \(a_{ij}(x)\) is continuous, \(b(x)\) is measurable and there exists a constant \(D\) such that

\[
|b(x)| + |a(x)|^{\frac{1}{2}} \leq D(1 + |x|) \quad \text{for all } x \in \mathbb{R}^n .
\]

8.4 When is an Itô Process a Diffusion?

The Itô formula gives that if we apply a \(C^2\) function \(\phi: U \subset \mathbb{R}^n \to \mathbb{R}^n\) to an Itô process \(X_t\) the result \(\phi(X_t)\) is another Itô process. A natural question is: If \(X_t\) is an Itô diffusion will \(\phi(X_t)\) be an Itô diffusion too? The answer is no in general, but it may be yes in some cases:

**Example 8.4.1 (The Bessel process).** Let \(n \geq 2\). In Example 4.2.2 we found that the process

\[
R_t(\omega) = |B(t, \omega)| = (B_1(t, \omega)^2 + \cdots + B_n(t, \omega)^2)^{\frac{1}{2}}
\]

satisfies the equation

\[
dR_t = \sum_{i=1}^n \frac{B_i dB_i}{R_t} + \frac{n-1}{2R_t} dt . \tag{8.4.1}
\]

However, as it stands this is not a stochastic differential equation of the form (5.2.3), so it is not apparent from (8.4.1) that \(R\) is an Itô diffusion. But this will follow if we can show that

\[ Y_t = \int_0^t \sum_{i=1}^n \frac{B_i}{|B|} dB_i \]

coincides in law (i.e. has the same finite-dimensional distributions as) 1-dimensional Brownian motion \(\tilde{B}_t\). For then (8.4.1) can be written

\[
dR_t = \frac{n-1}{2R_t} dt + d\tilde{B}_t
\]

which is of the form (5.2.3), thus showing by weak uniqueness (Lemma 5.3.1) that \(R_t\) is an Itô diffusion with generator

\[ Af(x) = \frac{1}{2} f''(x) + \frac{n-1}{2x} f'(x) \]

as claimed in Example 4.2.2. One way of seeing that the process \(Y_t\) coincides in law with 1-dimensional Brownian motion \(\tilde{B}_t\) is to apply the following result:
Theorem 8.4.2. An Itô process

\[ dY_t = v dB_t; \quad Y_0 = 0 \text{ with } v(t, \omega) \in V_{n \times m}^{\text{tr}} \]

coincides (in law) with \( n \)-dimensional Brownian motion if and only if

\[ vv^T(t, \omega) = I_n \quad \text{for a.a. } (t, \omega) \text{ w.r.t. } dt \times dP \quad (8.4.2) \]

where \( I_n \) is the \( n \)-dimensional identity matrix.

Note that in the example above we have

\[ Y_t = \int_0^t v dB \]

with

\[ v = \begin{bmatrix} B_1 \\ \vdots \\ B_n \end{bmatrix}, \quad B = \begin{pmatrix} B_1 \\ \vdots \\ B_n \end{pmatrix} \]

and since \( vv^T = 1 \), we get that \( Y_t \) is a 1-dimensional Brownian motion, as required.

Theorem 8.4.2 is a special case of the following result, which gives a necessary and sufficient condition for an Itô process to coincide in law with a given diffusion: (We use the symbol \( \simeq \) for “coincides in law with”).

Theorem 8.4.3. Let \( X_t \) be an Itô diffusion given by

\[ dX_t = b(X_t)dt + \sigma(X_t)dB_t, \quad b \in \mathbb{R}^n, \quad \sigma \in \mathbb{R}^{n \times m}, \quad X_0 = x, \]

and let \( Y_t \) be an Itô process given by

\[ dY_t = u(t, \omega)dt + v(t, \omega)dB_t, \quad u \in \mathbb{R}^n, \quad v \in \mathbb{R}^{n \times m}, \quad Y_0 = x. \]

Then \( X_t \simeq Y_t \) if and only if

\[ E^x[u(t, \cdot)|\mathcal{N}_t] = b(Y^x) \quad \text{and} \quad vv^T(t, \omega) = \sigma \sigma^T(Y^x_t) \quad (8.4.3) \]

for a.a. \( (t, \omega) \text{ w.r.t. } dt \times dP \), where \( \mathcal{N}_t \) is the \( \sigma \)-algebra generated by \( Y_s; s \leq t \).

Proof. Assume that (8.4.3) holds. Let

\[ A = \sum_i b_i \frac{\partial}{\partial x_i} + \frac{1}{2} \sum_{i,j} (\sigma \sigma^T)_{ij} \frac{\partial^2}{\partial x_i \partial x_j} \]

be the generator of \( X_t \) and define, for \( f \in C^2_0(\mathbb{R}^n) \),

\[ Hf(t, \omega) = \sum_i u_i(t, \omega) \frac{\partial f}{\partial x_i}(Y_t) + \frac{1}{2} \sum_{i,j} (vv^T)_{ij}(t, \omega) \frac{\partial^2 f}{\partial x_i \partial x_j}(Y_t). \]
Then by Itô’s formula (see (7.3.1)) we have, for $s > t$,

$$
E^x[f(Y_s)|\mathcal{N}_t] = f(Y_t) + E^x\left[\int_t^s Hf(r,\omega)dr|\mathcal{N}_t\right] + E^x\left[\int_t^s \nabla f^Tv dB_r|\mathcal{N}_t\right]
$$

$$
= f(Y_t) + E^x\left[\int_t^s E^x[Hf(r,\omega)|\mathcal{N}_r]dr|\mathcal{N}_t\right]
$$

$$
= f(Y_t) + E^x\left[\int_t^s Af(Y_r)dr|\mathcal{N}_t\right]
$$

by (8.4.3),

$$
(8.4.4)
$$

where $E^x$ denotes expectation w.r.t. the law $R^x$ of $Y_t$ (see Lemma 7.3.2).

Therefore, if we define

$$
M_t = f(Y_t) - \int_0^t Af(Y_r)dr
$$

(8.4.5)

then, for $s > t$,

$$
E^x[M_s|\mathcal{N}_t] = f(Y_t) + E^x\left[\int_t^s Af(Y_r)dr|\mathcal{N}_t\right] - E^x\left[\int_0^s Af(Y_r)dr|\mathcal{N}_t\right]
$$

$$
= f(Y_t) + E^x\left[\int_0^s Af(Y_r)dr|\mathcal{N}_t\right] = M_t .
$$

Hence $M_t$ is a martingale w.r.t. the $\sigma$-algebras $\mathcal{N}_t$ and the law $R^x$. By uniqueness of the solution of the martingale problem (see (8.3.6)) we conclude that $X_t \sim Y_t$.

Conversely, assume that $X_t \sim Y_t$. Choose $f \in C^2_0$. By Itô’s formula (7.3.1) we have, for a.a. $(t, \omega)$ w.r.t. $dt \times dP$,

$$
\lim_{h \downarrow 0} \frac{1}{h} \left(E^x[f(Y_{t+h})|\mathcal{N}_t] - f(Y_t)\right)
$$

$$
= \lim_{h \downarrow 0} \frac{1}{h} \left(\int_t^{t+h} E^x\left[\sum_i u_i(s,\omega)\frac{\partial f}{\partial x_i}(Y_s)\right] + \frac{1}{2} \sum_{i,j} (vv^T)_{ij}(s,\omega) \frac{\partial^2 f}{\partial x_i \partial x_j}(Y_s)|\mathcal{N}_t\right)ds\right)
$$

(8.4.6)

$$
= \sum_i E^x[u_i(t,\omega)|\mathcal{N}_t] \frac{\partial f}{\partial x_i}(Y_t) + \frac{1}{2} \sum_{i,j} E^x[(vv^T)_{ij}(t,\omega)|\mathcal{N}_t] \frac{\partial^2 f}{\partial x_i \partial x_j}(Y_t) .
$$

(8.4.7)

On the other hand, since $X_t \sim Y_t$ we know that $Y_t$ is a Markov process. Therefore (8.4.6) coincides with
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\[
\lim_{h \to 0} \frac{1}{h} (E^{Y_t}[f(Y_h)] - E^{Y_t}[f(Y_0)])
\]

\[
= \sum_i E^{Y_t}[u_i(0, \omega) \frac{\partial f}{\partial x_i}(Y_0)] + \frac{1}{2} \sum_{i,j} E^{Y_t}[(vv^T)_{ij}(0, \omega) \frac{\partial^2 f}{\partial x_i \partial x_j}(Y_0)]
\]

\[
= \sum_i E^{Y_t}[u_i(0, \omega)] \frac{\partial f}{\partial x_i}(Y_0) + \frac{1}{2} \sum_{i,j} E^{Y_t}[(vv^T)_{ij}(0, \omega)] \frac{\partial^2 f}{\partial x_i \partial x_j}(Y_0). \quad (8.4.8)
\]

Comparing (8.4.7) and (8.4.8) we conclude that

\[
E_x[u(t, \omega)|\mathcal{N}_t] = E^{Y_t}[u(0, \omega)] \quad \text{and} \quad E_x[vv^T(t, \omega)|\mathcal{N}_t] = E^{Y_t}[vv^T(0, \omega)]
\]

for a.a. \((t, \omega)\).

On the other hand, since the generator of \(Y_t\) coincides with the generator \(A\) of \(X_t\) we get from (8.4.8) that

\[
E^{Y_t}[u(0, \omega)] = b(Y_t) \quad \text{and} \quad E^{Y_t}[vv^T(0, \omega)] = \sigma \sigma^T(Y_t) \quad \text{for a.a.} \,(t, \omega).
\]

Combining (8.4.9) and (8.4.10) we conclude that

\[
E^x[u(\cdot, \omega)|\mathcal{N}_t] = b(Y_t) \quad \text{and} \quad E^x[vv^T(\cdot, \omega)|\mathcal{N}_t] = \sigma \sigma^T(Y_t) \quad \text{for a.a.} \,(t, \omega).
\]

From this we obtain (8.4.3) by using that in fact \(vv^T(t, \cdot)\) is always \(\mathcal{N}_t\)-measurable, in the following sense:

**Lemma 8.4.4.** Let \(dY_t = u(t, \omega)dt + v(t, \omega)dB_t, Y_0 = x\) be as in Theorem 8.4.3. Then there exists an \(\mathcal{N}_t\)-adapted process \(W(t, \omega)\) such that

\[
vv^T(t, \omega) = W(t, \omega) \quad \text{for a.a.} \,(t, \omega).
\]

**Proof.** By Itô’s formula we have (if \(Y_i(t, \omega)\) denotes component number \(i\) of \(Y(t, \omega)\))

\[
Y_iY_j(t, \omega) = x_i x_j + \int_0^t Y_i dY_j(s) + \int_0^t Y_j dY_i(s) + \int_0^t (vv^T)_{ij}(s, \omega) ds.
\]

Therefore, if we put

\[
H_{ij}(t, \omega) = Y_iY_j(t, \omega) - x_i x_j - \int_0^t Y_i dY_j - \int_0^t Y_j dY_i, \quad 1 \leq i, j \leq n
\]

then \(H_{ij}\) is \(\mathcal{N}_t\)-adapted and

\[
H_{ij}(t, \omega) = \int_0^t (vv^T)_{ij}(s, \omega) ds.
\]
Therefore

\[(ww^T)_{ij}(t, \omega) = \lim_{r \to 0} \frac{H(t, \omega) - H(t - r, \omega)}{r}\]

for a.a. \(t\). This shows Lemma 8.4.4 and the proof of Theorem 8.4.3 is complete.

\[\square\]

Remarks. 1) One may ask if also \(u(t, \cdot)\) must be \(\mathcal{N}_t\)-measurable. However, the following example shows that this fails even in the case when \(v = n = 1:\)

Let \(B_1, B_2\) be two independent 1-dimensional Brownian motions and define

\[dY_t = B_1(t)dt + dB_2(t)\]

Then we may regard \(Y_t\) as noisy observations of the process \(B_1(t)\). So by Example 6.2.10 we have that

\[E[(B_1(t, \omega) - \hat{B}_1(t, \omega))^2] = \tanh(t),\]

where \(\hat{B}_1(t, \omega) = E[B_1(t)|\mathcal{N}_t]\) is the Kalman-Bucy filter. In particular, \(B_1(t, \omega)\) cannot be \(H_t\)-measurable.

2) The process \(v(t, \omega)\) need not be \(\mathcal{N}_t\)-adapted either: Let \(B_t\) be 1-dimensional Brownian motion and define

\[dY_t = \text{sign}(B_t)dB_t\]  \hspace{1cm} (8.4.12)

where

\[
\text{sign}(z) = \begin{cases} 
1 & \text{if } z > 0 \\
-1 & \text{if } z \leq 0
\end{cases}
\]

Tanaka’s formula says that

\[|B_t| = |B_0| + \int_0^t \text{sign}(B_s)dB_s + L_t\]  \hspace{1cm} (8.4.13)

where \(L_t = L_t(\omega)\) is local time of \(B_t\) at 0, a non-decreasing process which only increases when \(B_t = 0\) (see Exercise 4.10). Therefore the \(\sigma\)-algebra \(\mathcal{N}_t\) generated by \(\{Y_s; s \leq t\}\) is contained in the \(\sigma\)-algebra \(\mathcal{H}_t\) generated by \(\{|B_s|; s \leq t\}\). It follows that \(v(t, \omega) = \text{sign}(B_1)\) cannot be \(\mathcal{N}_t\)-adapted.

Corollary 8.4.5 (How to recognize a Brownian motion).

Let

\[dY_t = u(t, \omega)dt + v(t, \omega)dB_t\]

be an Itô process in \(\mathbb{R}^n\). Then \(Y_t\) is a Brownian motion if and only if

\[E[u(t, \cdot)|\mathcal{N}_t] = 0 \quad \text{and} \quad vv^T(t, \omega) = I_n\]  \hspace{1cm} (8.4.14)

for a.a. \((t, \omega)\).
Remark. Using Theorem 8.4.3 one may now proceed to investigate when the image $Y_t = \phi(X_t)$ of an Itô diffusion $X_t$ by a $C^2$-function $\phi$ coincides in law with an Itô diffusion $Z_t$. Applying the criterion (8.4.3) one obtains the following result:

$$\phi(X_t) \sim Z_t \text{ if and only if } A[f \circ \phi] = \hat{A}[f] \circ \phi$$

(8.4.15)

for all second order polynomials $f(x_1, \ldots, x_n) = \sum a_i x_i + \sum c_{ij} x_i x_j$ (and hence for all $f \in C^2_0$) where $A$ and $\hat{A}$ are the generators of $X_t$ and $Z_t$ respectively. (Here $o$ denotes function composition: $(f \circ \phi)(x) = f(\phi(x))$.) For generalizations of this result, see Csink and Øksendal (1983), and Csink, Fitzsimmons and Øksendal (1990).

8.5 Random Time Change

Let $c(t, \omega) \geq 0$ be an $\mathcal{F}_t$-adapted process. Define

$$\beta_t = \beta(t, \omega) = \int_0^t c(s, \omega) ds.$$  

(8.5.1)

We will say that $\beta_t$ is a (random) time change with time change rate $c(t, \omega)$. Note that $\beta_t$ is also $\mathcal{F}_t$-adapted and for each $\omega$ the map $t \to \beta_t(\omega)$ is non-decreasing. Define $\alpha_t = \alpha(t, \omega)$ by

$$\alpha_t = \inf\{s; \beta_s > t\}.$$  

(8.5.2)

Then $\alpha_t$ is a right-inverse of $\beta_t$, for each $\omega$:

$$\beta(\alpha(t, \omega), \omega) = t \quad \text{for all } t \geq 0.$$  

(8.5.3)

Moreover, $t \to \alpha_t(\omega)$ is right-continuous.

If $c(s, \omega) > 0$ for a.e. $(s, \omega)$ then $t \to \beta_t(\omega)$ is strictly increasing, $t \to \alpha_t(\omega)$ is continuous and $\alpha_t$ is also a left-inverse of $\beta_t$:

$$\alpha(\beta(t, \omega), \omega) = t \quad \text{for all } t \geq 0.$$  

(8.5.4)

In general $\omega \to \alpha(t, \omega)$ is an $\{\mathcal{F}_s\}$-stopping time for each $t$, since

$$\{\omega; \alpha(t, \omega) < s\} = \{\omega; t < \beta(s, \omega)\} \in \mathcal{F}_s.$$  

(8.5.5)

We now ask the question: Suppose $X_t$ is an Itô diffusion and $Y_t$ an Itô process as in Theorem 8.4.3. When does there exist a time change $\beta_t$ such that $Y_{\alpha_t} \simeq X_t$? (Note that $\alpha_t$ is only defined up to time $\beta_\infty$. If $\beta_\infty < \infty$ we interpret $Y_{\alpha_t} \simeq X_t$ to mean that $Y_{\alpha_t}$ has the same law as $X_t$ up to time $\beta_\infty$).

Here is a partial answer (see Øksendal (1990)):
Theorem 8.5.1. Let $X_t, Y_t$ be as in Theorem 8.4.3 and let $\beta_t$ be a time change with right inverse $\alpha_t$ as in (8.5.1), (8.5.2) above. Assume that

$$u(t, \omega) = c(t, \omega)B(Y_t) \quad \text{and} \quad vv^T(t, \omega) = c(t, \omega) \cdot \sigma \sigma^T(Y_t)$$

(8.5.6)

for a.a. $t, \omega$. Then

$$Y_{\alpha_t} \simeq X_t.$$ 

This result allows us to recognize time changes of Brownian motion:

Theorem 8.5.2. Let $dY_t = v(t, \omega)dB_t, v \in \mathbb{R}^{n \times m}, B_t \in \mathbb{R}^m$ be an Itô integral in $\mathbb{R}^n$, $Y_0 = 0$ and assume that

$$vv^T(t, \omega) = c(t, \omega)I_n$$

(8.5.7)

for some process $c(t, \omega) \geq 0$. Let $\alpha_t, \beta_t$ be as in (8.5.1), (8.5.2). Then

$$Y_{\alpha_t} \quad \text{is an} \quad n\text{-dimensional Brownian motion}.$$ 

Corollary 8.5.3. Let $dY_t = \sum_{i=1}^{n} v_i(t, \omega)dB_i(t, \omega), Y_0 = 0$, where $B = (B_1, \ldots, B_n)$ is a Brownian motion in $\mathbb{R}^n$. Then

$\hat{B}_t := Y_{\alpha_t}$ \quad is a 1-dimensional Brownian motion,

where $\alpha_t$ is defined by (8.5.2) and

$$\beta_t = \int_0^s \left\{ \sum_{i=1}^{n} v_i^2(r, \omega) \right\} dr .$$

(8.5.8)

Corollary 8.5.4. Let $Y_t, \beta_s$ be as in Corollary 8.5.3. Assume that

$$\sum_{i=1}^{n} v_i^2(r, \omega) > 0 \quad \text{for a.a.} \quad (r, \omega) .$$

(8.5.9)

Then there exists a Brownian motion $\hat{B}_t$ such that

$$Y_t = \hat{B}_{\beta_t} .$$

(8.5.10)

Proof. Let

$$\hat{B}_t = Y_{\alpha_t}$$

(8.5.11)

be the Brownian motion from Corollary 8.5.3. By (8.5.9) $\beta_t$ is strictly increasing and hence (8.5.4) holds. So choosing $t = \beta_s$ in (8.5.11) we get (8.5.10).
Corollary 8.5.5. Let $c(t, \omega) \geq 0$ be given and define
\[ dY_t = \int_0^t \sqrt{c(s, \omega)} \, dB_s, \]
where $B_s$ is an n-dimensional Brownian motion. Then $Y_{\alpha_t}$ is also an n-dimensional Brownian motion.

We now use this to prove that a time change of an Itô integral is again an Itô integral, but driven by a different Brownian motion $\tilde{B}_t$. First we construct $\tilde{B}_t$:

Lemma 8.5.6. Suppose $s \to \alpha(s, \omega)$ is continuous, $\alpha(0, \omega) = 0$ for a.a. $\omega$. Fix $t > 0$ such that $\beta_t < \infty$ a.s. and assume that $E[\alpha_t] < \infty$. For $k = 1, 2, \ldots$ put
\[ t_j = \begin{cases} j \cdot 2^{-k} & \text{if } j \cdot 2^{-k} \leq \alpha_t \\ t & \text{if } j \cdot 2^{-k} > \alpha_t \end{cases} \]
and choose $r_j$ such that $\alpha_{r_j} = t_j$. Suppose $f(s, \omega) \geq 0$ is $\mathcal{F}_s$-adapted, bounded and s-continuous for a.a. $\omega$. Then
\[ \lim_{k \to \infty} \sum_j f(\alpha_j, \omega) \Delta B_{\alpha_j} = \int_0^{\alpha_t} f(s, \omega) dB_s \quad \text{a.s.}, \quad (8.5.12) \]
where $\alpha_j = \alpha_{r_j}$, $\Delta B_{\alpha_j} = B_{\alpha_{j+1}} - B_{\alpha_j}$ and the limit is in $L^2(\Omega, P)$.

Proof. For all $k$ we have
\[
E \left[ \left( \sum_j f(\alpha_j, \omega) \Delta B_{\alpha_j} - \int_0^{\alpha_t} f(s, \omega) dB_s \right)^2 \right] = E \left[ \left( \sum_j \int_{\alpha_j}^{\alpha_{j+1}} (f(\alpha_j, \omega) - f(s, \omega)) dB_s \right)^2 \right] = \sum_j E \left[ \int_{\alpha_j}^{\alpha_{j+1}} (f(\alpha_j, \omega) - f(s, \omega))^2 ds \right] = E \left[ \int_0^{\alpha_t} (f - f_k)^2 ds \right],
\]
where $f_k(s, \omega) = \sum_j f(t_j, \omega) \chi_{(t_j, t_{j+1})}(s)$ is the elementary approximation to $f$. (See Corollary 3.1.8). This implies (8.5.12). \qed
We now use this to establish a general time change formula for Itô integrals. An alternative proof in the case \( n = m = 1 \) can be found in McKean (1969, §2.8).

**Theorem 8.5.7 (Time change formula for Itô integrals).**

Suppose \( c(s, \omega) \) and \( \alpha(s, \omega) \) are \( s \)-continuous, \( \alpha(0, \omega) = 0 \) for a.a. \( \omega \) and that \( E[\alpha_t] < \infty \). Let \( B_t \) be an \( m \)-dimensional Brownian motion and let \( v(s, \omega) \in \mathbb{H}^{n \times m} \) be bounded and \( s \)-continuous. Define

\[
\tilde{B}_t = \lim_{k \to \infty} \sum_j \sqrt{c(\alpha_j, \omega)} \Delta B_{\alpha_j} = \int_0^t \sqrt{c(s, \omega)} dB_s . \tag{8.5.13}
\]

Then \( \tilde{B}_t \) is an \((m\text{-dimensional})\) \( \mathcal{F}_{\alpha_t}^{(m)} \)-Brownian motion (i.e. \( \tilde{B}_t \) is a Brownian motion and \( \tilde{B}_t \) is a martingale w.r.t. \( \mathcal{F}_{\alpha_t}^{(m)} \)) and

\[
\int_0^t v(s, \omega) dB_s = \int_0^\alpha_t v(\alpha_r, \omega) \sqrt{\alpha'_r(\omega)} d\tilde{B}_r \quad \text{a.s.} \quad P , \tag{8.5.14}
\]

where \( \alpha'_r(\omega) \) is the derivative of \( \alpha(r, \omega) \) w.r.t. \( r \), so that

\[
\alpha'_r(\omega) = \frac{1}{c(\alpha_r, \omega)} \quad \text{for a.a.} \quad r \geq 0, \ a.a. \ \omega \in \Omega . \tag{8.5.15}
\]

**Proof.** The existence of the limit in (8.5.13) and the second identity in (8.5.13) follow by applying Lemma 8.5.6 to the function

\[
f(s, \omega) = \sqrt{c(s, \omega)} .
\]

Then by Corollary 8.5.5 we have that \( \tilde{B}_t \) is an \( \mathcal{F}_{\alpha_t}^{(m)} \)-Brownian motion. It remains to prove (8.5.14):

\[
\int_0^\alpha_t v(s, \omega) dB_s = \lim_{k \to \infty} \sum_j v(\alpha_j, \omega) \Delta B_{\alpha_j}
\]

\[
= \lim_{k \to \infty} \sum_j v(\alpha_j, \omega) \sqrt{\frac{1}{c(\alpha_j, \omega)}} \sqrt{c(\alpha_j, \omega)} \Delta B_{\alpha_j}
\]

\[
= \lim_{k \to \infty} \sum_j v(\alpha_j, \omega) \sqrt{\frac{1}{c(\alpha_j, \omega)}} \Delta \tilde{B}_j
\]

\[
= \int_0^\alpha_t v(\alpha_r, \omega) \sqrt{\frac{1}{c(\alpha_r, \omega)}} d\tilde{B}_r
\]

and the proof is complete. \( \square \)
Example 8.5.8 (Brownian motion on the unit sphere in $\mathbb{R}^n$; $n \geq 2$).

In Examples 5.1.4 and 7.5.5 we constructed Brownian motion on the unit circle. It is not obvious how to extend the method used there to obtain Brownian motion on the unit sphere $S$ of $\mathbb{R}^n$; $n \geq 3$. However, we may proceed as follows: Apply the function $\phi: \mathbb{R}^n \setminus \{0\} \to S$ defined by

$$
\phi(x) = x \cdot |x|^{-1}; \quad x \in \mathbb{R}^n \setminus \{0\}
$$

to $n$-dimensional Brownian motion $B = (B_1, \ldots, B_n)$. The result is a stochastic integral $Y = (Y_1, \ldots, Y_n) = \phi(B)$ which by Itô’s formula is given by

$$
dY_i = \frac{|B|^2 - B_i^2}{|B|^3} dB_i - \sum_{j \neq i} \frac{B_i B_j}{|B|^3} dB_j - \frac{n-1}{2} \frac{B_i}{|B|^3} dt; \quad i = 1, 2, \ldots, n.
$$

Hence

$$
dY = \frac{1}{|B|} \cdot \sigma(Y) dB + \frac{1}{|B|^2} b(Y) dt,
$$

where

$$
\sigma = [\sigma_{ij}] \in \mathbb{R}^{n \times n}, \quad \text{with} \quad \sigma_{ij}(Y) = \delta_{ij} - Y_i Y_j; \quad 1 \leq i, j \leq n
$$

and

$$
b(y) = -\frac{n-1}{2} \cdot \begin{pmatrix} y_1 \\ \vdots \\ y_n \end{pmatrix} \in \mathbb{R}^n, \quad (y_1, \ldots, y_n \text{ are the coordinates of } y \in \mathbb{R}^n).
$$

Now perform the following time change: Define

$$
Z_t(\omega) = Y_{\alpha(t,\omega)}(\omega)
$$

where

$$
\alpha_t = \beta_t^{-1}, \quad \beta(t, \omega) = \int_0^t \frac{1}{|B|^2} ds.
$$

Then $Z$ is again an Itô process and by Theorem 8.5.7

$$
dZ = \sigma(Z) \tilde{B} + b(Z) dt.
$$

Hence $Z$ is a diffusion with characteristic operator

$$
\mathcal{A} f(y) = \frac{1}{2} \left( \Delta f(y) - \sum_{i,j} y_i y_j \frac{\partial^2 f}{\partial y_i \partial y_j} \right) - \frac{n-1}{2} \cdot \sum_i y_i \frac{\partial f}{\partial y_i}; \quad |y| = 1.
$$

(8.5.17)
Thus, \( \phi(B) = \frac{B}{|B|} \) is – after a suitable change of time scale – equal to a diffusion \( Z \) living on the unit sphere \( S \) of \( \mathbb{R}^n \). Note that \( Z \) is invariant under orthogonal transformations in \( \mathbb{R}^n \) (since \( B \) is). It is reasonable to call \( Z \) Brownian motion on the unit sphere \( S \). For other constructions see Itô and McKean (1965, p. 269 (§7.15)) and Stroock (1971).

More generally, given a Riemannian manifold \( M \) with metric tensor \( g = [g_{ij}] \) one may define a Brownian motion on \( M \) as a diffusion on \( M \) whose characteristic operator \( A \) in local coordinates \( x_i \) is given by

\[
\Delta_M = \frac{1}{\sqrt{\det(g)}} \sum_i \frac{\partial}{\partial x_i} \left( \sqrt{\det(g)} \sum_j g^{ij} \frac{\partial}{\partial x_j} \right).
\]

(8.5.18)


**Example 8.5.9 (Harmonic and analytic functions).**

Let \( B = (B_1, B_2) \) be 2-dimensional Brownian motion. Let us investigate what happens if we apply a \( C^2 \) function \( \phi(x_1, x_2) = (u(x_1, x_2), v(x_1, x_2)) \) to \( B \):

Put \( Y = (Y_1, Y_2) = \phi(B_1, B_2) \) and apply Itô’s formula:

\[
dY_1 = u'_1(B_1, B_2)dB_1 + u'_2(B_1, B_2)dB_2 + \frac{1}{2} [u''_{11}(B_1, B_2) + u''_{22}(B_1, B_2)]dt
\]

and

\[
dY_2 = v'_1(B_1, B_2)dB_1 + v'_2(B_1, B_2)dB_2 + \frac{1}{2} [v''_{11}(B_1, B_2) + v''_{22}(B_1, B_2)]dt,
\]

where \( u'_i = \frac{\partial u}{\partial x_i} \) etc. So

\[
dY = b(B_1, B_2)dt + \sigma(B_1, B_2)dB,
\]

with \( b = \frac{1}{2} \left( \frac{\Delta u}{\Delta v} \right) \), \( \sigma = \left( \begin{array}{cc} u'_1 & u'_2 \\ v'_1 & v'_2 \end{array} \right) = D\phi \) (the derivative of \( \phi \)).

So \( Y = \phi(B_1, B_2) \) is a martingale if (and, in fact, only if) \( \phi \) is harmonic, i.e. \( \Delta \phi = 0 \). If \( \phi \) is harmonic, we get by Corollary 8.5.3 that

\[
\phi(B_1, B_2) = (\tilde{B}^{(1)}_{\beta_1}, \tilde{B}^{(2)}_{\beta_2})
\]

where \( \tilde{B}^{(1)} \) and \( \tilde{B}^{(2)} \) are two (not necessarily independent) versions of 1-dimensional Brownian motion, and

\[
\beta_1(t, \omega) = \int_0^t |\nabla u|^2(B_1, B_2)ds, \quad \beta_2(t, \omega) = \int_0^t |\nabla v|^2(B_1, B_2)ds.
\]
8.6 The Girsanov Theorem

Since

\[ \sigma \sigma^T = \begin{pmatrix} |\nabla u|^2 & \nabla u \cdot \nabla v \\ \nabla u \cdot \nabla v & |\nabla v|^2 \end{pmatrix} \]

we see that if (in addition to \( \Delta u = \Delta v = 0 \))

\[ |\nabla u|^2 = |\nabla v|^2 \quad \text{and} \quad \nabla u \cdot \nabla v = 0 \quad (8.5.19) \]

then

\[ Y_t = Y_0 + \int_0^t \sigma dB \]

with

\[ \sigma \sigma^T = |\nabla u|^2(B_1, B_2)I_2 , \quad Y_0 = \phi(B_1(0), B_2(0)) . \]

Therefore, if we let

\[ \beta_t = \beta(t, \omega) = \int_0^t |\nabla u|^2(B_1, B_2)ds , \quad \alpha_t = \beta_t^{-1} \]

we obtain by Theorem 8.5.2 that \( Y_{\alpha_t} \) is a 2-dimensional Brownian motion. Conditions (8.5.19) – in addition to \( \Delta u = \Delta v = 0 \) – are easily seen to be equivalent to requiring that the function \( \phi(x + iy) = \phi(x, y) \) regarded as a complex function is either analytic or conjugate analytic.

Thus we have proved a theorem of P. Lévy that \( \phi(B_1, B_2) \) is – after a change of time scale – again Brownian motion in the plane if and only if \( \phi \) is either analytic or conjugate analytic. For extensions of this result see Bernard, Campbell and Davie (1979), Csink and Øksendal (1983) and Csink, Fitzsimmons and Øksendal (1990).

8.6 The Girsanov Theorem

We end this chapter by discussing a result, the Girsanov theorem, which is fundamental in the general theory of stochastic analysis. It is also very important in many applications, for example in economics (see Chapter 12). Basically the Girsanov theorem says that if we change the drift coefficient of a given Itô process (with a nondegenerate diffusion coefficient), then the law of the process will not change dramatically. In fact, the law of the new process will be absolutely continuous w.r.t. the law of the original process and we can compute explicitly the Radon-Nikodym derivative.

We now make this precise. First we state (without proof) the useful Lévy characterization of Brownian motion. A proof can be found in e.g. Ikeda & Watanabe (1989), Theorem II.6.1, or in Karatzas & Shreve (1991), Theorem 3.3.16.
Theorem 8.6.1 (The Lévy characterization of Brownian motion). Let \( X(t) = (X_1(t), \ldots, X_n(t)) \) be a continuous stochastic process on a probability space \((\Omega, \mathcal{H}, Q)\) with values in \(\mathbb{R}^n\). Then the following, a) and b), are equivalent

a) \( X(t) \) is a Brownian motion w.r.t. \( Q \), i.e. the law of \( X(t) \) w.r.t. \( Q \) is the same as the law of an \( n \)-dimensional Brownian motion.

b) (i) \( X(t) = (X_1(t), \ldots, X_n(t)) \) is a martingale w.r.t. \( Q \) (and w.r.t. its own filtration) and

(ii) \( X_i(t)X_j(t) - \delta_{ij}t \) is a martingale w.r.t. \( Q \) (and w.r.t. its own filtration) for all \( i, j \in \{1, 2, \ldots, n\} \).

Remark. In this Theorem one may replace condition (ii) by the condition

(ii)' The cross-variation processes \( \langle X_i, X_j \rangle_t \) satisfy the identity

\[
\langle X_i, X_j \rangle_t(\omega) = \delta_{ij}t \quad \text{a.s., } 1 \leq i, j \leq n \quad (8.6.1)
\]

where

\[
\langle X_i, X_j \rangle_t = \frac{1}{4}[\langle X_i + X_j, X_i + X_j \rangle_t - \langle X_i - X_j, X_i - X_j \rangle_t], \quad (8.6.2)
\]

\( \langle Y, Y \rangle_t \) being the quadratic variation process. (See Exercise 4.7.)

Next we need an auxiliary result about conditional expectation:

Lemma 8.6.2. Let \( \mu \) and \( \nu \) be two probability measures on a measurable space \((\Omega, \mathcal{G})\) such that \( d\nu(\omega) = f(\omega)d\mu(\omega) \) for some \( f \in L^1(\mu) \). Let \( X \) be a random variable on \((\Omega, \mathcal{G})\) such that

\[
E_\nu[|X|] = \int_\Omega |X(\omega)|f(\omega)d\mu(\omega) < \infty .
\]

Let \( \mathcal{H} \) be a \( \sigma \)-algebra, \( \mathcal{H} \subset \mathcal{G} \). Then

\[
E_\nu[X|\mathcal{H}] \cdot E_\nu[f|\mathcal{H}] = E_\mu[fX|\mathcal{H}] \quad \text{a.s.} \quad (8.6.3)
\]

Proof. By the definition of conditional expectation (Appendix B) we have that if \( H \in \mathcal{H} \) then

\[
\int_H E_\nu[X|\mathcal{H}]fd\mu = \int_H E_\nu[X|\mathcal{H}]d\nu = \int_H Xd\nu
\]

\[
= \int_H Xfd\mu = \int_H E_\mu[fX|\mathcal{H}]d\mu \quad (8.6.4)
\]

On the other hand, by Theorem B.3 (Appendix B) we have
\begin{equation}
\int_{\mathcal{H}} E_\nu[X|\mathcal{H}] f d\mu = E_\mu[E_\nu[X|\mathcal{H}] f \cdot X_H|\mathcal{H}] = E_\mu[X_H E_\nu[X|\mathcal{H}] f \cdot X_H|\mathcal{H}] = E_\mu[X_H E_\nu[X|\mathcal{H}] f \cdot X_H|\mathcal{H}] = E_\mu[X_H E_\nu[X|\mathcal{H}] f \cdot X_H|\mathcal{H}] \cdot E_\mu[f|\mathcal{H}] d\mu . \tag{8.6.5}
\end{equation}

Combining (8.6.4) and (8.6.5) we get

\begin{equation}
\int_{\mathcal{N}} E_\nu[X|\mathcal{H}] f d\mu = \int_{\mathcal{H}} E_\mu[f X|\mathcal{H}] d\mu .
\end{equation}

Since this holds for all \( H \in \mathcal{H} \), (8.6.3) follows.

We can now prove the first version of the Girsanov formula:

**Theorem 8.6.3 (The Girsanov theorem I).**
Let \( Y(t) \in \mathbb{R}^n \) be an Itô process of the form

\[ dY(t) = a(t, \omega) dt + dB(t) ; \quad t \leq T, \quad Y_0 = 0 . \]

where \( T \leq \infty \) is a given constant and \( B(t) \) is \( n \)-dimensional Brownian motion. Put

\[ M_t = \exp\left( - \int_0^t a(s, \omega) dB_s - \frac{1}{2} \int_0^t a^2(s, \omega) ds \right) ; \quad t \leq T . \tag{8.6.6} \]

Assume that \( a(s, \omega) \) satisfies Novikov’s condition

\[ E\left[ \exp\left( \frac{1}{2} \int_0^T a^2(s, \omega) ds \right) \right] < \infty \tag{8.6.7} \]

where \( E = E_P \) is the expectation w.r.t. \( P \). Define the measure \( Q \) on \( (\Omega, \mathcal{F}^{(n)}_T) \) by

\[ dQ(\omega) = M_T(\omega) dP(\omega) . \tag{8.6.8} \]

Then \( Y(t) \) is an \( n \)-dimensional Brownian motion w.r.t. the probability law \( Q \), for \( t \leq T \).

**Remarks.**

1. The transformation \( P \rightarrow Q \) given by (8.6.9) is called the Girsanov transformation of measures.

2. As pointed out in Exercise 4.4 the Novikov condition (8.6.7) is sufficient to guarantee that \( \{M_t\}_{t \leq T} \) is a martingale (w.r.t. \( \mathcal{F}^{(n)}_t \) and \( P \)). Actually, the result holds if we only assume that \( \{M_t\}_{t \leq T} \) is a martingale. See Karatzas and Shreve (1991).
(3) Note that since $M_t$ is a martingale we actually have that
$$M_T dP = M_t dP \quad \text{on } \mathcal{F}_t^{(n)}; \ t \leq T. \quad (8.6.9)$$

To see this, let $f$ be a bounded $\mathcal{F}_t^{(n)}$-measurable function. Then by Theorem B.3 we have
$$\int_{\Omega} f(\omega) M_T(\omega) dP(\omega) = E[f M_T] = E[E[f M_T | \mathcal{F}_t]]$$
$$= E[f E[M_T | \mathcal{F}_t]] = E[f M_t] = \int_{\Omega} f(\omega) M_t(\omega) dP(\omega). \quad (8.6.10)$$

Proof of Theorem 8.6.3. For simplicity we assume that $a(s, \omega)$ is bounded. In view of Theorem 8.6.1 we have to verify that

(i) $Y(t) = (Y_1(t), \ldots, Y_n(t))$ is a martingale w.r.t. $Q$ \quad (8.6.10)

and

(ii) $Y_i(t)Y_j(t) - \delta_{ij} t$ is a martingale w.r.t. $Q$, for all $i, j \in \{1, 2, \ldots, n\}. \quad (8.6.11)$

To verify (i) we put $K(t) = M_t Y(t)$ and use Itô’s formula to get (see Exercises 4.3, 4.4)
$$dK_i(t) = M_t dY_i(t) + Y_i(t) dM_t + dY_i(t) dM_t$$
$$= M_t(a_i(t) dt + dB_i(t)) + Y_i(t) M_t \left( \sum_{k=1}^n -a_k(t) dB_k(t) \right)$$
$$+ (dB_i(t)) \left( - M_t \sum_{k=1}^n a_k(t) dB_k(t) \right)$$
$$= M_t dB_i(t) - Y_i(t) \sum_{k=1}^n a_k(t) dB_k(t)) = M_t \gamma^{(i)}(t) dB(t) \quad (8.6.12)$$

where $\gamma^{(i)}(t) = (\gamma_i^{(i)}(t), \ldots, \gamma_n^{(i)}(t))$, with
$$\gamma_j^{(i)}(t) = \begin{cases} -Y_i(t)a_j(t) & \text{for } j \neq i \\ 1 - Y_i(t)a_i(t) & \text{for } j = i. \end{cases}$$

Hence $K_i(t)$ is a martingale w.r.t. $P$, so by Lemma 8.6.2 we get, for $t > s$,
$$E_Q[Y_i(t) | \mathcal{F}_s] = \frac{E[M_t Y_i(t) | \mathcal{F}_s]}{E[M_t | \mathcal{F}_s]} = \frac{E[K_i(t) | \mathcal{F}_s]}{M_s}$$
$$= \frac{K_i(s)}{M_s} = Y_i(s),$$

which shows that $Y_i(t)$ is a martingale w.r.t. $Q$. This proves (i). The proof of (ii) is similar and is left to the reader. □
Remark. Theorem 8.6.3 states that for all Borel sets $F_1, \ldots, F_k \subset \mathbb{R}^n$ and all $t_1, t_2, \ldots, t_k \leq T$, $k = 1, 2, \ldots$ we have

$$Q[Y(t_1) \in F_1, \ldots, Y(t_k) \in F_k] = P[B(t_1) \in F_1, \ldots, B(t_k) \in F_k] \quad (8.6.13)$$

An equivalent way of expressing (8.6.8) is to say that $Q \ll P$ ($Q$ is absolutely continuous w.r.t. $P$) with Radon-Nikodym derivative

$$\frac{dQ}{dP} = M_T \text{ on } \mathcal{F}_T^{(n)} \quad . \quad (8.6.14)$$

Note that $M_T(\omega) > 0$ a.s., so we also have that $P \ll Q$. Hence the two measures $Q$ and $P$ are equivalent. Therefore we get from (8.6.13)

$$P[Y(t_1) \in F_1, \ldots, Y(t_k) \in F_k] > 0 \iff Q[Y(t_1) \in F_1, \ldots, Y(t_k) \in F_k] > 0 \iff P[B(t_1) \in F_1, \ldots, B(t_k) \in F_k] > 0 ; \quad t_1, \ldots, t_k \in [0, T] \quad (8.6.15)$$

Theorem 8.6.4 (The Girsanov theorem II).
Let $Y(t) \in \mathbb{R}^n$ be an Itô process of the form

$$dY(t) = \beta(t, \omega)dt + \theta(t, \omega)dB(t) ; \quad t \leq T \quad (8.6.16)$$

where $B(t) \in \mathbb{R}^m$, $\beta(t, \omega) \in \mathbb{R}^n$ and $\theta(t, \omega) \in \mathbb{R}^{n \times m}$. Suppose there exist processes $u(t, \omega) \in \mathcal{W}^m_\mathcal{H}$ and $\alpha(t, \omega) \in \mathcal{W}^n_\mathcal{H}$ such that

$$\theta(t, \omega)u(t, \omega) = \beta(t, \omega) - \alpha(t, \omega) \quad (8.6.17)$$

and assume that $u(t, \omega)$ satisfies Novikov’s condition

$$E\left[\exp\left(\frac{1}{2} \int_0^T u^2(s, \omega)ds\right)\right] < \infty \quad . \quad (8.6.18)$$

Put

$$M_t = \exp\left(-\int_0^t u(s, \omega)dB_s - \frac{1}{2} \int_0^t u^2(s, \omega)ds\right) ; \quad t \leq T \quad (8.6.19)$$

and

$$dQ(\omega) = M_T(\omega)dP(\omega) \text{ on } \mathcal{F}^{(n)}_T \quad . \quad (8.6.20)$$

Then

$$\hat{B}(t) := \int_0^t u(s, \omega)ds + B(t) ; \quad t \leq T \quad (8.6.21)$$

is a Brownian motion w.r.t. $Q$ and in terms of $\hat{B}(t)$ the process $Y(t)$ has the stochastic integral representation

$$dY(t) = \alpha(t, \omega)dt + \theta(t, \omega)d\hat{B}(t) \quad . \quad (8.6.22)$$
Proof. It follows from Theorem 8.6.3 that \( \hat{B}(t) \) is a Brownian motion w.r.t. \( Q \). So, substituting (8.6.21) in (8.6.16) we get, by (8.6.17),

\[
dY(t) = \beta(t, \omega)dt + \theta(t, \omega)d\hat{B}(t)
\]

Note that if \( n = m \) and \( \theta \in \mathbb{R}^{n \times n} \) is invertible, then the process \( u(t, \omega) \) satisfying (8.6.17) is given uniquely by

\[
u(t, \omega) = \theta^{-1}(t, \omega)[\beta(t, \omega) - \alpha(t, \omega)]. \tag{8.6.23}\n
Finally we formulate a diffusion version:

**Theorem 8.6.5 (The Girsanov theorem III).**

Let \( X(t) = X^x(t) \in \mathbb{R}^n \) and \( Y(t) = Y^x(t) \in \mathbb{R}^n \) be an Itô diffusion and an Itô process, respectively, of the forms

\[
\begin{align*}
dX(t) &= b(X(t))dt + \sigma(X(t))dB(t) ; \quad t \leq T, \ X(0) = x \tag{8.6.24} \\
dY(t) &= \gamma(t, \omega + b(Y(t)))dt + \sigma(Y(t))dB(t) ; \quad t \leq T, \ Y(0) = x \tag{8.6.25}
\end{align*}
\]

where the functions \( b: \mathbb{R}^n \to \mathbb{R}^n \) and \( \sigma: \mathbb{R}^n \to \mathbb{R}^{n \times m} \) satisfy the conditions of Theorem 5.2.1 and \( \gamma(t, \omega) \in \mathcal{W}_H^n, x \in \mathbb{R}^n \). Suppose there exists a process \( u(t, \omega) \in \mathcal{W}_H^m \) such that

\[
\sigma(Y(t))u(t, \omega) = \gamma(t, \omega) \tag{8.6.26}
\]

and assume that \( u(t, \omega) \) satisfies Novikov’s condition

\[
E\left[\exp\left(\frac{1}{2} \int_0^T u^2(s, \omega)ds\right)\right] < \infty. \tag{8.6.27}
\]

Define \( M_t, Q \) and \( \hat{B}(t) \) as in (8.6.19), (8.6.20) and (8.6.21). Then

\[
dY(t) = b(Y(t))dt + \sigma(Y(t))d\hat{B}(t). \tag{8.6.28}
\]

Therefore,

the \( Q \)-law of \( Y^x(t) \) is the same as

the \( P \)-law of \( X^x(t) \); \quad t \leq T. \tag{8.6.29}

Proof. The representation (8.6.28) follows by applying Theorem 8.6.4 to the case \( \theta(t, \omega) = \sigma(Y(t)), \beta(t, \omega) = \gamma(t, \omega) + b(Y(t)), \alpha(t, \omega) = b(Y(t)) \). Then the conclusion (8.6.29) follows from the weak uniqueness of solutions of stochastic differential equations (Lemma 5.3.1). \( \square \)
The Girsanov theorem III can be used to produce weak solutions of stochastic differential equations. To illustrate this, suppose \( Y_t \) is a known weak or strong solution to the equation
\[
dY_t = b(Y_t)dt + \sigma(Y_t)dB(t)
\]
where \( b: \mathbb{R}^n \to \mathbb{R}^n, \sigma: \mathbb{R}^n \to \mathbb{R}^{n \times m} \) and \( B(t) \in \mathbb{R}^m \). We wish to find a weak solution \( X(t) \) of a related equation
\[
x = a(X_t)dt + \sigma(X_t)dB(t) \quad (8.6.30)
\]
where the drift function is changed to \( a: \mathbb{R}^n \to \mathbb{R}^n \). Suppose we can find a function \( u_0: \mathbb{R}^n \to \mathbb{R}^m \) such that
\[
\sigma(y)u_0(y) = b(y) - a(y); \quad y \in \mathbb{R}^n.
\]
(If \( n = m \) and \( \sigma \) is invertible we choose
\[
u_0 = \sigma^{-1} \cdot (b - a).
\]
Then if \( u(t, \omega) = u_0(Y_t(\omega)) \) satisfies Novikov’s conditions, we have, with \( Q \) and \( \tilde{B}_t = \hat{B}(t) \) as in \( (8.6.20) \) and \( (8.6.21) \), that
\[
dY_t = a(Y_t)dt + \sigma(Y_t)d\tilde{B}_t. \quad (8.6.31)
\]
Thus we have found a Brownian motion \( (\tilde{B}_t, Q) \) such that \( Y_t \) satisfies \( (8.6.31) \). Therefore \( (Y_t, \tilde{B}_t) \) is a weak solution of \( (8.6.30) \).

**Example 8.6.6.** Let \( a: \mathbb{R}^n \to \mathbb{R}^n \) be a bounded, measurable function. Then we can construct a weak solution \( X_t = X_t^x \) of the stochastic differential equation
\[
x = a(X_t)dt + dB_t; \quad X_0 = x \in \mathbb{R}^n. \quad (8.6.32)
\]
We proceed according to the procedure above, with \( \sigma = I, b = 0 \) and
\[
dY_t = dB_t; \quad Y_0 = x.
\]
Choose
\[
u_0 = \sigma^{-1} \cdot (b - a) = -a
\]
and define
\[
M_t = \exp \left\{ - \int_{0}^{t} u_0(Y_s)dB_s - \frac{1}{2} \int_{0}^{t} u_0^2(Y_s)ds \right\}
\]
i.e.
\[
M_t = \exp \left\{ \int_{0}^{t} a(B_s)dB_s - \frac{1}{2} \int_{0}^{t} a^2(B_s)ds \right\}.
\]
Fix $T < \infty$ and put
\[ dQ = M_T dP \quad \text{on } \mathcal{F}_T^{(m)}. \]
Then
\[ \hat{B}_t := - \int_0^t a(B_s) ds + B_t \]
is a Brownian motion w.r.t. $Q$ for $t \leq T$ and
\[ dB_t = dY_t = a(Y_t) dt + d\hat{B}_t. \]
Hence if we set $Y_0 = x$ the pair $(Y_t, \hat{B}_t)$ is a weak solution of (8.6.32) for $t \leq T$. By weak uniqueness the $Q$-law of $Y_t = B_t$ coincides with the $P$-law of $X^x_t$, so that
\[ E[f_1(X^x_{t_1}) \ldots f_k(X^x_{t_k})] = E_Q[f_1(Y_{t_1}) \ldots f_k(Y_{t_k})] \]
for all $f_1, \ldots, f_k \in C_0(R^n); \; t_1, \ldots, t_k \leq T$.

Exercises

8.1. Let $\Delta$ denote the Laplace operator on $R^n$.
   a) Write down (in terms of Brownian motion) a bounded solution $g$ of the Cauchy problem
      \[ \begin{cases} 
      \frac{\partial g(t, x)}{\partial t} - \frac{1}{2} \Delta_x g(t, x) = 0 & \text{for } t > 0, \; x \in R^n \\
      g(0, x) = \phi(x) 
      \end{cases} \]
      where $\phi \in C^2_0$ is given. (From general theory it is known that the solution is unique.)
   b) Let $\psi \in C_b(R^n)$ and $\alpha > 0$. Find a bounded solution $u$ of the equation
      \[ (\alpha - \frac{1}{2} \Delta) u = \psi \quad \text{in } R^n. \]
      Prove that the solution is unique.

8.2. Show that the solution $u(t, x)$ of the initial value problem
\[ \begin{align*}
\frac{\partial u}{\partial t} &= \frac{1}{2} \beta^2 x^2 \frac{\partial^2 u}{\partial x^2} + \alpha x \frac{\partial u}{\partial x}; \quad t > 0, \; x \in R \\
u(0, x) &= f(x) \quad (f \in C^2_0(R) \text{ given})
\end{align*} \]
can be expressed as follows:
\[ u(t, x) = E[f(x \cdot \exp(\beta B_t + (\alpha - \frac{1}{2} \beta^2) t))] \]
\[ = \frac{1}{\sqrt{2\pi t}} \int_R f(x \cdot \exp(\beta y + (\alpha - \frac{1}{2} \beta^2) t) \exp\left(-\frac{y^2}{2t}\right) dy; \quad t > 0. \]

8.3. (Kolmogorov’s forward equation)

Let \( X_t \) be an Itô diffusion in \( \mathbb{R}^n \) with generator
\[ Af(y) = \sum_{i,j} a_{ij}(y) \frac{\partial^2 f}{\partial y_i \partial y_j} + \sum_i b_i(y) \frac{\partial f}{\partial y_i}; \quad f \in C^2_0 \]
and assume that the transition measure of \( X_t \) has a density \( p_t(x, y) \), i.e. that
\[ E_x[f(X_t)] = \int_{\mathbb{R}^n} f(y) p_t(x, y) dy; \quad f \in C^2_0. \] 
(8.6.34)

Assume that \( y \to p_t(x, y) \) is smooth for each \( t, x \). Prove that \( p_t(x, y) \) satisfies the Kolmogorov forward equation
\[ \frac{d}{dt} p_t(x, y) = A_y^* p_t(x, y) \quad \text{for all } x, y, \] 
(8.6.35)
where \( A_y^* \) operates on the variable \( y \) and is given by
\[ A_y^* \phi(y) = \sum_{i,j} \frac{\partial^2}{\partial y_i \partial y_j} (a_{ij} \phi) - \sum_i \frac{\partial}{\partial y_i} (b_i \phi); \quad \phi \in C^2 \] 
(8.6.36)
(i.e. \( A_y^* \) is the adjoint of \( A_y \).)

(Hint: By (8.6.34) and Dynkin’s formula we have
\[ \int_{\mathbb{R}^n} f(y) p_t(x, y) dy = f(x) + \int_0^t \int_{\mathbb{R}^n} A_y f(y) p_s(x, y) dy ds; \quad f \in C^2_0. \]

Now differentiate w.r.t. \( t \) and use that
\[ \left\langle A \phi, \psi \right\rangle = \left\langle \phi, A^* \psi \right\rangle \quad \text{for } \phi \in C^2_0, \psi \in C^2, \]
where \( \left\langle \cdot, \cdot \right\rangle \) denotes inner product in \( L^2(dy) \).

8.4. Let \( B_t \) be \( n \)-dimensional Brownian motion \((n \geq 1)\) and let \( F \) be a Borel set in \( \mathbb{R}^n \). Prove that the expected total length of time \( t \) that \( B_t \) stays in \( F \) is zero if and only if the Lebesgue measure of \( F \) is zero.

(Hint: Consider the resolvent \( R_\alpha \) for \( \alpha > 0 \) and then let \( \alpha \to 0 \).)

8.5. Show that the solution \( u(t, x) \) of the initial value problem
\[
\begin{aligned}
&\frac{\partial u}{\partial t} = \rho u + \frac{1}{2} \Delta u \quad t > 0; \quad x \in \mathbb{R}^n \\
u(0, x) = f(x) \quad (f \in C_0^2(\mathbb{R}^n) \text{ given})
\end{aligned}
\]

(where \(\rho \in \mathbb{R}\) is a constant) can be expressed by

\[
u(t, x) = (2\pi t)^{-n/2} \exp(-\rho t) \int_{\mathbb{R}^n} f(y) \exp\left(-\frac{(x - y)^2}{2t}\right) dy.
\]

8.6. In connection with the deduction of the Black & Scholes formula for the price of an option (see Chapter 12) the following partial differential equation appears:

\[
\begin{aligned}
\frac{\partial u}{\partial t} &= -\rho u + \alpha x \frac{\partial u}{\partial x} + \frac{1}{2} \beta x^2 \frac{\partial^2 u}{\partial x^2} \quad t > 0, \quad x \in \mathbb{R} \\
u(0, x) &= (x - K)^+ \quad x \in \mathbb{R},
\end{aligned}
\]

where \(\rho > 0, \alpha, \beta\) and \(K > 0\) are constants and

\((x - K)^+ = \max(x - K, 0)\).

Use the Feynman-Kac formula to prove that the solution \(u\) of this equation is given by

\[
u(t, x) = \frac{e^{-\rho t}}{\sqrt{2\pi t}} \int_{\mathbb{R}} (x \cdot \exp\{\alpha - \frac{1}{2} \beta^2 t + \beta y\} - K)^+ e^{-\frac{y^2}{2t}} dy \quad t > 0.
\]

(This expression can be simplified further. See Exercise 12.13.)

8.7. Let \(X_t\) be a sum of Itô integrals of the form

\[
X_t = \sum_{k=1}^{n} \int_{0}^{t} v_k(s, \omega) dB_k(s),
\]

where \((B_1, \ldots, B_n)\) is \(n\)-dimensional Brownian motion. Assume that

\[
\beta_t = \int_{0}^{t} \sum_{k=1}^{n} v_k^2(s, \omega) ds \to \infty \quad \text{as} \quad t \to \infty, \text{ a.s.}
\]

Prove that

\[
\limsup_{t \to \infty} \frac{X_t}{\sqrt{2\beta_t \log \log \beta_t}} = 1 \quad \text{a.s.}
\]

(Hint: Use the law of iterated logarithm.)

8.8. Let \(Z_t\) be a 1-dimensional Itô process of the form

\[
dZ_t = u(t, \omega) dt + dB_t.
\]
Let $G_t$ be the $\sigma$-algebra generated by \( \{ Z_s(\cdot); s \leq t \} \) and define
\[
dN_t = (u(t, \omega) - E[u|G_t])dt + dB_t .
\]

Use Corollary 8.4.5 to prove that $N_t$ is a Brownian motion. (If we interpret $Z_t$ as the observation process, then $N_t$ is the innovation process. See Lemma 6.2.6.)

8.9. Define $\alpha(t) = \frac{1}{2} \ln(1 + \frac{2}{3} t^3)$. If $B_t$ is a Brownian motion, prove that there exists another Brownian motion $\tilde{B}_t$ such that
\[
\int_0^\alpha e^s dB_s = \int_0^t r d\tilde{B}_r .
\]

8.10. Let $B_t$ be a Brownian motion in $\mathbb{R}$. Show that
\[
X_t = B_t^2
\]

is a weak solution of the stochastic differential equation
\[
dX_t = dt + 2 \sqrt{|X_t|} d\tilde{B}_t . \quad (8.6.37)
\]
(Hint: Use Itô’s formula to express $X_t$ as a stochastic integral and compare with (8.6.37) by using Corollary 8.4.5.)

8.11. a) Let $Y(t) = t + B(t)$: $t \geq 0$. For each $T > 0$ find a probability measure $Q_T$ on $\mathcal{F}_T$ such that $Q_T \sim P$ and $\{ Y(t) \}_{t \leq T}$ is Brownian motion w.r.t. $Q_T$. Use (8.6.9) to prove that there exists a probability measure $Q$ on $\mathcal{F}_\infty$ such that
\[
Q|\mathcal{F}_T = Q_T \quad \text{for all } T > 0 .
\]
b) Show that
\[
P \left( \lim_{t\to\infty} Y(t) = \infty \right) = 1
\]
while
\[
Q \left( \lim_{t\to\infty} Y(t) = \infty \right) = 0 .
\]
Why does not this contradict the Girsanov theorem?

8.12. Let
\[
dY(t) = \begin{bmatrix} 0 \\ 1 \end{bmatrix} dt + \begin{bmatrix} 1 & 3 \\ -1 & -2 \end{bmatrix} \begin{bmatrix} dB_1(t) \\ dB_2(t) \end{bmatrix} ; \quad t \leq T .
\]
Find a probability measure $Q$ on $\mathcal{F}_T^{(2)}$ such that $Q \sim P$ and such that
\[
dY(t) = \begin{bmatrix} 1 & 3 \\ -1 & -2 \end{bmatrix} \begin{bmatrix} d\tilde{B}_1(t) \\ d\tilde{B}_2(t) \end{bmatrix} .
\]
where
\[ \tilde{B}(t) := \begin{bmatrix} -3t \\ t \end{bmatrix} + \begin{bmatrix} B_1(t) \\ B_2(t) \end{bmatrix} \]
is a Brownian motion w.r.t. \( Q \).

8.13. Let \( b: \mathbb{R} \to \mathbb{R} \) be a Lipschitz-continuous function and define
\[ X_t = X_t^x \in \mathbb{R} \]
by
\[ dX_t = b(X_t)dt + dB_t, X_0 = x \in \mathbb{R} . \]
a) Use the Girsanov theorem to prove that for all \( M < \infty \), \( x \in \mathbb{R} \) and \( t > 0 \) we have
\[ P[X_t^x \geq M] > 0 . \]
b) Choose \( b(x) = -r \) where \( r > 0 \) is constant. Prove that for all \( x \)
\[ X_t^x \to -\infty \quad \text{as} \quad t \to \infty \text{ a.s.} \]
Compare this with the result in a).

8.14. (Polar sets for the graph of Brownian motion)
Let \( B_t \) be 1-dimensional Brownian motion starting at \( x \in \mathbb{R} \).

a) Prove that for every fixed time \( t_0 > 0 \) we have
\[ P^x[B_{t_0} = 0] = 0 . \]
b) Prove that for every (non-trivial) closed interval \( J \subset \mathbb{R}^+ \) we have
\[ P^x[\exists t \in J \text{ such that } B_t = 0] > 0 . \]
(Hint: If \( J = [t_1, t_2] \) consider \( P^x[B_{t_1} < 0 \& B_{t_2} > 0] \) and then use the intermediate value theorem.)
c) In view of a) and b) it is natural to ask what closed sets \( F \subset \mathbb{R}^+ \)
have the property that
\[ P^x[\exists t \in F \text{ such that } B_t = 0] = 0 . \quad (8.6.38) \]
To investigate this question more closely we introduce the graph \( X_t \) of Brownian motion, given by
\[ dX_t = \begin{bmatrix} 1 \\ 0 \end{bmatrix} dt + \begin{bmatrix} 0 \\ 1 \end{bmatrix} dB_t ; \quad X_0 = \begin{bmatrix} t_0 \\ x_0 \end{bmatrix} \]
i.e.
\[ X_t = X_t^{t_0, x_0} = \begin{bmatrix} t_0 + t \\ B_t^{x_0} \end{bmatrix} \]
where \( B_0^{x_0} = x_0 \) a.s.

Then \( F \) satisfies (8.6.38) iff \( K := F \times \{0\} \) polar for \( X_t \), in the sense that
The key to finding polar sets for a diffusion is to consider its Green operator $R$, which is simply the resolvent $R_\alpha$ with $\alpha = 0$:

$$Rf(t_0, x_0) = E^{t_0, x_0} \left[ \int_{t_0}^{\infty} f(X_s) ds \right] \quad \text{for } f \in C_0(\mathbb{R}^2).$$

Show that

$$Rf(t_0, x_0) = \int_{\mathbb{R}^2} G(t_0, x_0; t, x) f(t, x) dt dx,$$

where

$$G(t_0, x_0; t, x) = \mathbb{X}_{t > t_0} \cdot \left( 2\pi(t - t_0)^{-\frac{1}{2}} \exp\left( -\frac{|x - x_0|^2}{2(t - t_0)} \right) \right)$$

($G$ is the Green function of $X_t$.)

d) The capacity of $K$, $C(K) = C_G(K)$, is defined by

$$C(K) = \sup\{\mu(K); \mu \in M_G(K)\},$$

where $M_G(K) = \{\mu; \mu \text{ measure on } K \text{ s.t. } \int_K G(t_0, x_0; t, x) d\mu(t, x) \leq 1 \text{ for all } t_0, x_0\}$.

A general result from stochastic potential theory states that

$$P^{t_0, x_0}[X_t \text{ hits } K] = 0 \Leftrightarrow C(K) = 0. \quad (8.6.41)$$

See e.g. Blumenthal and Getoor (1968, Prop. VI.4.3). Use this to prove that

$$A_{\frac{1}{2}}(F) = 0 \Rightarrow P^{x_0}[\exists t \in F \text{ such that } B_t = 0] = 0,$$

where $A_{\frac{1}{2}}$ denotes 1/2-dimensional Hausdorff measure (Folland (1984, §10.2)).

**8.15.** Let $f \in C^2_0(\mathbb{R}^n)$ and $\alpha(x) = (\alpha_1(x), \ldots, \alpha_n(x))$ with $\alpha_i \in C^2_0(\mathbb{R}^n)$ be given functions and consider the partial differential equation

$$
\begin{cases}
\frac{\partial u}{\partial t} = \sum_{i=1}^n \alpha_i(x) \frac{\partial u}{\partial x_i} + \frac{1}{2} \sum_{i=1}^n \frac{\partial^2 u}{\partial x_i^2} ; \quad t > 0, \quad x \in \mathbb{R}^n \\
u(0, x) = f(x) ;
\end{cases}
$$

a) Use the Girsanov theorem to show that the unique bounded solution $u(t, x)$ of this equation can be expressed by

$$u(t, x) = E^x \left[ \exp \left( \int_0^t \alpha(B_s) dB_s - \frac{1}{2} \int_0^t \alpha^2(B_s) ds \right) f(B_t) \right],$$

where $E^x$ is the expectation w.r.t. $P^x$. 

b) Now assume that $\alpha$ is a gradient, i.e. that there exists $\gamma \in C^1(\mathbb{R}^n)$ such that
\[ \nabla \gamma = \alpha . \]
Assume for simplicity that $\gamma \in C^2_0(\mathbb{R}^n)$. Use Itô’s formula to prove that (see Exercise 4.8)
\[ u(t, x) = \exp \left( -\gamma(x) \right) E^x \left[ \exp \left( -\frac{1}{2} \int_0^t (\nabla \gamma^2(B_s) + \Delta \gamma(B_s)) \, ds \right) \exp(\gamma(B_t)) f(B_t) \right] . \]

(See also Exercise 8.16.)

8.16. (A connection between B.m. with drift and killed B.m.)
Let $B_t$ denote Brownian motion in $\mathbb{R}^n$ and consider the diffusion $X_t$ in $\mathbb{R}^n$ defined by
\[ dX_t = \nabla h(X_t) \, dt + dB_t ; \quad X_0 = x \in \mathbb{R}^n . \] (8.6.42)
where $h \in C^1_0(\mathbb{R}^n)$.

a) There is an important connection between this process and the process $Y_t$ obtained by killing $B_t$ at a certain rate $V$. More precisely, first prove that for $f \in C_0(\mathbb{R}^n)$ we have
\[ E^x[f(X_t)] = E^x \left[ \exp \left( -\int_0^t V(B_s) \, ds \right) \exp(h(B_t) - h(x)) \cdot f(B_t) \right] , \] (8.6.43)
where
\[ V(x) = \frac{1}{2} |\nabla h(x)|^2 + \frac{1}{2} \Delta h(x) . \] (8.6.44)
(Hint: Use the Girsanov theorem to express the left hand side of (8.6.43) in terms of $B_t$. Then use the Itô formula on $Z_t = h(B_t)$ to achieve (8.6.44).)

b) Then use the Feynman-Kac formula to restate (8.6.43) as follows (assuming $V \geq 0$):
\[ T^X_t(f, x) = \exp(-h(x)) \cdot T^Y_t(f \cdot \exp h, x) , \]
where $T^X_t, T^Y_t$ denote the transition operators of the processes $X$ and $Y$, respectively, i.e.
\[ T^X_t(f, x) = E^x[f(X_t)] \text{ and similarly for } Y . \]
9. Applications to Boundary Value Problems

9.1 The Combined Dirichlet-Poisson Problem.

Uniqueness

We now use results from the preceding chapters to solve the following generalization of the Dirichlet problem stated in the introduction:

Let \( D \) be a domain (open connected set) in \( \mathbb{R}^n \) and let \( L \) denote a semi-elliptic partial differential operator on \( C^2(\mathbb{R}^n) \) of the form

\[
L = \sum_{i=1}^{n} b_i(x) \frac{\partial}{\partial x_i} + \sum_{i,j=1}^{n} a_{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} \tag{9.1.1}
\]

where \( b_i(x) \) and \( a_{ij}(x) = a_{ji}(x) \) are continuous functions (see below). (By saying that \( L \) is semi-elliptic (resp. elliptic) we mean that all the eigenvalues of the symmetric matrix \( a(x) = [a_{ij}(x)]_{i,j=1}^{n} \) are non-negative (resp. positive) for all \( x \).)

The Combined Dirichlet-Poisson Problem

Let \( \phi \in C(\partial D) \) and \( g \in C(D) \) be given functions. Find \( w \in C^2(D) \) such that

(i) \( Lw = -g \) in \( D \) \hspace{1cm} (9.1.2)

and

(ii) \( \lim_{x \to y} w(x) = \phi(y) \) for all \( y \in \partial D \). \hspace{1cm} (9.1.3)

The idea of the solution is the following: First we find an Itô diffusion \( \{X_t\} \) whose generator \( A \) coincides with \( L \) on \( C^2(\mathbb{R}^n) \). To achieve this we simply choose \( \sigma(x) \in \mathbb{R}^{n \times n} \) such that

\[
\frac{1}{2} \sigma(x) \sigma^T(x) = [a_{ij}(x)]. \tag{9.1.4}
\]

We assume that \( \sigma(x) \) and \( b(x) = [b_i(x)] \) satisfy conditions (5.2.1) and (5.2.2) of Theorem 5.2.1. (For example, if each \( a_{ij} \in C^2(D) \) is bounded and has bounded first and second partial derivatives, then such a square root \( \sigma \) can be found. See Fleming and Rishel (1975).) Next we let \( X_t \) be the solution of
\[ dX_t = b(X_t)dt + \sigma(X_t)dB_t \quad (9.1.5) \]

where \( B_t \) is \( n \)-dimensional Brownian motion. As usual we let \( E^x \) denote expectation with respect to the probability law \( Q^x \) of \( X_t \) starting at \( x \in \mathbb{R}^n \).

Then our candidate for the solution \( w \) of (9.1.2), (9.1.3) is

\[ w(x) = E^x[\phi(X_{\tau_D}) \cdot \mathcal{X}_{\{\tau_D < \infty\}}] + E^x \left[ \int_0^{\tau_D} g(X_t)dt \right] \quad (9.1.6) \]

provided that \( \phi \) is bounded and

\[ E^x \left[ \int_0^{\tau_D} |g(X_t)|dt \right] < \infty \quad \text{for all } x. \quad (9.1.7) \]

The Dirichlet-Poisson problem consists of two parts:

(i) Existence of solution.
(ii) Uniqueness of solution.

The uniqueness problem turns out to be simpler and therefore we handle this first. In this section we prove two easy and useful uniqueness results. Then in the next sections we discuss the existence of solution and other uniqueness questions.

**Theorem 9.1.1 (Uniqueness theorem (1)).**

Suppose \( \phi \) is bounded and \( g \) satisfies (9.1.7). Suppose \( w \in C^2(D) \) is bounded and satisfies

(i) \[ Lw = -g \quad \text{in } D \quad (9.1.8) \]

and

(ii) \[ \lim_{t \uparrow \tau_D} w(X_t) = \phi(X_{\tau_D}) \cdot \mathcal{X}_{\{\tau_D < \infty\}} \quad \text{a.s. } Q^x \text{ for all } x. \quad (9.1.9) \]

Then

\[ w(x) = E^x[\phi(X_{\tau_D}) \cdot \mathcal{X}_{\{\tau_D < \infty\}}] + E^x \left[ \int_0^{\tau_D} g(X_t)dt \right]. \quad (9.1.10) \]

**Proof.** Let \( \{D_k\}_{k=1}^\infty \) be an increasing sequence of open sets \( D_k \) such that \( D_k \subset D \) and \( D = \bigcup_{k=1}^\infty D_k \). Define

\[ \alpha_k = k \wedge \tau_{D_k}; \quad k = 1, 2, \ldots \]

Then by the Dynkin formula and (9.1.8)
\[ w(x) = E^x[w(X_{\alpha_k})] - E^x\left[ \int_0^{\alpha_k} Lw(X_t) dt \right] = E^x[w(X_{\alpha_k})] + E^x\left[ \int_0^{\alpha_k} g(X_t) dt \right]. \]  

(9.1.11)

By (9.1.9) \( w(X_{\alpha_k}) \rightarrow \phi(X_{\tau_D}) \cdot X_{\{\tau_D < \infty\}} \) pointwise boundedly a.s. \( Q^x \). Hence

\[ E^x[w(X_{\alpha_k})] \rightarrow E^x[\phi(X_{\tau_D}) \cdot X_{\{\tau_D < \infty\}}] \quad \text{as } k \rightarrow \infty. \]  

(9.1.12)

Moreover,

\[ E^x\left[ \int_0^{\alpha_k} g(X_t) dt \right] \rightarrow E^x\left[ \int_0^{\tau_D} g(X_t) dt \right] \quad \text{as } k \rightarrow \infty, \]  

(9.1.13)

since

\[ \int_0^{\alpha_k} g(X_t) dt \rightarrow \int_0^{\tau_D} g(X_t) dt \quad \text{a.s.} \]

and

\[ \left| \int_0^{\alpha_k} g(X_t) dt \right| \leq \int_0^{\tau_D} |g(X_t)| dt, \quad \text{which is } Q^x\text{-integrable by (9.1.7)}. \]

Combining (9.1.12) and (9.1.13) with (9.1.11) we get (9.1.10). \[ \square \]

An immediate consequence is:

**Corollary 9.1.2 (Uniqueness theorem (2)).**
Suppose \( \phi \) is bounded and \( g \) satisfies (9.1.7). Suppose

\[ \tau_D < \infty \quad \text{a.s. } Q^x \text{ for all } x. \]  

(9.1.14)

Then if \( w \in C^2(D) \) is a bounded solution of the combined Dirichlet-Poisson problem (9.1.2), (9.1.3) we have

\[ w(x) = E^x[\phi(X_{\tau_D})] + E^x\left[ \int_0^{\tau_D} g(X_t) dt \right]. \]  

(9.1.15)

9.2 The Dirichlet Problem. Regular Points

We now consider the more complicated question of existence of solution. It is convenient to split the combined Dirichlet-Poisson problem in two parts: The Dirichlet problem and the Poisson problem:
The Dirichlet Problem

Let \( \phi \in C(\partial D) \) be a given function. Find \( u \in C^2(D) \) such that

(I) \( Lu = 0 \) in \( D \) \hspace{1cm} (9.2.1)

and

(II) \( \lim_{x \to y} u(x) = \phi(y) \) for all \( y \in \partial D \). \hspace{1cm} (9.2.2)

The Poisson Problem

Let \( g \in C(D) \) be a given function. Find \( v \in C^2(D) \) such that

(a) \( Lv = -g \) in \( D \) \hspace{1cm} (9.2.3)

and

(b) \( \lim_{x \to y} v(x) = 0 \) for all \( y \in \partial D \). \hspace{1cm} (9.2.4)

Note that if \( u \) and \( v \) solve the Dirichlet and the Poisson problem, respectively, then \( w = u + v \) solves the combined Dirichlet-Poisson problem.

We first consider the Dirichlet problem and proceed to study the Poisson problem in the next section.

For simplicity we assume in this section that (9.1.14) holds.

In view of Corollary 9.1.2 the question of existence of a solution of the Dirichlet problem (9.2.1), (9.2.2) can be restated as follows: When is

\[ u(x) := E^x[\phi(X_{T_0})] \] \hspace{1cm} (9.2.5)

a solution?

Unfortunately, in general this function \( u \) need not be in \( C^2(U) \). In fact, it need not even be continuous. Moreover, it need not satisfy (9.2.2), either.

Consider the following example:

**Example 9.2.1.** Let \( X(t) = (X_1(t), X_2(t)) \) be the solution of the equations

\[ dX_1(t) = dt \]
\[ dX_2(t) = 0 \]

so that \( X(t) = X(0) + t(1, 0) \in \mathbb{R}^2; t \geq 0 \). Let

\[ D = ((0, 1) \times (0, 1)) \cup ((0, 2) \times (0, \frac{1}{2})) \]

and let \( \phi \) be a continuous function on \( \partial D \) such that

\[ \phi = 1 \quad \text{on} \quad \{1\} \times \left[\frac{1}{2}, 1\right] \quad \text{and} \]
\[ \phi = 0 \quad \text{on} \quad \{2\} \times \left[0, \frac{1}{2}\right] \]
\[ \phi = 0 \quad \text{on} \quad \{0\} \times [0, 1] \].
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Then

\[ u(t, x) = E^{t,x}[\phi(X_{\tau_U})] = \begin{cases} 
1 & \text{if } x \in \left(\frac{1}{2}, 1\right) \\
0 & \text{if } x \in (0, \frac{1}{2}) ,
\end{cases} \]

so \( u \) is not even continuous. Moreover,

\[ \lim_{t \to 0^+} u(t, x) = 1 \neq \phi(0, x) \text{ if } \frac{1}{2} < x < 1 \]

so (9.2.2) does not hold.

However, the function \( u(x) \) defined by (9.2.5) will solve the Dirichlet problem in a weaker, stochastic sense: The boundary condition (9.2.2) is replaced by the stochastic (pathwise) boundary condition (9.1.9) and the condition (9.2.1) \( (Lu = 0) \) is replaced by a condition related to the condition

\[ A u = 0 \]

where \( A \) is the characteristic operator of \( X_t \) (Section 7.5).

We now explain this in more detail:

**Definition 9.2.2.** Let \( f \) be a locally bounded, measurable function on \( D \). Then \( f \) is called \( X \)-harmonic in \( D \) if

\[ f(x) = E^x[f(X_{\tau_U})] \]

for all \( x \in D \) and all bounded open sets \( U \) with \( \overline{U} \subset D \).

We make two important observations:

**Lemma 9.2.3.**

a) Let \( f \) be \( X \)-harmonic in \( D \). Then \( Af = 0 \) in \( D \).

b) Conversely, suppose \( f \in C^2(D) \) and \( Af = 0 \) in \( D \). Then \( f \) is \( X \)-harmonic.

**Proof.**

a) follows directly from the formula for \( A \).

b) follows from the Dynkin formula: Choose \( U \) as in Definition 9.2.2. Then
\[ E^x[f(X_{\tau_U})] = \lim_{k \to \infty} E^x[f(X_{\tau_U} \lor k)] = f(x) + \lim_{k \to \infty} E^x \left[ \int_0^{\tau_{U \lor k}} (Lf)(X_s)ds \right] = f(x), \]

since \( Lf = Af = 0 \) in \( U \).

The most important examples of \( X \)-harmonic functions are given in the next result:

**Lemma 9.2.4.** Let \( \phi \) be a bounded measurable function on \( \partial D \) and put

\[ u(x) = E^x[\phi(X_{\tau_D})]; \quad x \in D. \]

Then \( u \) is \( X \)-harmonic. Thus, in particular, \( Au = 0 \).

**Proof.** From the mean value property (7.2.9) we have, if \( V \subset D \)

\[ u(x) = \int_{\partial V} u(y)Q^x[X_{\tau_V} \in dy] = E^x[u(X_{\tau_V})]. \]

We are now ready to formulate the weak, stochastic version:

**The Stochastic Dirichlet Problem**

Given a bounded measurable function \( \phi \) on \( \partial D \), find a function \( u \) on \( D \) such that

(i) \( u \) is \( X \)-harmonic \hspace{1cm} (9.2.6)

(ii) \( \lim_{t \uparrow \tau_D} u(X_t) = \phi(X_{\tau_D}) \) a.s. \( Q^x, x \in D. \) \hspace{1cm} (9.2.7)

We first solve the stochastic Dirichlet problem (9.2.6), (9.2.7) and then relate it to the original problem (9.2.1), (9.2.2).

**Theorem 9.2.5 (Solution of the stochastic Dirichlet problem).**

Let \( \phi \) be a bounded measurable function on \( \partial D \).

a) **(Existence)** Define

\[ u(x) = E^x[\phi(X_{\tau_D})]. \hspace{1cm} (9.2.8) \]

Then \( u \) solves the stochastic Dirichlet problem (9.2.6), (9.2.7).

b) **(Uniqueness)** Suppose \( g \) is a bounded function on \( D \) such that

1. \( g \) is \( X \)-harmonic
2. \( \lim_{t \uparrow \tau_D} g(X_t) = \phi(X_{\tau_D}) \) a.s. \( Q^x, x \in D. \)

Then \( g(x) = E^x[\phi(X_{\tau_D})], x \in D. \)
Proof. a) It follows from Lemma 9.2.4 that (i) holds. Fix \(x \in D\). Let \(\{D_k\}\) be an increasing sequence of open sets such that \(D_k \subset D\) and \(D = \bigcup_k D_k\).

Put \(\tau_k = \tau_{D_k}\). Then by the strong Markov property
\[
\begin{align*}
u(X_{\tau_k}) &= E^{X_{\tau_k}}[\phi(X_{\tau_k})] = E^\tau[\theta_{\tau_k} \phi(X_{\tau_k})|\mathcal{F}_{\tau_k}] \\
&= E^\tau[\phi(X_{\tau_k})|\mathcal{F}_{\tau_k}] . \tag{9.2.9}
\end{align*}
\]
Now \(M_k = E^\tau[\phi(X_{\tau_k})|\mathcal{F}_{\tau_k}]\) is a bounded (discrete time) martingale so by the martingale convergence theorem Corollary C.9 (Appendix C) we get that
\[
\lim_{k \to \infty} \nu(X_{\tau_k}) = \lim_{k \to \infty} E^\tau[\phi(X_{\tau_k})|\mathcal{F}_{\tau_k}] = \phi(X_{\tau_k}) \tag{9.2.10}
\]
both pointwise for a.a. \(\omega\) and in \(L^p(\mathcal{Q}_x)\), for all \(p < \infty\). Moreover, by (9.2.9) it follows that for each \(k\) the process
\[
N_t = \nu(X_{\tau_k \vee (t \wedge \tau_k + 1)}) - \nu(X_{\tau_k}) ; \quad t \geq 0
\]
is a martingale w.r.t. \(\mathcal{G}_t = \mathcal{F}_{\tau_k \vee (t \wedge \tau_k + 1)}\).

So by the martingale inequality
\[
Q^\tau \left[ \sup_{\tau_k \leq t \leq \tau_k + 1} |\nu(X_t) - \nu(X_{\tau_k})| > \epsilon \right] \leq \frac{1}{\epsilon^2} E^\tau[|\nu(X_{\tau_{k+1}}) - \nu(X_{\tau_k})|^2] \\
\to 0 \quad \text{as} \quad k \to \infty, \quad \text{for all} \quad \epsilon > 0 . \tag{9.2.11}
\]
From (9.2.10) and (9.2.11) we conclude that (ii) holds.

b) Let \(D_k, \tau_k\) be as in a). Then since \(g\) is \(X\)-harmonic we have
\[
g(x) = E^\tau[g(X_{\tau_k})]
\]
for all \(k\). So by (2) and bounded convergence
\[
g(x) = \lim_{k \to \infty} E^\tau[g(X_{\tau_k})] = E^\tau[\phi(X_{\tau_0})] , \quad \text{as asserted .}
\]

Finally we return to the original Dirichlet problem (9.2.1), (9.2.2). We have already seen that a solution need not exist. However, it turns out that for a large class of processes \(X_t\) we do get a solution (for all \(D\)) if we reduce the requirement in (9.2.2) to hold only for a subset of the boundary points \(y \in \partial D\) called the regular boundary points. Before we define regular points and state the result precisely, we need the following auxiliary lemmas:

(As before we let \(\mathcal{M}_t\) and \(\mathcal{M}_\infty\) denote the \(\sigma\)-algebras generated by \(X_s\); \(s \leq t\) and by \(X_s\); \(s \geq 0\) respectively).

Lemma 9.2.6 (The 0–1 law). Let \(H \in \bigcap_{t > 0} \mathcal{M}_t\). Then either \(Q^\tau(H) = 0\) or \(Q^\tau(H) = 1\).
Proof. From the strong Markov property (7.2.5) we have
\[ E^x[\theta_t \eta | M_t] = E^{X_t}[\eta] \]
for all bounded, \( M_\infty \)-measurable \( \eta: \Omega \to \mathbb{R} \). This implies that
\[ \int H \eta dQ^x = \int H E^{X_t}[\eta] dQ^x, \quad \text{for all } t. \]
First assume that \( \eta = \eta_k = g_1(X_{t_1}) \cdots g_k(X_{t_k}) \), where each \( g_i \) is bounded and continuous. Then letting \( t \to 0 \) we obtain
\[ \int H \eta dQ^x = \lim_{t \to 0} \int H \theta_t \eta dQ^x = \lim_{t \to 0} \int H E^{X_t}[\eta] dQ^x = Q^x(H) E^x[\eta] \]
by Feller continuity (Lemma 8.1.4) and bounded convergence. Approximating the general \( \eta \) by functions \( \eta_k \) as above we conclude that
\[ \int H \eta dQ^x = Q^x(H) E^x[\eta] \]
for all bounded \( M_\infty \)-measurable \( \eta \). If we put \( \eta = X_n \) we obtain \( Q^x(H) = (Q^x(H))^2 \), which completes the proof. \( \square \)

**Corollary 9.2.7.** Let \( y \in \mathbb{R}^n \). Then
\[ \text{either } Q^y[\tau_D = 0] = 0 \quad \text{or} \quad Q^y[\tau_D = 0] = 1. \]

Proof. \( H = \{ \omega; \tau_D = 0 \} \in \bigcap_{t>0} M_t \). \( \square \)

In other words, either a.a. paths \( X_t \) starting from \( y \) stay within \( D \) for a positive period of time or a.a. paths \( X_t \) starting from \( y \) leave \( D \) immediately. In the last case we call the point \( y \) regular; i.e.

**Definition 9.2.8.** A point \( y \in \partial D \) is called regular for \( D \) (w.r.t. \( X_t \)) if
\[ Q^y[\tau_D = 0] = 1. \]
Otherwise the point \( y \) is called irregular.

**Example 9.2.9.** Corollary 9.2.7 may seem hard to believe at first glance. For example, if \( X_t \) is a 2-dimensional Brownian motion \( B_t \) and \( D \) is the square \([0,1] \times [0,1] \) one might think that, starting from \((\frac{1}{2}, 0)\), say, half of the paths will stay in the upper half plane and half in the lower, for a positive period of time. However, Corollary 9.2.7 says that this is not the case: Either they all stay in \( D \) initially or they all leave \( D \) immediately. Symmetry considerations
imply that the first alternative is impossible. Thus \((\frac{1}{2}, 0)\), and similarly all the other points of \(\partial D\), are regular for \(D\) w.r.t. \(B_t\).

**Example 9.2.10.** Let \(D = [0, 1] \times [0, 1]\) and let \(L\) be the parabolic differential operator

\[
Lf(t, x) = \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial x^2}; \quad (t, x) \in \mathbb{R}^2.
\]

(See Example 7.3.5)

Here

\[
b = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad \text{and} \quad a = [a_{ij}] = \frac{1}{2} \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.
\]

So, for example, if we choose \(\sigma = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}\), we have \(\frac{1}{2} \sigma \sigma^T = a\). This gives the following stochastic differential equation for the Itô diffusion \(X_t\) associated with \(L\):

\[
dX_t = \begin{pmatrix} 1 \\ 0 \end{pmatrix} dt + \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} dB_{1t}^{(1)} \\ dB_{1t}^{(2)} \end{pmatrix}.
\]

In other words,

\[
X_t = \begin{pmatrix} t + t_0 \\ B_t \end{pmatrix}, \quad X_0 = \begin{pmatrix} t_0 \\ x \end{pmatrix}
\]

where \(B_t\) is 1-dimensional Brownian motion. So we end up with the graph of Brownian motion, which we started with in Example 7.3.5. In the case it is not hard to see that the irregular points of \(\partial D\) consist of the open line \(\{0\} \times (0, 1)\), the rest of the boundary points being regular.
Example 9.2.11. Let $\Delta = \{(x, y); x^2 + y^2 < 1\} \subset \mathbb{R}^2$ and let $\{\Delta_n\}$ be a sequence of disjoint open discs in $\Delta$ centered at $(2^{-n}, 0)$, respectively, $n = 1, 2, \ldots$. Put

$$D = \Delta \setminus \left( \bigcup_{n=1}^{\infty} \Delta_n \right).$$

Then it is easy to see that all the points of $\partial \Delta \cup \bigcup_{n=1}^{\infty} \partial \Delta_n$ are regular for $D$ w.r.t. 2-dimensional Brownian motion $B_t$, using a similar argument as in Example 9.2.9. But what about the point 0? The answer depends on the sizes of the discs $\Delta_n$. More precisely, if $r_n$ is the radius of $\Delta_n$ then 0 is a regular point for $D$ if and only if

$$\sum_{n=1}^{\infty} \frac{n}{\log \frac{1}{r_n}} = \infty . \quad (9.2.12)$$

This is a consequence of the famous Wiener criterion. See Port and Stone (1979), p. 225.

Having defined regular points we now formulate the announced generalized version of the Dirichlet problem:

**The Generalized Dirichlet Problem**

Given a domain $D \subset \mathbb{R}^n$ and $L$ and $\phi$ as before, find a function $u \in C^2(D)$ such that

(i) $Lu = 0$ in $D \quad (9.2.13)$

and

(ii) $\lim_{\delta \in \partial D} u(x) = \phi(y)$ for all regular $y \in \partial D . \quad (9.2.14)$
First we establish that if a solution of this problem exists, it must be the solution of the stochastic Dirichlet problem found in Theorem 9.2.5, provided that $X_t$ satisfies Hunt’s condition (H):

\[
\text{(H): Every semipolar set for } X_t \text{ is polar for } X_t.
\]  

(9.2.15)

A semipolar set is a countable union of thin sets and a measurable set $G \subset \mathbb{R}^n$ is called thin (for $X_t$) if $Q^x[T_G = 0] = 0$ for all $x$, where $T_G = \inf\{t > 0; X_t \in G\}$ is the first hitting time of $G$. (Intuitively: For all starting points the process does not hit $G$ immediately, a.s.). A measurable set $F \subset \mathbb{R}^n$ is called polar (for $X_t$) if $Q^x[T_F < \infty] = 0$ for all $x$. (Intuitively: For all starting points the process never hits $F$, a.s.). Clearly every polar set is semipolar, but the converse need not to be true (consider the process in Example 9.2.1). However, condition (H) does hold for Brownian motion (See Blumenthal and Getoor (1968)). It follows from the Girsanov theorem that condition (H) holds for all Itô diffusions whose diffusion coefficient matrix has a bounded inverse and whose drift coefficient satisfies the Novikov condition for all $T < \infty$.

We also need the following result, the proof of which can be found in Blumenthal and Getoor (1968, Prop. II.3.3):

**Lemma 9.2.12.** Let $U \subset D$ be open and let $I$ denote the set of irregular points of $U$. Then $I$ is a semipolar set.

**Theorem 9.2.13.** Suppose $X_t$ satisfies Hunt’s condition (H). Let $\phi$ be a bounded continuous function on $\partial D$. Suppose there exists a bounded $u \in C^2(D)$ such that

(i) $Lu = 0$ in $D$

(ii) $\lim_{x \to y} u(x) = \phi(y)$ for all regular $y \in \partial D$

Then $u(x) = E^x[\phi(X_{\tau_D})]$.

**Proof.** Let $\{D_k\}$ be as in the proof Theorem 9.1.1. By Lemma 9.2.3 b) $u$ is $X$-harmonic and therefore

\[
u(x) = E^x[u(X_{\tau_k})]\quad\text{for all } x \in D_k \text{ and all } k.\]

If $k \to \infty$ then $X_{\tau_k} \to X_{\tau_D}$ and so $u(X_{\tau_k}) \to \phi(X_{\tau_D})$ if $X_{\tau_D}$ is regular. From the Lemma 9.2.12.1 we know that the set $I$ of irregular points of $\partial D$ is semipolar. So by condition (H) the set $I$ is polar and therefore $X_{\tau_D} \notin I$ a.s. $Q^x$. Hence

\[
u(x) = \lim_{k \to \infty} E^x[u(X_{\tau_k})] = E^x[\phi(X_{\tau_D})],\quad\text{as claimed}.\]

Under what conditions is the solution $u$ of the stochastic Dirichlet problem (9.2.6), (9.2.7) also a solution of the generalized Dirichlet problem (9.2.13), (9.2.14)? This is a difficult question and we will content ourselves with the following partial answer:
Theorem 9.2.14. Suppose $L$ is uniformly elliptic in $D$, i.e. the eigenvalues of $\frac{a_{ij}}{D}$ are bounded away from 0 in $D$. Let $\phi$ be a bounded continuous function on $\partial D$. Put

$$u(x) = E_t[\phi(X_{t_D})].$$

Then $u \in C^{2+\alpha}(D)$ for all $\alpha < 1$ and $u$ solves the Dirichlet problem (9.2.13), (9.2.14), i.e.

(i) $Lu = 0$ in $D$.

(ii) $\lim_{x \to y} u(x) = \phi(y)$ for all regular $y \in \partial D$.

Remark. If $k$ is an integer, $\alpha > 0$ and $G$ is an open set $C^k+\alpha(G)$ denotes the set of functions on $G$ whose partial derivatives up to $k$'th order is Lipschitz (Hölder) continuous with exponent $\alpha$.

Proof. Choose an open ball $\Delta$ with $\Delta \subset D$ and let $f \in C(\partial \Delta)$. Then, from the general theory of partial differential equations, for all $\alpha < 1$ there exists a continuous function $u$ on $\Delta$ such that $u|\Delta \in C^{2+\alpha}(\Delta)$ and

$$Lu = 0 \quad \text{in } \Delta$$

$$u = f \quad \text{on } \partial \Delta$$

(9.2.16)

(9.2.17)

(see e.g. Dynkin (1965 II, p. 226)). Since $u|\Delta \in C^{2+\alpha}(\Delta)$ we have: If $K$ is any compact subset of $\Delta$ there exists a constant $C$ only depending on $K$ and the $C^\alpha$-norms of the coefficients of $L$ such that

$$\|u\|_{C^{2+\alpha}(K)} \leq C(\|Lu\|_{C^\alpha(\Delta)} + \|u\|_{C^\alpha(\Delta)}).$$

(9.2.18)

(See Bers, John and Schechter (1964, Theorem 3, p. 232).) Combining (9.2.16), (9.2.17) and (9.2.18) we obtain

$$\|u\|_{C^{2+\alpha}(K)} \leq C\|f\|_{C(\partial \Delta)}.$$  

(9.2.19)

By uniqueness (Theorem 9.2.13) we know that

$$u(x) = \int f(y)d\mu_x(y),$$

where $d\mu_x = Q_t[X_{t_D} \in dy]$ is the first exit distribution of $X_t$ from $\Delta$. From (9.2.19) it follows that

$$\left| \int fd\mu_{x_1} - \int fd\mu_{x_2} \right| \leq C\|f\|_{C(\partial \Delta)}|x_1 - x_2|^\alpha; \quad x_1, x_2 \in K.$$ 

(9.2.21)

By approximating a given continuous function on $\partial \Delta$ uniformly by functions in $C^\infty(\partial \Delta)$ we see that (9.2.21) holds for all functions $f \in C(\partial \Delta)$. Therefore

$$\|\mu_{x_1} - \mu_{x_2}\| \leq C|x_1 - x_2|^\alpha; \quad x_1, x_2 \in K.$$ 

(9.2.22)
9.2 The Dirichlet Problem. Regular Points

where \( \| \| \) denotes the operator norm on measures on \( \partial \Delta \). So if \( g \) is any bounded measurable function on \( \partial \Delta \) we know that the function

\[
\tilde{g}(x) = \int g(y) d\mu_x(y) = E^x[g(X_{\tau_\Delta})]
\]

belongs to the class \( C^\alpha(K) \). Since \( u(x) = E^x[u(X_{\tau_U})] \) for all open sets \( U \) with \( \overline{U} \subset D \) and \( x \in U \) (Lemma 9.2.4) this applies to \( g = u \) and we conclude that \( u \in C^\alpha(M) \) for any compact subset \( M \) of \( D \).

We may therefore apply the solution to the problem (9.2.16), (9.2.17) once more, this time with \( f = u \) and this way we obtain that

\[
u(x) = E^x[u(X_{\tau_D})]
\]

belongs to \( C^{2+\alpha}(M) \) for any compact \( M \subset D \). Therefore (i) holds by Lemma 9.2.3 a).

To obtain (ii), we apply a theorem from the theory of parabolic differential equations: The Kolmogorov backward equation

\[
Lv = \frac{\partial v}{\partial t}
\]

has a fundamental solution \( v = p(t, x, y) \) jointly continuous in \( t, x, y \) for \( t > 0 \) and bounded in \( x, y \) for each fixed \( t > 0 \) (See Dynkin (1965 II), Theorem 0.4 p. 227). It follows (by bounded convergence) that the process \( X_t \) is a strong Feller process, in the sense that the function

\[
x \to E^x[f(X_t)] = \int_{\mathbb{R}^n} f(y)p(t, x, y) dy
\]

is continuous, for all \( t > 0 \) and all bounded, measurable functions \( f \). In general we have:

If \( X_t \) is a strong Feller Itô diffusion and \( D \subset \mathbb{R}^n \) is open then

\[
\lim_{x \to y} E^x[\phi(X_{\tau_D})] = \phi(y)
\]

for all regular \( y \in \partial D \) and bounded \( \phi \in C(\partial D) \).

(See Theorem 13.3 p. 32–33 in Dynkin (1965 II)).

Therefore \( u \) satisfies property (ii), and the proof is complete. \( \square \)

**Example 9.2.15.** We have already seen (Example 9.2.1) that condition (9.1.3) does not hold in general. This example shows that it need not hold even when \( L \) is elliptic: Consider Example 9.2.11 again, in the case when the point 0 is not regular. Choose \( \phi \in C(\partial D) \) such that

\[
\phi(0) = 1, 0 \leq \phi(y) < 1 \quad \text{for } y \in \partial D \setminus \{0\}.
\]

Since \( \{0\} \) is polar for \( B_t \) (see Exercise 9.7 a) we have \( B^0_{\tau_D} \neq 0 \) a.s and therefore
\[ u(0) = E^0[\phi(B_{\tau_D})] < 1. \]

By a slight extension of the mean value property (7.2.9) (see Exercise 9.4) we get
\[ E^0[u(X_{\sigma_k})] = E^0[\phi(X_{\tau_D})] = u(0) < 1 \quad (9.2.24) \]

where
\[ \sigma_k = \inf \left\{ t > 0; B_t \notin D \cap \left\{ |x| < \frac{1}{k} \right\} \right\}, \quad k = 1, 2, \ldots \]

This implies that it is impossible that \( u(x) \to 1 \) as \( x \to 0 \). Therefore (9.1.3) does not hold in this case.

In general one can show that the regular points for Brownian motion are exactly the regular points in the classical potential theoretic sense, i.e. the points \( y \) on \( \partial D \) where the limit of the generalized Perron-Wiener-Brelot solution coincide with \( \phi(y) \), for all \( \phi \in C(\partial D) \). See Doob (1984), Port and Stone (1979) or Rao (1977).

**Example 9.2.16.** Let \( D \) denote the infinite strip
\[ D = \{(t, x) \in \mathbb{R}^2; x < R\}, \quad \text{where } R \in \mathbb{R} \]

and let \( L \) be the differential operator
\[ Lf(t, x) = \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial x^2}; \quad f \in C^2(D). \]

An Itô diffusion whose generator coincides with \( L \) on \( C^2_0(\mathbb{R}^2) \) is (see Example 9.2.10)
\[ X_t = (s + t, B_t); \quad t \geq 0, \]

and all the points of \( \partial D \) are regular for this process. It is not hard to see that in this case (9.1.14) holds, i.e.
\[ \tau_D < \infty \quad \text{a.s.} \]
9.3 The Poisson Problem

Let \( L = \sum a_{ij} \frac{\partial^2}{\partial x_i \partial x_j} + \sum b_i \frac{\partial}{\partial x_i} \) be a semi-elliptic partial differential operator on a domain \( D \subset \mathbb{R}^n \) as before and let \( X_t \) be an associated Itô diffusion, described by (9.1.4) and (9.1.5). In this section we study the Poisson problem (9.2.3), (9.2.4). For the same reasons as in Section 9.2 we generalize the problem to the following:

(see Exercise 7.4).

Assume that \( \phi \) is a bounded continuous function on \( \partial D = \{(t, R); t \in \mathbb{R}\} \). Then by Theorem 9.2.5 the function
\[
u(s, x) = E^{s,x}[\phi(X_{\tau_D})]
\]
is the solution of the stochastic Dirichlet problem (9.2.6), (9.2.7), where \( E^{s,x} \) denotes expectation w.r.t. the probability law \( Q^{s,x} \) for \( X \) starting at \((s, x)\).

Does \( \nu \) also solve the problem (9.2.13), (9.2.14)? Using the Laplace transform it is possible to find the distribution of the first exit point on \( \partial D \) for \( X \), i.e. to find the distribution of the first time \( t = \hat{\tau} \) that \( B_t \) reaches the value \( R \). (See Karlin and Taylor (1975), p. 363. See also Exercise 7.19.) The result is
\[
\mathbb{P}_x[\hat{\tau} \in dt] = g(x, t) dt,
\]
where
\[
g(x, t) = \begin{cases} 
(R - x)(2\pi t)^{-1} \exp\left(-\frac{(R-x)^2}{2t}\right) & \text{if } t > 0 \\
0 & \text{if } t \leq 0
\end{cases}
\]
(9.2.25)

Thus the solution \( \nu \) may be written
\[
u(s, x) = \int_0^\infty \phi(s + t, R)g(x, t)dt = \int_s^\infty \phi(r, R)g(x, r - s)dr.
\]

From the explicit formula for \( \nu \) it is clear that \( \frac{\partial \nu}{\partial s} \) and \( \frac{\partial^2 \nu}{\partial x^2} \) are continuous and we conclude that \( Lu = 0 \) in \( D \) by Lemma 9.2.3. So \( \nu \) satisfies (9.2.13). What about property (9.2.14)? It is not hard to see that for \( t > 0 \)
\[
E^{t_0,x}[f(X_t)] = (2\pi t)^{-\frac{1}{2}} \int_R f(t_0 + t, y) \exp\left(-\frac{|x - y|^2}{2t}\right) dy
\]
for all bounded, \((t, x)\)-measurable functions \( f \). (See (2.2.2)). Therefore \( X_t \) is not a strong Feller process, so we cannot appeal to (9.2.23) to obtain (9.2.14).

Remark. As the above example (and Example 9.2.1) shows, an Itô diffusion need not be a strong Feller process. However, we have seen that it is always a Feller process (Lemma 8.1.4).
The Generalized Poisson Problem

Given a continuous function $g$ on $D$ find a $C^2$ function $v$ in $D$ such that

a) $Lv = -g$ in $D$ \hspace{1cm} (9.3.1)

b) $\lim_{x \to y} v(x) = 0$ for all regular $y \in \partial D$ \hspace{1cm} (9.3.2)

Again we will first study a stochastic version of the problem and then investigate the relation between the corresponding stochastic solution and the solution (if it exists) of (9.3.1), (9.3.2):

**Theorem 9.3.1 (Solution of the stochastic Poisson problem).**

Assume that

$$E^x\left[\int_0^{\tau_D} |g(X_s)| \, ds\right] < \infty \quad \text{for all } x \in D.$$ \hspace{1cm} (9.3.3)

(This occurs, for example, if $g$ is bounded and $E^x[\tau_D] < \infty$ for all $x \in D$).

Define

$$v(x) = E^x\left[\int_0^{\tau_D} g(X_s) \, ds\right].$$ \hspace{1cm} (9.3.4)

Then

$$A v = -g \quad \text{in } D,$$ \hspace{1cm} (9.3.5)

and

$$\lim_{t \uparrow \tau_D} v(X_t) = 0 \quad \text{a.s. } Q^x, \text{ for all } x \in D.$$ \hspace{1cm} (9.3.6)

**Proof.** Choose $U$ open, $x \in U \subseteq D$. Put $\eta = \int_0^{\tau_D} g(X_s) \, ds$, $\tau = \tau_U$.

Then by the strong Markov property (7.2.5)

$$\frac{E^x[v(X_\tau)] - v(x)}{E^x[\tau]} = \frac{1}{E^x[\tau]} \left(E^x[X_\tau ^+ \eta] - E^x[\eta]\right)$$

$$= \frac{1}{E^x[\tau]} \left(E^x[X_\tau ^+ \theta \eta | F_\tau] - E^x[\eta]\right) = \frac{1}{E^x[\tau]} \left(E^x[\theta \eta | F_\tau] - E^x[\eta]\right).$$

Approximate $\eta$ by sums of the form

$$\eta^{(k)} = \sum g(X_{t_i}) \mathcal{X}_{(t_i, t_{i+1})} \Delta t_i.$$

Since

$$\theta \eta^{(k)} = \sum g(X_{t_i+t}) \mathcal{X}_{(t_i+t, t_{i+1})} \Delta t_i \quad \text{for all } k$$

(see the argument for (7.2.6)) we see that
\[ \theta_{\tau \eta} = \int_{\tau}^{\tau_D} g(X_s) ds . \]  

(9.3.7)

Therefore

\[ \frac{E^x[v(X_{\tau})] - v(x)}{E^x[\tau]} = \frac{-1}{E^x[\tau]} E^x \left[ \int_{\tau}^{\tau_D} g(X_s) ds \right] \rightarrow -g(x) \quad \text{as} \quad U \downarrow x , \]

since \( g \) is continuous. This proves (9.3.5).

Put \( H(x) = E^x \int_{0}^{\tau_D} |g(X_s)| ds \). Let \( D_k, \tau_k \) be as in the proof of Theorem 9.2.5. Then by the same argument as above we get

\[ E^x[H(X_{\tau_k \wedge t})] = E^x[E^x \left[ \int_{\tau_k \wedge t}^{\tau_D} |g(X_s)| ds |\mathcal{F}_{\tau_k \wedge t} \right] \]

\[ = E^x \left[ \int_{\tau_k \wedge t}^{\tau_D} |g(X_s)| ds \right] \rightarrow 0 \quad \text{as} \quad t \to \tau_D, \; k \to \infty \]

by dominated convergence. This implies (9.3.6).

\[ \square \]

**Remark.** For functions \( g \) satisfying (9.3.3) define the operator \( R \) by

\[ (Rg)(x) = \bar{g}(x) = E^x \left[ \int_{0}^{\tau_D} g(X_s) ds \right] . \]

Then (9.3.5) can be written

\[ \mathcal{A}(Rg) = -g \]  

(9.3.8)

i.e. the operator \(-R\) is a right inverse of the operator \( \mathcal{A} \). Similarly, if we define

\[ R_\alpha g(x) = E^x \left[ \int_{0}^{\tau_D} g(X_s) e^{-\alpha s} ds \right] \quad \text{for} \quad \alpha \geq 0 \]  

(9.3.9)

then the same method of proof as in Theorem 8.1.5 gives that

\[ (\mathcal{A} - \alpha)R_\alpha g = -g ; \quad \alpha \geq 0 . \]  

(9.3.10)

(If \( \alpha > 0 \) then the assumption (9.3.3) can be replaced by the assumption that \( g \) is bounded (and continuous as before)).

Thus we may regard the operator \( R_\alpha \) as a generalization of the resolvent operator \( R_\alpha \) discussed in Chapter 8, and formula (9.3.10) as the analogue of Theorem 8.1.5 b).
Next we establish that if a solution \( v \) of the generalized problem (9.3.1), (9.3.2) exists, then \( v \) is the solution (9.3.4) of the stochastic problem (9.3.5), (9.3.6):

**Theorem 9.3.2 (Uniqueness theorem for the Poisson equation).**
Assume that \( X_t \) satisfies Hunt’s condition (H) ((9.2.15)). Assume that (9.3.3) holds and that there exists a function \( v \in C^2(D) \) and a constant \( C \) such that

\[
|v(x)| \leq C \left( 1 + E^x \left[ \int_0^{\tau_D} |g(X_s)| ds \right] \right) \quad \text{for all } x \in D
\]  

(9.3.11)

and with the properties

\[
Lv = -g \quad \text{in } D,
\]

(9.3.12)

\[
\lim_{x \to y} v(x) = 0 \quad \text{for all regular points } y \in \partial D.
\]

(9.3.13)

Then \( v(x) = E^x \left[ \int_0^{\tau_D} g(X_s) ds \right] \).

**Proof.** Let \( D_k, \tau_k \) be as in the proof of Theorem 9.2.5. Then by Dynkin’s formula

\[
E^x[v(X_{\tau_k})] - v(x) = E^x \left[ \int_0^{\tau_k} (Lv)(X_s) ds \right] = -E^x \left[ \int_0^{\tau_k} g(X_s) ds \right].
\]

By dominated convergence we obtain

\[
v(x) = \lim_{k \to \infty} \left( E^x[v(X_{\tau_k})] + E^x \left[ \int_0^{\tau_k} g(X_s) ds \right] \right) = E^x \left[ \int_0^{\tau_D} g(X_s) ds \right],
\]

since \( X_{\tau_D} \) is a regular point a.s. by condition (H) and Lemma 9.2.12. \( \square \)

Finally we combine the Dirichlet and Poisson problem and obtain the following result:

**Theorem 9.3.3. (Solution of the combined stochastic Dirichlet and Poisson problem).**
Assume that (9.1.14) holds. Let \( \phi \in C(\partial D) \) be bounded and let \( g \in C(D) \) satisfy

\[
E^x \left[ \int_0^{\tau_D} |g(X_s)| ds \right] < \infty \quad \text{for all } x \in D.
\]

(9.3.14)

Define
\[ w(x) = E^x[\phi(X_{\tau_D})] + E^x\left[ \int_0^{\tau_D} g(X_s) \, ds \right], \quad x \in D. \tag{9.3.15} \]

**(a)** Then

\[ A w = -g \quad \text{in } D \tag{9.3.16} \]

and

\[ \lim_{t \uparrow \tau_D} w(X_t) = \phi(X_{\tau_D}) \quad \text{a.s. } Q^x, \text{ for all } x \in D. \tag{9.3.17} \]

**(b)** Moreover, if there exists a function \( w_1 \in C^2(D) \) and a constant \( C \) such that

\[ |w_1(x)| < C \left( 1 + E^x\left[ \int_0^{\tau_D} |g(X_s)| \, ds \right] \right), \quad x \in D, \tag{9.3.18} \]

and \( w_1 \) satisfies (9.3.16) and (9.3.17), then \( w_1 = w \).

**Remark.** With an approach similar to the one used in Theorem 9.2.14 one can prove that if \( L \) is uniformly elliptic in \( D \) and \( g \in C^\alpha(D) \) (for some \( \alpha > 0 \)) is bounded, then the function \( w \) given by (9.3.15) solves the Dirichlet-Poisson problem, i.e.

\[ L w = -g \quad \text{in } D \tag{9.3.19} \]

and

\[ \lim_{t \in D} w(x) = \phi(y) \quad \text{for all regular } y \in \partial D. \tag{9.3.20} \]

**The Green Measure**

The solution \( v \) given by the formula (9.3.4) may be rewritten as follows:

**Definition 9.3.4.** The Green measure (of \( X_t \) w.r.t. \( D \) at \( x \)), \( G(x, \cdot) \) is defined by

\[ G(x, H) = E^x\left[ \int_0^{\tau_D} X_H(X_s) \, ds \right], \quad H \subset \mathbb{R}^n \text{ Borel set} \tag{9.3.21} \]

or

\[ \int f(y) G(x, dy) = E^x\left[ \int_0^{\tau_D} f(X_s) \, ds \right], \quad f \text{ bounded, continuous}. \tag{9.3.22} \]
In other words, $G(x, H)$ is the expected length of time the process stays in $H$ before it exits from $D$. If $X_t$ is Brownian motion, then

$$G(x, H) = \int_H G(x, y) dy,$$

where $G(x, y)$ is the classical Green function w.r.t. $D$ and $dy$ denotes Lebesgue measure. See Doob (1984), Port and Stone (1979) or Rao (1977). See also Example 9.3.6 below.

Note that using the Fubini theorem we obtain the following relation between the Green measure $G$ and the transition measure for $X_t$ in $D$,

$$Q^D_t(x, H) = Q^x[X_t \in H, t < \tau_D]:$$

$$G(x, H) = E^x[\int_0^{\tau_D} X_H(X_s) \cdot X_{[0,\tau_D]}(s) ds] = \int_0^{\tau_D} Q^D_t(x, H) dt. \quad (9.3.23)$$

From (9.3.22) we get

$$v(x) = E^x[\int_0^{\tau_D} g(X_s) ds] = \int_D g(y) G(x, dy), \quad (9.3.24)$$

which is the familiar formula for the solution of the Poisson equation in the classical case.

Also note that by using the Green function, we may regard the Dynkin formula as a generalization of the classical Green formula:

**Corollary 9.3.5 (The Green formula).** Let $E^x[\tau_D] < \infty$ for all $x \in D$ and assume that $f \in C^2_0(\mathbb{R}^n)$. Then

$$f(x) = E^x[f(X_{\tau_D})] - \int_D (L_X f)(y) G(x, dy). \quad (9.3.25)$$

In particular, if $f \in C^2(D)$ we have

$$f(x) = -\int_D (L_X f)(y) G(x, dy). \quad (9.3.26)$$

(As before $L_X = \sum b_i \frac{\partial}{\partial x_i} + \frac{1}{2} \sum (\sigma \sigma^T)_{ij} \frac{\partial^2}{\partial x_i \partial x_j}$ when
d$X_t = b(X_t) dt + \sigma(X_t) dB_t.$)

**Proof.** By Dynkin’s formula and (9.3.24) we have

$$E^x[f(X_{\tau_D})] = f(x) + E^x[\int_0^{\tau_D} (L_X f)(X_s) ds] = f(x) + \int_D (L_X f)(y) G(x, dy).$$
Remark. Combining (9.3.8) with (9.3.26) we see that if $E^x[\tau_K] < \infty$ for all compacts $K \subset D$ and all $x \in D$, then $-\mathcal{R}$ is the inverse of the operator $\mathcal{A}$ on $C^2_0(D)$:

$$\mathcal{A}(\mathcal{R}f) = \mathcal{R}(\mathcal{A}f) = -f, \quad \text{for all } f \in C^2_0(D).$$

(9.3.27)

More generally, for all $\alpha \geq 0$ we get the following analogue of Theorem 8.1.5:

$$(\mathcal{A} - \alpha)(\mathcal{R}_\alpha f) = \mathcal{R}_\alpha(\mathcal{A} - \alpha) f = -f \quad \text{for all } f \in C^2_0(D).$$

(9.3.28)

The first part of this is already established in (9.3.10) and the second part follows from the following useful extension of the Dynkin formula

$$E^x[e^{-\alpha \tau} f(X_\tau)] = f(x) + E^x\left[ \int_0^\tau e^{-\alpha s}(\mathcal{A} - \alpha) f(X_s) ds \right].$$

(9.3.29)

If $\alpha > 0$ this is valid for all stopping times $\tau \leq \infty$ and all $f \in C^2_0(\mathbb{R}^n)$. (See Exercise 9.6.)

Example 9.3.6. If $X_t = B_t$ is 1-dimensional Brownian motion in a bounded interval $(a, b) \subset \mathbb{R}$ then we can compute the Green function $G(x, y)$ explicitly. To this end, choose a bounded continuous function $g: (a, b) \to \mathbb{R}$ and let us compute

$$v(x) := E^x \left[ \int_0^\tau g(B_t) dt \right].$$

By Corollary 9.1.2 we know that $v$ is the solution of the differential equation

$$\frac{1}{2} v''(x) = -g(x); \quad x \in (a, b)$$

$$v(a) = v(b) = 0.$$

Integrating twice and using the boundary conditions we get

$$v(x) = \frac{2(x - a)}{b - a} \int_a^b \left( \int_a^y g(z) dz \right) dy - 2 \int_a^x \left( \int_a^y g(z) dz \right) dy.$$

Changing the order of integration we can rewrite this as

$$v(x) = \int_a^b g(y) G(x, y) dy$$

where

$$G(x, y) = \frac{2(x - a)(b - y)}{b - a} - 2(x - y) \cdot \mathcal{L}(-\infty, x)(y).$$

(9.3.30)
We conclude that the Green function of Brownian motion in the interval \((a, b)\) is given by (9.3.30).

In higher dimension \(n\) the Green function \(y \to G(x, y)\) of Brownian motion starting at \(x\) will not be continuous at \(x\). It will have a logarithmic singularity (i.e. a singularity of order \(\ln \frac{1}{|x-y|}\)) for \(n = 2\) and a singularity of the order \(|x-y|^{2-n}\) for \(n > 2\).

**Exercises**

9.1. In each of the cases below find an Itô diffusion whose generator coincides with \(L\) on \(C^2_0\):

a) \(L_f(t, x) = \alpha \frac{\partial f}{\partial t} + \frac{1}{2} \beta^2 \frac{\partial^2 f}{\partial x^2} ; \, \alpha, \beta\) constants

b) \(L_f(x_1, x_2) = a \frac{\partial f}{\partial x_1} + b \frac{\partial f}{\partial x_2} + \frac{1}{2} \left( \frac{\partial^2 f}{\partial x_1^2} + \frac{\partial^2 f}{\partial x_2^2} \right) ; \, a, b\) constants

c) \(L_f(x) = \alpha xf'(x) + \frac{1}{2} \beta^2 f''(x) ; \, \alpha, \beta\) constants

d) \(L_f(x) = \alpha f'(x) + \frac{1}{2} \beta^2 x^2 f''(x) ; \, \alpha, \beta\) constants

e) \(L_f(x_1, x_2) = \ln(1+x_1^2) \frac{\partial f}{\partial x_1} + x_1 \frac{\partial f}{\partial x_2} + x_2 \frac{\partial^2 f}{\partial x_1^2} + 2x_1x_2 \frac{\partial^2 f}{\partial x_1 \partial x_2} + 2x_2^2 \frac{\partial^2 f}{\partial x_2^2} \).

9.2. Use Theorem 9.3.3 to find the bounded solutions of the following boundary value problems:

(i) \[
\begin{align*}
\frac{\partial u}{\partial t} + \frac{1}{2} \frac{\partial^2 u}{\partial x^2} &= e^{\omega t} \phi(x) ; & 0 < t < T, \, x \in \mathbb{R} \\
u(T, x) &= \psi(x) ; & x \in \mathbb{R}
\end{align*}
\]

where \(\phi, \psi\) are given bounded, continuous functions.

(ii) \[
\begin{align*}
\alpha xu'(x) + \frac{1}{2} \beta^2 x^2 u''(x) &= 0 ; & 0 < x < x_0 \\
u(x_0) &= x_0^\alpha
\end{align*}
\]

where \(\alpha, \beta\) are given constants, \(\alpha \geq \frac{1}{2} \beta^2\).
(iii) If $\alpha < \frac{1}{2}\beta^2$ there are infinitely many bounded solutions of (ii), and an additional boundary condition e.g. at $x = 0$ is needed to provide uniqueness. Explain this in view of Theorem 9.3.3.

9.3. Write down (using Brownian motion) and compare the solutions $u(t, x)$ of the following two boundary value problems:

a) \[
\begin{cases}
\frac{\partial u}{\partial t} + \frac{1}{2} \Delta u = 0 & \text{for } 0 < t < T, \ x \in \mathbb{R}^n \\
u(T, x) = \phi(x) & \text{for } x \in \mathbb{R}^n .
\end{cases}
\]

b) \[
\begin{cases}
\frac{\partial u}{\partial t} - \frac{1}{2} \Delta u = 0 & \text{for } 0 < t < T, \ x \in \mathbb{R}^n \\
u(0, x) = \psi(x) & \text{for } x \in \mathbb{R}^n .
\end{cases}
\]

9.4. Let $G$ and $H$ be bounded open subsets of $\mathbb{R}^n$, $G \subset H$, and let $B_t$ be $n$-dimensional Brownian motion. Use the property (H) for $B_t$ to prove that

$$\inf \{ t > 0; B_t \notin H \} = \inf \{ t > \tau_G; B_t \notin H \}$$

i.e., with the terminology of (7.2.6),

$$\tau_H = \tau_H^G \quad \text{where } \alpha = \tau_G .$$

Use this to prove that if $X_t = B_t$ then the mean value property (7.2.9) holds for all bounded open $G \subset H$, i.e. it is not necessary to require $G \Subset H$ in this case. This verifies the statement (9.2.24).

9.5. (The eigenvalues of the Laplacian)

Let $D \subset \mathbb{R}^n$ be open, bounded and let $\lambda \in \mathbb{R}$.

a) Suppose there exists a solution $u \in C^2(D) \cap C(\overline{D})$, $u$ not identically zero, such that

$$\begin{cases}
-\frac{1}{2} \Delta u = \lambda u & \text{in } D \\
u = 0 & \text{on } \partial D .
\end{cases} \quad (9.3.31)$$

Show that we must have $\lambda > 0$. (Hint: If $\frac{1}{2} \Delta u = -\lambda u$ in $D$ then

$$\langle \frac{1}{2} \Delta u, u \rangle = \langle -\lambda u, u \rangle$$

where

$$\langle u, v \rangle = \int_D u(x)v(x)dx .$$

Now use integration by parts.)

b) It can be shown that if $D$ is smooth then there exist $0 < \lambda_0 < \lambda_1 < \cdots < \lambda_n < \cdots$ where $\lambda_n \to \infty$ such that (9.3.31) holds for $\lambda = \lambda_n$, $n = 0, 1, 2, \ldots$, and for no other values of $\lambda$. The numbers $\{\lambda_n\}$ are called the eigenvalues of the operator $-\frac{1}{2} \Delta$ in the domain $D$ and the corresponding (nontrivial) solutions $u_n$ of (9.3.31) are called the eigenfunctions. There is an interesting probabilistic interpretation of the lowest eigenvalue $\lambda_0$. The following result indicates this:
Put \( \tau = \tau_\mathcal{D} = \inf \{ t > 0; B_t \not\in D \} \), choose \( \rho > 0 \) and define
\[
    w_\rho(x) = E^x[\exp(\rho \tau)]; \quad x \in D.
\]
Prove that if \( w_\rho(x) < \infty \) for all \( x \in D \) then \( \rho \) is not an eigenvalue for \( -\frac{1}{2} \Delta \). (Hint: Let \( u \) be a solution of (9.3.31) with \( \lambda = \rho \). Apply Dynkin’s formula to the process \( dY_t = (dt, dB_t) \) and the function \( f(t, x) = \exp(\rho t)u(x) \) to deduce that \( u(x) = 0 \) for \( x \in D \).

9.6. Prove formula (9.3.29), for example by applying the Dynkin formula to the process
\[
    dY_t = \begin{bmatrix} dt \\ dX_1 \end{bmatrix}
\]
and the function \( g(y) = g(t, x) = e^{-\alpha t}f(x) \).

9.7. a) Let \( B_t \) be Brownian motion in \( \mathbb{R}^2 \). Prove that
\[
    P^x[\exists t > 0; B_t = y] = 0 \quad \text{for all } x, y \in \mathbb{R}^2.
\]
(Hint: First assume \( x \neq y \). We may choose \( y = 0 \). One possible approach would be to apply Dynkin’s formula with \( f(u) = \ln |u| \) and \( \tau = \inf \{ t > 0; |B_t| \leq \rho \text{ or } |B_t| \geq R \} \), where \( 0 < \rho < R \). Let \( \rho \to 0 \) and then \( R \to \infty \). If \( x = y \) consider \( P^x[\exists t > \epsilon; B_t = x] \) and use the Markov property.)

b) Let \( B_t = (B_t^{(1)}, B_t^{(2)}) \) be Brownian motion in \( \mathbb{R}^2 \). Prove that \( \tilde{B}_t = (-B_t^{(1)}, B_t^{(2)}) \) is also a Brownian motion.

c) Prove that \( 0 \in \mathbb{R}^2 \) is a regular boundary point (for Brownian motion) of the plane region
\[
    D = \{ (x_1, x_2) \in \mathbb{R}^2; x_1^2 + x_2^2 < 1 \} \setminus \{ (x_1, 0); x_1 \geq 0 \}.
\]

d) Prove that \( 0 \in \mathbb{R}^3 \) is an irregular boundary point (for Brownian motion) of the 3-dimensional region
\[
    U = \{ (x_1, x_2, x_3) \in \mathbb{R}^3; x_1^2 + x_2^2 + x_3^2 < 1 \} \setminus \{ (x_1, 0, 0); x_1 \geq 0 \}.
\]
9.8.  

a) Find an Itō diffusion $X_t$ and a measurable set $G$ which is semipolar but not polar for $X_t$.

b) Find an Itō diffusion $X_t$ and a countable family of thin sets $H_k$; $k = 1, 2, \ldots$ such that $\bigcup_{k=1}^{\infty} H_k$ is not thin.

9.9.  

a) Let $X_t$ be an Itō diffusion in $\mathbb{R}^n$ and assume that $g$ is a non-constant locally bounded real $X_t$-harmonic function on a connected open set $G \subset \mathbb{R}^n$. Prove that $g$ satisfies the following weak form of the maximum principle: $g$ does not have a (local or global) maximum at any point of $G$. (Similarly $g$ satisfies the minimum principle).

b) Give an example to show that a non-constant bounded $X_t$-harmonic function $g$ can have a (non-strict) global maximum. (Hint: Consider uniform motion to the right.)

9.10. Find the (stochastic) solution $f(t, x)$ of the boundary value problem

$$
\begin{cases}
K(x)e^{-\rho t} + \frac{\partial f}{\partial t} + \alpha x \frac{\partial f}{\partial x} + \frac{1}{2}\beta x^2 \frac{\partial^2 f}{\partial x^2} = 0 & \text{for } x > 0, \ 0 < t < T \\
f(T, x) = e^{-\rho T} \phi(x) & \text{for } x > 0
\end{cases}
$$

where $K, \phi$ are given functions and $T, \rho, \alpha, \beta$ are constants, $\rho > 0, T > 0$.

(Hint: Consider $dY_t = (dt, dX_t)$ where $X_t$ is a geometric Brownian motion).

9.11. a) The Poisson kernel is defined by

$$
P_r(\theta) = \frac{1 - r^2}{1 - 2r \cos \theta + r^2} = \frac{1 - |z|^2}{|1 - z|^2}
$$

where $r \geq 0$, $\theta \in [0, 2\pi]$, $z = re^{i\theta} \in \mathbb{C}$ ($i = \sqrt{-1}$).

The Poisson formula states that if $D$ denotes the open unit disk in the plane $\mathbb{R}^2 = \mathbb{C}$ and $h \in C(\overline{D})$ satisfies $\Delta h = 0$ in $D$ then

$$
h(re^{i\theta}) = \frac{1}{2\pi} \int_0^{2\pi} P_r(t - \theta)h(e^{it})dt .
$$
Prove that the probability that Brownian motion, starting from \( z \in D \), first exits from \( D \) at a set \( F \subset \partial D \) is given by

\[
\frac{1}{2\pi} \int_F P_r(t - \theta)dt, \quad \text{where } z = re^{i\theta}.
\]

b) The function

\[ w = \phi(z) = i\frac{1 + z}{1 - z} \]

maps the disc \( D = \{|z| < 1\} \) conformally onto the half plane \( H = \{w = u + iv; v > 0\} \), \( \phi(\partial D) = \mathbb{R} \) and \( \phi(0) = i \). Use Example 8.5.9 to prove that if \( \mu \) denotes the harmonic measure for Brownian motion at the point \( i = (0, 1) \) for the half plane \( H \) then

\[
\int_{\mathbb{R}} f(\xi)d\mu(\xi) = \frac{1}{2\pi} \int_0^{2\pi} f(\phi(e^{it}))dt = \frac{1}{2\pi i} \int_{\partial D} f(\phi(z))\frac{dz}{z}.
\]

c) Substitute \( w = \phi(z) \) (i.e. \( z = \psi(w) = \phi^{-1}(w) = \frac{w - i}{w + i} \)) in the integral above to show that

\[
\int_{\mathbb{R}} f(\xi)d\mu(\xi) = \frac{1}{\pi} \int_{\partial H} f(w) \frac{dw}{|w - i|^2} = \frac{1}{\pi} \int_{-\infty}^{\infty} f(x) \frac{dx}{x^2 + 1}.
\]

d) Show that the harmonic measure \( \mu_H^w \) for Brownian motion in \( H \) at the point \( w = u + iv \in H \) is given by

\[
d\mu_H^w(x) = \frac{1}{\pi} \cdot \frac{v}{(x - u)^2 + v^2}dx.
\]

9.12. (A Feynman-Kac formula for boundary value problems)

Let \( X_t \) be an Itô diffusion on \( \mathbb{R}^n \) whose generator coincides with a given partial differential operator \( L \) on \( C^2_0(\mathbb{R}^n) \). Let \( D, \phi \) and \( g \) be as in Theorem 9.3.3 and let \( q(x) \geq 0 \) be a continuous function on \( \mathbb{R}^n \).
Consider the boundary value problem: Find \( h \in C^2(D) \cap C(\overline{D}) \) such that
\[
\begin{align*}
Lh(x) - q(x)h(x) &= -g(x) \quad \text{on } D \\
\lim_{x \to y} h(x) &= \phi(y) ; \quad y \in \partial D.
\end{align*}
\]
Show that if a bounded solution \( h \) exists, then
\[
h(x) = E^x \left[ e^{-\int_0^{\tau_D} q(X_t)dt} g(X_{\tau_D}) + e^{-\int_0^{\tau_D} q(X_t)dt} \phi(X_{\tau_D}) \right].
\]
(Compare with the Feynman-Kac formula.)
Hint: Proceed as in the proof of Theorem 8.2.1 b).

For more information on stochastic solutions of boundary value problems see Freidlin (1985).

9.13. Let \( D = (a, b) \) be a bounded interval.

a) For \( x \in \mathbb{R} \) define
\[
X_t = X^x_t = x + \mu t + \sigma B_t ; \quad t \geq 0
\]
where \( \mu, \sigma \) are constants, \( \sigma \neq 0 \). Use Corollary 9.1.2 to compute
\[
w(x) = E^x[\phi(X_{\tau_D})] + E^x \left[ \int_0^{\tau_D} g(X_t)dt \right]
\]
when \( \phi: \{a, b\} \to \mathbb{R} \) and \( g: (a, b) \to \mathbb{R} \) are given functions, \( g \) bounded and continuous.

b) Use the results in a) to compute the Green function \( G(x, y) \) of the process \( X_t \).
(Hint: Choose \( \phi = 0 \) and proceed as in Example 9.3.6.)

9.14. Let \( D = (a, b) \subset (0, \infty) \) be a bounded interval and let
\[
dX_t = rX_tdt + \alpha X_tdB_t ; \quad X_0 = x \in (a, b)
\]
be a geometric Brownian motion.

a) Use Corollary 9.1.2 to find
\[
Q^x[X_{\tau_D} = b].
\]
(Hint: Choose \( g = 0 \) and \( \phi(a) = 0, \phi(b) = 1 \).)

b) Use Corollary 9.1.2 to compute
\[
w(x) = E^x[\phi(X_{\tau_D})] + E^x \left[ \int_0^{\tau_D} g(X_t)dt \right]
\]
for given functions $\phi: [a, b] \to \mathbb{R}$ and $g: [a, b] \to \mathbb{R}$, $g$ bounded and continuous.

(Hint: The substitution $t = \ln x$, $w(x) = h(\ln x)$ transforms the differential equation

$$\frac{1}{2} \alpha^2 x^2 w''(x) + rxw'(x) = -g(x) ; \quad x > 0$$

into the differential equation

$$\frac{1}{2} \alpha^2 h''(t) + \left(r - \frac{1}{2} \alpha^2\right)h(t) = -g(e^t) ; \quad t \in \mathbb{R}.$$}

9.15. a) Let $D = (a, b) \subset \mathbb{R}$ be a bounded interval and let $X_t = B_t$ be 1-dimensional Brownian motion. Use Corollary 9.1.2 to compute

$$h(x) = E^x\left[e^{-\rho \tau_D} \psi(B_{\tau_D})\right] + E^x\left[\int_0^{\tau_D} e^{-\rho t} B_t^2 dt\right]$$

for a given function $\psi: [a, b] \to \mathbb{R}$, when $\rho > 0$ is constant.

(Hint: Consider the Itô diffusion

$$dY_t = \begin{bmatrix} dY_t^{(1)} \\ dY_t^{(2)} \end{bmatrix} = \begin{bmatrix} dt \\ dB_t \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} dt + \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} dB_t ; \quad Y_0 = y = (s, x).$$

Then

$$h(x) = w(0, x)$$

where

$$w(s, x) = w(y) = E^y[\phi(Y_{\tau_D})] + E^y\left[\int_0^{\tau_D} g(Y_t) dt\right]$$

with $\phi(y) = \phi(s, x) = e^{-\rho s} \psi(x)$
and $g(y) = g(s, x) = e^{-\rho s} x^2$.

Note that

$$\tau_D = \inf\{t > 0; B_t \notin (a, b)\} = \inf\{t > 0; Y_t^{(2)} \notin (a, b)\}$$
$$= \inf\{t > 0; Y_t \notin \mathbb{R} \times (a, b)\}.$$
10. Application to Optimal Stopping

10.1 The Time-Homogeneous Case

Problem 5 in the introduction is a special case of a problem of the following type:

**Problem 10.1.1 (The optimal stopping problem).**

Let $X_t$ be an Itô diffusion on $\mathbb{R}^n$ and let $g$ (the reward function) be a given function on $\mathbb{R}^n$, satisfying

\begin{align}
\text{a) } & g(\xi) \geq 0 \text{ for all } \xi \in \mathbb{R}^n \\
\text{b) } & g \text{ is continuous.}
\end{align}

Find a stopping time $\tau^* = \tau^*(x, \omega)$ (called an optimal stopping time) for \(\{X_t\}\) such that

\begin{align}
E^x[g(X_{\tau^*})] = \sup_\tau E^x[g(X_\tau)] \quad \text{for all } x \in \mathbb{R}^n,
\end{align}

the sup being taken over all stopping times $\tau$ for \(\{X_t\}\). We also want to find the corresponding optimal expected reward

\begin{align}
g^*(x) = E^x[g(X_{\tau^*})].
\end{align}

Here $g(X_{\tau})$ is to be interpreted as 0 at the points $\omega \in \Omega$ where $\tau(\omega) = \infty$ and as usual $E^x$ denotes the expectation with respect to the probability law $Q^x$ of the process $X_t; t \geq 0$ starting at $X_0 = x \in \mathbb{R}^n$.

We may regard $X_t$ as the state of a game at time $t$, each $\omega$ corresponds to one sample of the game. For each time $t$ we have the option of stopping the game, thereby obtaining the reward $g(X_t)$, or continue the game in the hope that stopping it at a later time will give a bigger reward. The problem is of course that we do not know what state the game is in at future times, only the probability distribution of the “future”. Mathematically, this means that the possible “stopping” times we consider really are stopping times in the sense of Definition 7.2.1: The decision whether $\tau \leq t$ or not should only depend on the behaviour of the Brownian motion $B_t$ (driving the process $X$) up to time $t$, or perhaps only on the behaviour of $X_t$ up to time $t$. So, among
all possible stopping times $\tau$ we are asking for the optimal one, $\tau^*$, which gives the best result “in the long run”, i.e. the biggest expected reward in the sense of (10.1.2).

In the following we will outline how a solution to this problem can be obtained using the material from the preceding chapter. Later in this chapter we shall see that our discussion of problem (10.1.2)–(10.1.3) also covers the apparently more general problems

$$ g^*(s, x) = \sup_{\tau} E^{(s,x)}[g(\tau, X_{\tau})] = E^{(s,x)}[g(\tau^*, X_{\tau^*})] \quad (10.1.4) $$

and

$$ G^*(s, x) = \sup_{\tau} E^{(s,x)} \left[ \int_0^\tau f(t, X_t) dt + g(\tau, X_\tau) \right] = E^{(s,x)} \left[ \int_0^{\tau^*} f(t, X_t) dt + g(\tau^*, X_{\tau^*}) \right] \quad (10.1.5) $$

where $f$ is a given reward rate function (satisfying certain conditions).

We shall also discuss possible extensions of problem (10.1.2)–(10.1.3) to cases where $g$ is not necessarily continuous or where $g$ may assume negative values.

A basic concept in the solution of (10.1.2)–(10.1.3) is the following:

**Definition 10.1.2.** A measurable function $f: \mathbb{R}^n \to [0, \infty]$ is called super-meanvalued (w.r.t. $X_t$) if

$$ f(x) \geq E^x[f(X_\tau)] \quad (10.1.6) $$

for all stopping times $\tau$ and all $x \in \mathbb{R}^n$.

If, in addition, $f$ is also lower semicontinuous, then $f$ is called l.s.c. superharmonic (w.r.t. $X_t$).

Note that if $f: \mathbb{R}^n \to [0, \infty]$ is lower semicontinuous then by the Fatou lemma

$$ f(x) \leq E^x \left[ \liminf_{k \to \infty} f(X_{\tau_k}) \right] \leq \liminf_{k \to \infty} E^x[f(X_{\tau_k})], \quad (10.1.7) $$

for any sequence $\{\tau_k\}$ of stopping times such that $\tau_k \to 0$ a.s. $P$. Combining this with (10.1.6) we see that if $f$ is (l.s.c.) superharmonic, then

$$ f(x) = \lim_{k \to \infty} E^x[f(X_{\tau_k})] \quad \text{for all} \; x, \quad (10.1.8) $$

for all such sequences $\tau_k$.

**Remarks.** 1) In the literature (see e.g. Dynkin (1965 II)) one often finds a weaker concept of $X_t$-superharmonicity, defined by the supermeanvalued
property (10.1.6) plus the stochastic continuity requirement (10.1.8). This weaker concept corresponds to the $X_t$-harmonicity defined in Chapter 9.

2) If $f \in C^2(\mathbb{R}^n)$ it follows from Dynkin’s formula that $f$ is superharmonic w.r.t. $X_t$ if and only if
\[ Af \leq 0 \]
where $A$ is the characteristic operator of $X_t$. This is often a useful criterion (See e.g. Example 10.2.1).

3) If $X_t = B_t$ is Brownian motion in $\mathbb{R}^n$ then the superharmonic functions for $X_t$ coincide with the (nonnegative) superharmonic functions in classical potential theory. See Doob (1984) or Port and Stone (1979).

We state some useful properties of superharmonic and supermeanvalued functions.

**Lemma 10.1.3.** a) If $f$ is superharmonic (supermeanvalued) and $\alpha > 0$, then $\alpha f$ is superharmonic (supermeanvalued).

b) If $f_1, f_2$ are superharmonic (supermeanvalued), then $f_1 + f_2$ is superharmonic (supermeanvalued).

c) If $\{f_j\}_{j \in J}$ is a family of supermeanvalued functions, then $f(x) = \inf_{j \in J} \{f_j(x)\}$ is supermeanvalued if it is measurable ($J$ is any set).

d) If $f_1, f_2, \cdots$ are superharmonic (supermeanvalued) functions and $f_k \uparrow f$ pointwise, then $f$ is superharmonic (supermeanvalued).

e) If $f$ is supermeanvalued and $\sigma \leq \tau$ are stopping times, then $E^x[f(X_\sigma)] \geq E^x[f(X_\tau)]$.

f) If $f$ is supermeanvalued and $H$ is a Borel set, then $\bar{f}(x) = E^x[f(X_\tau_H)]$ is supermeanvalued.

**Proof of Lemma 10.1.3.**

a) and b) are straightforward.

c) Suppose $f_j$ is supermeanvalued for all $j \in J$. Then
\[ f_j(x) \geq E^x[f_j(X_\tau)] \geq E^x[f(X_\tau)] \text{ for all } j . \]
So $f(x) = \inf_{j \in J} f_j(x) \geq E^x[f(X_\tau)]$, as required.

d) Suppose $f_j$ is supermeanvalued, $f_j \uparrow f$. Then
\[ f(x) \geq f_j(x) \geq E^x[f_j(X_\tau)] \text{ for all } j, \]
\[ f(x) \geq \lim_{j \to \infty} E^x[f_j(X_\tau)] = E^x[f(X_\tau)] , \]
bymonotone convergence. Hence $f$ is supermeanvalued. If each $f_j$ is also lower semicontinuous then if $y_k \to x$ as $k \to \infty$ we have
\[ f_j(x) \leq \lim_{k \to \infty} f_j(y_k) \leq \lim_{k \to \infty} f(y_k) \text{ for each } j . \]
Hence, by letting $j \to \infty$, 

\[ f(x) \leq \lim_{k \to \infty} f(y_k) . \]

e) If \( f \) is supermeanvalued we have by the Markov property when \( t > s \)
\[ E^x[f(X_t)|\mathcal{F}_s] = E^{X_s}[f(X_{t-s})] \leq f(X_s) , \quad (10.1.9) \]
i.e. the process
\[ \zeta_t = f(X_t) \]
is a supermartingale w.r.t. the \( \sigma \)-algebras \( \mathcal{F}_t \) generated by \( \{B_r; r \leq t\} \).
(Appendix C). Therefore, by Doob’s optional sampling theorem (see Gihman and Skorohod (1975, Theorem 6 p. 11)) we have
\[ E^x[f(X_\sigma)] \geq E^x[f(X_\tau)] \]
for all stopping times \( \sigma, \tau \) with \( \sigma \leq \tau \) a.s. \( Q^x \).

\[ E^x[f(X_\sigma)] \geq E^x[f(X_\tau)] \]
f) Suppose \( f \) is supermeanvalued. By the strong Markov property (7.2.2) and formula (7.2.6) we have, for any stopping time \( \alpha \),
\[ E^x[\tilde{f}(X_\alpha)] = E^x[E^{X_\alpha}[f(X_{\tau_H})]|\mathcal{F}_\alpha]] = E^x[E^x[\theta_\alpha f(X_{\tau_H})]|\mathcal{F}_\alpha]] = E^x[f(X_{\tau_H})] \quad (10.1.10) \]
where \( \tau_H = \inf \{ t > \alpha; X_t \notin H \} \). Since \( \tau_H \geq \tau_H \) we have by e)
\[ E^x[\tilde{f}(X_\alpha)] \leq E^x[f(X_{\tau_H})] = \tilde{f}(x) , \]
so \( \tilde{f} \) is supermeanvalued. \( \square \)

The following concepts are fundamental:

**Definition 10.1.4.** Let \( h \) be a real measurable function on \( \mathbb{R}^n \). If \( f \) is a superharmonic (supermeanvalued) function and \( f \geq h \) we say that \( f \) is a superharmonic (supermeanvalued) majorant of \( h \) w.r.t. \( X_t \). The function
\[ \overline{h}(x) = \inf_{f} f(x); \: x \in \mathbb{R}^n , \quad (10.1.11) \]
the inf being taken over all supermeanvalued majorants \( f \) of \( h \), is called the least supermeanvalued majorant of \( h \).

Similarly, suppose there exists a function \( \hat{h} \) such that
\begin{enumerate}
  \item[(i)] \( \hat{h} \) is a superharmonic majorant of \( h \) and
  \item[(ii)] if \( f \) is any other superharmonic majorant of \( h \) then \( \hat{h} \leq f \).
\end{enumerate}

Then \( \hat{h} \) is called the least superharmonic majorant of \( h \).

Note that by Lemma 10.1.3 c) the function \( \overline{h} \) is supermeanvalued if it is measurable. Moreover, if \( \overline{h} \) is lower semicontinuous, then \( \hat{h} \) exists and \( \hat{h} = \overline{h} \).
Later we will prove that if \( g \) is nonnegative (or lower bounded) and lower semicontinuous, then \( \hat{g} \) exists and \( \hat{g} = \overline{g} \) (Theorem 10.1.7).

Let \( g \geq 0 \) and let \( f \) be a supermeanvalued majorant of \( g \). Then if \( \tau \) is a stopping time
\[
f(x) \geq E^x[f(X_{\tau})] \geq E^x[g(X_{\tau})].
\]
So
\[
f(x) \geq \sup_{\tau} E^x[g(X_{\tau})] = g^*(x).
\]
Therefore we always have
\[
\hat{g}(x) \geq g^*(x) \quad \text{for all } x \in \mathbb{R}^n. \quad (10.1.12)
\]
What is not so easy to see is that the converse inequality also holds, i.e. that in fact
\[
\hat{g} = g^*. \quad (10.1.13)
\]
We will prove this after we have established a useful iterative procedure for calculating \( \hat{g} \). Before we give such a procedure let us introduce a concept which is related to superharmonic functions:

**Definition 10.1.5.** A lower semicontinuous function \( f: \mathbb{R}^n \rightarrow [0, \infty] \) is called excessive (w.r.t. \( X_t \)) if
\[
f(x) \geq E^x[f(X_s)] \quad \text{for all } s \geq 0, x \in \mathbb{R}^n. \quad (10.1.14)
\]

It is clear that a superharmonic function must be excessive. What is not so obvious, is that the converse also holds:

**Theorem 10.1.6.** Let \( f: \mathbb{R}^n \rightarrow [0, \infty] \). Then \( f \) is excessive w.r.t. \( X_t \) if and only if \( f \) is superharmonic w.r.t. \( X_t \).

**Proof in a special case.** Let \( L \) be the differential operator associated to \( X \) (given by the right hand side of (7.3.3)), so that \( L \) coincides with the generator \( A \) of \( X \) on \( C^2_0 \). We only prove the theorem in the special case when \( f \in C^2(\mathbb{R}^n) \) and \( Lf \) is bounded: Then by Dynkin’s formula we have
\[
E^x[f(X_t)] = f(x) + E^x\left[ \int_0^t Lf(X_r)dr \right] \quad \text{for all } t \geq 0,
\]
so if \( f \) is excessive then \( Lf \leq 0 \). Therefore, if \( \tau \) is a stopping time we get
\[
E^x[f(X_{t \wedge \tau})] \leq f(x) \quad \text{for all } t \geq 0.
\]
Letting \( t \rightarrow \infty \) we see that \( f \) is superharmonic. \( \square \)

A proof in the general case can be found in Dynkin (1965 II, p. 5).

The first iterative procedure for the least superharmonic majorant \( \hat{g} \) of \( g \) is the following:
Theorem 10.1.7. (Construction of the least superharmonic majorant).
Let \( g = g_0 \) be a nonnegative, lower semicontinuous function on \( \mathbb{R}^n \) and define inductively
\[
g_n(x) = \sup_{t \in S_n} E^x[g_{n-1}(X_t)],
\]
where \( S_n = \{k \cdot 2^{-n}; 0 \leq k \leq 4^n\}, n = 1, 2, \ldots \). Then \( g_n \uparrow \hat{g} \) and \( \hat{g} \) is the least superharmonic majorant of \( g \). Moreover, \( \hat{g} = \bar{g} \).

**Proof.** Note that \( \{g_n\} \) is increasing. Define \( \check{g}(x) = \lim_{n \to \infty} g_n(x) \). Then
\[
\check{g}(x) \geq g_n(x) \geq E^x[g_{n-1}(X_t)] \quad \text{for all } n \text{ and all } t \in S_n.
\]
Hence
\[
\check{g}(x) \geq \lim_{n \to \infty} E^x[g_{n-1}(X_t)] = E^x[\check{g}(X_t)]
\]
for all \( t \in S = \bigcup_{n=1}^{\infty} S_n \).

Since \( \check{g} \) is an increasing limit of lower semicontinuous functions (Lemma 8.1.4) \( \check{g} \) is lower semicontinuous. Fix \( t \in \mathbb{R} \) and choose \( t_k \in S \) such that \( t_k \to t \). Then by (10.1.16), the Fatou lemma and lower semicontinuity
\[
\hat{g}(x) \geq \lim_{k \to \infty} E^x[\hat{g}(X_{t_k})] \geq E^x[\lim_{k \to \infty} \hat{g}(X_{t_k})] \geq E^x[\hat{g}(X_t)].
\]
So \( \hat{g} \) is an excessive function. Therefore \( \hat{g} \) is superharmonic by Theorem 10.1.6 and hence \( \hat{g} \) is a superharmonic majorant of \( g \). On the other hand, if \( f \) is any supermeanvalued majorant of \( g \), then clearly by induction
\[
f(x) \geq g_n(x) \quad \text{for all } n
\]
and so \( f(x) \geq \hat{g}(x) \). This proves that \( \hat{g} \) is the least supermeanvalued majorant \( \overline{g} \) of \( g \). So \( \hat{g} = \overline{g} \).

It is a consequence of Theorem 10.1.7 that we may replace the finite sets \( S_n \) by the whole interval \([0, \infty]\):

**Corollary 10.1.8.** Define \( h_0 = g \) and inductively
\[
h_n(x) = \sup_{t \geq 0} E^x[h_{n-1}(X_t)]; \quad n = 1, 2, \ldots
\]
Then \( h_n \uparrow \hat{g} \).

**Proof.** Let \( h = \lim_{n} h_n \). Then clearly \( h \geq \hat{g} = \check{g} \). On the other hand, since \( \hat{g} \) is excessive we have
\[
\hat{g}(x) \geq \sup_{t \geq 0} E^x[\hat{g}(X_t)].
\]
So by induction
\[
\hat{g} \geq h_n \quad \text{for all } n.
\]
Thus \( \hat{g} = h \) and the proof is complete.
We are now ready for our first main result on the optimal stopping problem. The following result is basically due to Dynkin (1963) (and, in a martingale context, Snell (1952)):

**Theorem 10.1.9 (Existence theorem for optimal stopping).**

Let $g^*$ denote the optimal reward and $\hat{g}$ the least superharmonic majorant of a continuous reward function $g \geq 0$.

a) Then

$$g^*(x) = \hat{g}(x).$$  \hfill (10.1.17)

b) For $\epsilon > 0$ let

$$D_\epsilon = \{ x ; g(x) < \hat{g}(x) - \epsilon \}.$$  \hfill (10.1.18)

Suppose $g$ is bounded. Then stopping at the first time $\tau_\epsilon$ of exit from $D_\epsilon$ is close to being optimal, in the sense that

$$|g^*(x) - E^x[g(X_{\tau_\epsilon})]| \leq 2\epsilon$$  \hfill (10.1.19)

for all $x$.

c) For arbitrary continuous $g \geq 0$ let

$$D = \{ x ; g(x) < g^*(x) \} \quad \text{(the continuation region)}.$$  \hfill (10.1.20)

For $N = 1, 2, \ldots$ define $g_N = g \wedge N$, $D_N = \{ x ; g_N(x) < \hat{g}_N(x) \}$ and $\sigma_N = \tau_{D_N}$. Then $D_N \subset D_{N+1}$, $D_N \subset D \cap g^{-1}([0, N])$, $D = \bigcup_N D_N$. If $\sigma_N < \infty$ a.s. $Q^x$ for all $N$ then

$$g^*(x) = \lim_{N \to \infty} E^x[g(X_{\sigma_N})].$$  \hfill (10.1.21)

d) In particular, if $\tau_D < \infty$ a.s. $Q^x$ and the family $\{ g(X_{\sigma_N}) \}_N$ is uniformly integrable w.r.t. $Q^x$ (Appendix C), then

$$g^*(x) = E^x[g(X_{\tau_D})]$$

and $\tau^* = \tau_D$ is an optimal stopping time.

**Proof.** First assume that $g$ is bounded and define

$$\tilde{g}_\epsilon(x) = E^x[\hat{g}(X_{\tau_\epsilon})] \quad \text{for } \epsilon > 0.$$  \hfill (10.1.22)

Then $\tilde{g}_\epsilon$ is supermeanvalued by Lemma 10.1.3 f). We claim that

$$g(x) \leq \tilde{g}_\epsilon(x) + \epsilon \quad \text{for all } x.$$  \hfill (10.1.23)

To see this suppose

$$\beta = \sup_x \{ g(x) - \tilde{g}_\epsilon(x) \} > \epsilon.$$  \hfill (10.1.24)

Then for all $\eta > 0$ we can find $x_0$ such that

$$g(x) - \tilde{g}_\epsilon(x) > \beta - \eta.$$
\[ g(x_0) - \tilde{g}_\epsilon(x_0) \geq \beta - \eta. \]  
\hfill (10.1.25)

On the other hand, since \( \tilde{g}_\epsilon + \beta \) is a supermeanvalued majorant of \( g \), we have
\[ \tilde{g}(x_0) \leq \tilde{g}_\epsilon(x_0) + \beta. \]  
\hfill (10.1.26)

Combining (10.1.25) and (10.1.26) we get
\[ \hat{g}(x_0) \leq g(x_0) + \eta. \]  
\hfill (10.1.27)

Consider the two possible cases:

**Case 1:** \( \tau_\epsilon > 0 \) a.s. \( Q^{x_0} \). Then by (10.1.27) and the definition of \( D_\epsilon \)
\[ g(x_0) + \eta \geq \tilde{g}(x_0) \geq E^{x_0}[\tilde{g}(X_{t \wedge \tau_\epsilon})] \geq E^{x_0}[(g(X_t) + \epsilon)I_{t < \tau_\epsilon}] \]  
for all \( t > 0 \).

Hence by the Fatou lemma and lower semicontinuity of \( g \)
\[ g(x_0) + \eta \geq \lim_{\epsilon \to 0} E^{x_0}[(g(X_t) + \epsilon)I_{t < \tau_\epsilon}] \]
\[ \geq E^{x_0}[(\lim_{\epsilon \to 0}(g(X_t) + \epsilon)I_{t < \tau_\epsilon})] \geq g(x_0) + \epsilon. \]

This is a contradiction if \( \eta < \epsilon \).

**Case 2:** \( \tau_\epsilon = 0 \) a.s. \( Q^{x_0} \). Then \( \tilde{g}_\epsilon(x_0) = \hat{g}(x_0) \), so \( g(x_0) \leq \tilde{g}_\epsilon(x_0) \), contradicting (10.1.25) for \( \eta < \beta \).

Therefore (10.1.24) leads to a contradiction. Thus (10.1.23) is proved and we conclude that \( \tilde{g}_\epsilon + \epsilon \) is a supermeanvalued majorant of \( g \). Therefore
\[ \hat{g} \leq \tilde{g}_\epsilon + \epsilon = E[\tilde{g}(X_{\tau_\epsilon})] + \epsilon \leq E[(g + \epsilon)(X_{\tau_\epsilon})] + \epsilon \leq g^* + 2\epsilon \]  
\hfill (10.1.28)

and since \( \epsilon \) was arbitrary we have by (10.1.12)
\[ \hat{g} = g^*. \]

If \( g \) is not bounded, let
\[ g_N = \min(N, g), \quad N = 1, 2, \ldots \]
and as before let \( \tilde{g}_N \) be the least superharmonic majorant of \( g_N \). Then
\[ g^* \geq g_N^* = \tilde{g}_N \uparrow h \]  
as \( N \to \infty \), where \( h \geq \hat{g} \)
since \( h \) is a superharmonic majorant of \( g \). Thus \( h = \hat{g} = g^* \) and this proves (10.1.17) for general \( g \). From (10.1.28) and (10.1.17) we obtain (10.1.19).

Finally, to obtain c) and d) let us again first assume that \( g \) is bounded. Then, since
\[ \tau_\epsilon \uparrow \tau_D \]  
as \( \epsilon \downarrow 0 \)
and \( \tau_D < \infty \) a.s we have
\[
E^x[g(X\tau)] \to E^x[g(X_{\tau_D})] \quad \text{as} \ \epsilon \downarrow 0 ,
\]
and hence by (10.1.28) and (10.1.17)
\[
g^*(x) = E^x[g(X_{\tau_D})] \quad \text{if} \ g \text{ is bounded}.
\]
Finally, if \( g \) is not bounded define
\[
h = \lim_{N \to \infty} \widehat{g}_N.
\]
Then \( h \) is superharmonic by Lemma 10.1.3 d) and since \( \widehat{g}_N \leq \widehat{g} \) for all \( N \) we have \( h \leq \widehat{g} \). On the other hand \( g_N \leq \widehat{g}_N \leq h \) for all \( N \) and therefore \( g \leq h \).
Since \( \widehat{g} \) is the least superharmonic majorant of \( g \) we conclude that
\[
h = \widehat{g}.
\]
Hence by (10.1.30), (10.1.31) we obtain (10.1.21):
\[
g^*(x) = \lim_{N \to \infty} \widehat{g}_N(x) = \lim_{N \to \infty} E^x[g_N(X_{\sigma_N})] \leq \lim_{N \to \infty} E^x[g(X_{\sigma_N})] \leq g^*(x) .
\]
Note that \( \widehat{g}_N \leq N \) everywhere, so if \( g_N(x) < \widehat{g}_N(x) \) then \( g_N(x) < N \) and therefore \( g(x) = g_N(x) < \widehat{g}_N(x) \leq \widehat{g}(x) \) and \( g_{N+1}(x) = g_N(x) < \widehat{g}_N(x) \leq \widehat{g}_{N+1}(x) \).
Hence \( D_N \subset D \cap \{ x ; g(x) < N \} \) and \( D_N \subset D_{N+1} \) for all \( N \). So by (10.1.31) we conclude that \( D \) is the increasing union of the sets \( D_N ; N = 1,2,\ldots \)
Therefore
\[
\tau_D = \lim_{N \to \infty} \sigma_N .
\]
So by (10.1.21) and uniform integrability we have
\[
\widehat{g}(x) = \lim_{N \to \infty} \widehat{g}_N(x) = \lim_{N \to \infty} E^x[g_N(X_{\sigma_N})]
= E^x[ \lim_{N \to \infty} g_N(X_{\sigma_N})] = E^x[g(X_{\tau_D})] ,
\]
and the proof of Theorem 10.1.9 is complete.

Remarks.

1) Note that the sets \( D, D_\epsilon \) and \( D_N \) are open, since \( \widehat{g} = g^* \) is lower semicontinuous and \( g \) is continuous.

2) By inspecting the proof of a) we see that (10.1.17) holds under the weaker assumption that \( g \geq 0 \) is lower semicontinuous.

The following consequence of Theorem 10.1.9 is often useful:

Corollary 10.1.10. Suppose there exists a Borel set \( H \) such that
\[
\widehat{g}_H(x) = E^x[g(X_{\tau_H})]
\]
is a supermeanvalued majorant of \( g \). Then
\[
g^*(x) = \widehat{g}_H(x) , \quad \text{so} \ \tau^* = \tau_H \text{ is optimal} .
\]
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Proof. If \( \tilde{g}_n \) is a supermeanvalued majorant of \( g \) then clearly
\[
\tilde{g}(x) \leq \tilde{g}_n(x).
\]
On the other hand we of course have
\[
\tilde{g}_n(x) \leq \sup_\tau E^x[g(X_\tau)] = g^*(x),
\]
so \( g^* = \tilde{g}_n \) by Theorem 10.1.7 and Theorem 10.1.9 a). \( \Box \)

Corollary 10.1.11. Let
\[
D = \{ x; g(x) < \tilde{g}(x) \}
\]
and put
\[
\tilde{g}(x) = \tilde{g}_D(x) = E^x[g(X_{\tau_D})].
\]
If \( \tilde{g} \geq g \) then \( \tilde{g} = g^* \).

Proof. Since \( X_{\tau_D} \notin D \) we have \( g(X_{\tau_D}) \geq \tilde{g}(X_{\tau_D}) \) and therefore \( g(X_{\tau_D}) = \tilde{g}(X_{\tau_D}) \), a.s. \( Q^x \). So \( \tilde{g}(x) = E^x[\tilde{g}(X_{\tau_D})] \) is supermeanvalued since \( \tilde{g} \) is, and the result follows from Corollary 10.1.10. \( \Box \)

Theorem 10.1.9 gives a sufficient condition for the existence of an optimal stopping time \( \tau^* \). Unfortunately, \( \tau^* \) need not exist in general. For example, if
\[
X_t = t \quad \text{for} \quad t \geq 0 \quad \text{(deterministic)}
\]
and
\[
g(\xi) = \frac{\xi^2}{1 + \xi^2}; \quad \xi \in \mathbb{R}
\]
then \( g^*(x) = 1 \), but there is no stopping time \( \tau \) such that
\[
E^x[g(X_\tau)] = 1.
\]
However, we can prove that if an optimal stopping time \( \tau^* \) exists, then the stopping time given in Theorem 10.1.9 is optimal:

Theorem 10.1.12 (Uniqueness theorem for optimal stopping).
Define as before
\[
D = \{ x; g(x) < g^*(x) \} \subset \mathbb{R}^n.
\]
Suppose there exists an optimal stopping time \( \tau^* = \tau^*(x, \omega) \) for the problem (10.1.2) for all \( x \). Then
\[
\tau^* \geq \tau_D \quad \text{for all} \quad x \in D \tag{10.1.32}
\]
and
\[
g^*(x) = E^x[g(X_{\tau_D})] \quad \text{for all} \quad x \in \mathbb{R}^n. \tag{10.1.33}
\]
Hence \( \tau_D \) is an optimal stopping time for the problem (10.1.2).
Proof. Choose \( x \in D \). Let \( \tau \) be an \( \mathcal{F}_t \)-stopping time and assume \( Q^x[\tau < \tau_D] > 0 \). Since \( g(X_\tau) < g^*(X_\tau) \) if \( \tau < \tau_D \) and \( g \leq g^* \) always, we have

\[
E^x[g(X_\tau)] = \int_{\tau < \tau_D} g(X_\tau)dQ^x + \int_{\tau \geq \tau_D} g(X_\tau)dQ^x < \int_{\tau < \tau_D} g^*(X_\tau)dQ^x + \int_{\tau \geq \tau_D} g^*(X_\tau)dQ^x = E^x[g^*(X_\tau)] \leq g^*(x),
\]

since \( g^* \) is superharmonic. This proves (10.1.32).

To obtain (10.1.33) we first choose \( x \in D \). Since \( \hat{g} \) is superharmonic we have by (10.1.32) and Lemma 10.1.3 e)

\[
g^*(x) = E^x[g(x_\tau^\ast)] \leq E^x[\hat{g}(x_\tau^\ast)] \leq E^x[\hat{g}(x_{\tau_D})]
\]

\[= E^x[g(x_{\tau_D})] \leq g^*(x) , \text{ which proves (10.1.33) for } x \in D.\]

Next, choose \( x \in \partial D \) to be an irregular boundary point of \( D \). Then \( \tau_D > 0 \) a.s. \( Q^x \). Let \{\( \alpha_k \)\} be a sequence of stopping times such that \( 0 < \alpha_k < \tau_D \) and \( \alpha_k \to 0 \) a.s. \( Q^x \), as \( k \to \infty \). Then \( X_{\alpha_k} \in D \) so by (10.1.32), (7.2.6) and the strong Markov property (7.2.2)

\[
E^x[g(x_{\tau_D})] = E^x[E^x_{\theta_{\alpha_k}} g(x_{\tau_D})] = E^x[E^{X_{\alpha_k}}_{\theta_{\alpha_k}} g(x_{\tau_D})] = E^x[g^*(X_{\alpha_k})] \quad \text{for all } k.
\]

Hence by lower semicontinuity and the Fatou lemma

\[
g^*(x) \leq E^x[\lim_{k \to \infty} g^*(X_{\alpha_k})] \leq \lim_{k \to \infty} E^x[g^*(X_{\alpha_k})] = E^x[g(X_{\tau_D})].
\]

Finally, if \( x \in \partial D \) is a regular boundary point of \( D \) or if \( x \notin \overline{D} \) we have \( \tau_D = 0 \) a.s. \( Q^x \) and hence \( g^*(x) = E^x[g(X_{\tau_D})] \).

\(\square\)

Remark. The following observation is sometimes useful:

Let \( \mathcal{A} \) be the characteristic operator of \( X \). Assume \( g \in C^2(\mathbb{R}^n) \). Define

\[
U = \{ x ; \mathcal{A} g(x) > 0 \}.
\]

Then, with \( D \) as before, (10.1.20),

\[
U \subset D. \quad (10.1.35)
\]

Consequently, from (10.1.32) we conclude that it is never optimal to stop the process before it exits from \( U \). But there may be cases when \( U \neq D \), so that it is optimal to proceed beyond \( U \) before stopping. (This is in fact the typical situation.) See e.g. Example 10.2.2.

To prove (10.1.35) choose \( x \in U \) and let \( \tau_0 \) be the first exit time from a bounded open set \( W \ni x \), \( W \subset U \). Then by Dynkin’s formula, for \( u > 0 \)

\[
E^x[g(X_{\tau_0 \wedge u})] = g(x) + E^x\left[ \int_0^{\tau_0 \wedge u} \mathcal{A} g(X_s) ds \right] \geq g(x)
\]

so \( g(x) < g^*(x) \) and therefore \( x \in D \).
Example 10.1.13. Let $X_t = B_t$ be a Brownian motion in $\mathbb{R}^2$. Using that $B_t$ is recurrent in $\mathbb{R}^2$ (Example 7.4.2) one can show that the only (nonnegative) superharmonic functions in $\mathbb{R}^2$ are the constants (Exercise 10.2).

Therefore

$$g^*(x) = ||g||_\infty: = \sup\{g(y); y \in \mathbb{R}^2\} \quad \text{for all } x .$$

So if $g$ is unbounded then $g^* = \infty$ and no optimal stopping time exists. Assume therefore that $g$ is bounded. The continuation region is

$$D = \{x; g(x) < ||g||_\infty\} ,$$

so if $\partial D$ is a polar set i.e. $\text{cap} (\partial D) = 0$, where $\text{cap}$ denotes the logarithmic capacity (see Port and Stone (1979)), then $\tau_D = \infty$ a.s. and no optimal stopping exists. On the other hand, if $\text{cap}(\partial D) > 0$ then $\tau_D < \infty$ a.s. and

$$E^x[g(B_{\tau_D})] = ||g||_\infty = g^*(x) ,$$

so $\tau^* = \tau_D$ is optimal.

Example 10.1.14. The situation is different in $\mathbb{R}^n$ for $n \geq 3$.

a) To illustrate this let $X_t = B_t$ be Brownian motion in $\mathbb{R}^3$ and let the reward function be

$$g(\xi) = \begin{cases} 
|\xi|^{-1} & \text{for } |\xi| \geq 1 \\
1 & \text{for } |\xi| < 1 
\end{cases} ; \quad \xi \in \mathbb{R}^3 .$$

Then $g$ is superharmonic (in the classical sense) in $\mathbb{R}^3$, so $g^* = g$ everywhere and the best policy is to stop immediately, no matter where the starting point is.

b) Let us change $g$ to

$$h(x) = \begin{cases} 
|x|^{-\alpha} & \text{for } |x| \geq 1 \\
1 & \text{for } |x| < 1 
\end{cases}$$

for some $\alpha > 1$. Let $H = \{x; |x| > 1\}$ and define

$$\tilde{h}(x) = E^x[h(B_{\tau_H})] = P^x[\tau_H < \infty] .$$

Then by Example 7.4.2

$$\tilde{h}(x) = \begin{cases} 
1 & \text{if } |x| \leq 1 \\
|x|^{-1} & \text{if } |x| > 1 , 
\end{cases}$$

i.e. $\tilde{h} = g$ (defined in a)), which is a superharmonic majorant of $h$. Therefore by Corollary 10.1.10

$$h^* = \tilde{h} = g ,$$

$H = D$ and $\tau^* = \tau_H$ is an optimal stopping time.
Reward Functions Assuming Negative Values

The results we have obtained so far regarding the problem (10.1.2)–(10.1.3) are based on the assumptions (10.1.1). To some extent these assumptions can be relaxed, although neither can be removed completely. For example, we have noted that Theorem 10.1.9 a) still holds if \( g \geq 0 \) is only assumed to be lower semicontinuous.

The nonnegativity assumption on \( g \) can also be relaxed. First of all, note that if \( g \) is bounded below, say \( g \geq -M \) where \( M > 0 \) is a constant, then we can put

\[
g_1 = g + M \geq 0
\]

and apply the theory to \( g_1 \). Since

\[
E^x[g(\tau)] = E^x[g_1(\tau)] - M \quad \text{if } \tau < \infty \text{ a.s.,}
\]

we have \( g^*(x) = g_1^*(x) - M \), so the problem can be reduced to the optimal stopping problem for the nonnegative function \( g_1 \). (See Exercise 10.4.)

If \( g \) is not bounded below, then problem (10.1.2)–(10.1.3) is not well-defined unless

\[
E^x[g^-(\tau)] < \infty \quad \text{for all } \tau \quad \text{(10.1.36)}
\]

where

\[
g^-(x) = -\min(g(x), 0).
\]

If we assume that \( g \) satisfies the stronger condition that

the family \( \{g^-(\tau); \, \tau \text{ stopping time}\} \) is uniformly integrable \quad (10.1.37)

then basically all the theory from the nonnegative case carries over. We refer to the reader to Shiryaev (1978) for more information. See also Theorem 10.4.1.

10.2 The Time-Inhomogeneous Case

Let us now consider the case when the reward function \( g \) depends on both time and space, i.e.

\[
g = g(t, x): \mathbb{R} \times \mathbb{R}^n \to [0, \infty), \quad g \text{ is continuous}. \quad (10.2.1)
\]

Then the problem is to find \( g_0(x) \) and \( \tau^\ast \) such that

\[
g_0(x) = \sup_{\tau} E^x[g(\tau, X_\tau)] = E^x[g(\tau^\ast, X_{\tau^\ast})]. \quad (10.2.2)
\]

To reduce this case to the original case (10.1.2)–(10.1.3) we proceed as follows:

Suppose the Itô diffusion \( X_t = X^x_t \) has the form

\[
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\[ dX_t = b(X_t)dt + \sigma(X_t)dB_t; \quad t \geq 0, \quad X_0 = x \]

where \( b: \mathbb{R}^n \to \mathbb{R}^n \) and \( \sigma: \mathbb{R}^n \to \mathbb{R}^{n \times m} \) are given functions satisfying the conditions of Theorem 5.2.1 and \( B_t \) is \( m \)-dimensional Brownian motion. Define the Itô diffusion \( Y_t = Y_t^{(s,x)} \) in \( \mathbb{R}^{n+1} \) by

\[
Y_t = \begin{bmatrix} s + t \\ X_t^x \end{bmatrix}; \quad t \geq 0.
\tag{10.2.3}
\]

Then

\[
dY_t = \begin{bmatrix} 1 \\ b(X_t) \end{bmatrix} dt + \begin{bmatrix} 0 \\ \sigma(X_t) \end{bmatrix} dB_t = \tilde{b}(Y_t)dt + \tilde{\sigma}(Y_t)dB_t \tag{10.2.4}
\]

where

\[
\tilde{b}(\eta) = \tilde{b}(t, \xi) = \begin{bmatrix} 1 \\ b(\xi) \end{bmatrix} \in \mathbb{R}^{n+1}, \quad \tilde{\sigma}(\eta) = \tilde{\sigma}(t, \xi) = \begin{bmatrix} 0 & \ldots & 0 \\ \cdot & \cdot & \cdot \\ \sigma(\xi) & \cdot & \cdot \end{bmatrix} \in \mathbb{R}^{(n+1) \times m},
\]

with \( \eta = (t, \xi) \in \mathbb{R} \times \mathbb{R}^n \).

So \( Y_t \) is an Itô diffusion starting at \( y = (s, x) \). Let \( R^y = R^{(s,x)} \) denote the probability law of \( \{Y_t\} \) and let \( E^y = E^{(s,x)} \) denote the expectation w.r.t. \( R^y \). In terms of \( Y_t \) the problem (10.2.2) can be written

\[
g^0(x) = g^*(0, x) = \sup_{\tau} E^{(0,x)}[g(Y_{\tau})] = E^{(0,x)}[g(Y_{\tau^*})] \tag{10.2.5}
\]

which is a special case of the problem

\[
g^*(s, x) = \sup_{\tau} E^{(s,x)}[g(Y_{\tau})] = E^{(s,x)}[g(Y_{\tau^*})], \tag{10.2.6}
\]

which is of the form (10.1.2)–(10.1.3) with \( X_t \) replaced by \( Y_t \).

Note that the characteristic operator \( \hat{A} \) of \( Y_t \) is given by

\[
\hat{A}\phi(s, x) = \frac{\partial \phi}{\partial s}(s, x) + \mathcal{A}\phi(s, x); \quad \phi \in C^2(\mathbb{R} \times \mathbb{R}^n) \tag{10.2.7}
\]

where \( \mathcal{A} \) is the characteristic operator of \( X_t \) (working on the \( x \)-variables).

**Example 10.2.1.** Let \( X_t = B_t \) be 1-dimensional Brownian motion and let the reward function be

\[
g(t, \xi) = e^{-\alpha t + \beta \xi}; \quad \xi \in \mathbb{R}
\]

where \( \alpha, \beta \geq 0 \) are constants. The characteristic operator \( \hat{A} \) of \( Y_t^{s,x} = \begin{bmatrix} s + t \\ B_t \end{bmatrix} \) is given by

\[
\hat{A}f(s, x) = \frac{\partial f}{\partial s} + \frac{1}{2} \cdot \frac{\partial^2 f}{\partial x^2}; \quad f \in C^2.
\]
Thus

$$\mathcal{A}g = (-\alpha + \frac{1}{2}\beta^2)g,$$

so if $\beta^2 \leq 2\alpha$ then $g^* = g$ and the best policy is to stop immediately. If $\beta^2 > 2\alpha$ we have

$$U := \{(s, x); \hat{A}g(s, x) > 0\} = \mathbb{R}^2,$$

and therefore by (10.1.35) $D = \mathbb{R}^2$ and hence $\tau^*$ does not exist. If $\beta^2 > 2\alpha$ we can use Theorem 10.1.7 to prove that $g^* = \infty$:

$$\sup_{t \in S_n} E^{(s, x)}[g(Y_t)] = \sup_{t \in S_n} E[e^{-\alpha(s+t)+\beta B^2_t}]$$

$$= \sup_{t \in S_n} [e^{-\alpha(s+t) - \beta x + \frac{1}{2} \beta^2 t}]$$

(see the remark following (5.1.6))

$$= \sup_{t \in S_n} g(s, x) \cdot e^{(-\alpha + \frac{1}{2} \beta^2) t} = g(s, x) \cdot \exp((-\alpha + \frac{1}{2} \beta^2) 2^n),$$

so $g_n(s, x) \to \infty$ as $n \to \infty$.

Hence no optimal stopping exists in this case.

**Example 10.2.2. (When is the right time to sell the stocks?)**

We now return to a specified version of Problem 5 in the introduction:

Suppose the price $X_t$ at time $t$ of a person’s assets (e.g. a house, stocks, oil ...) varies according to a stochastic differential equation of the form

$$dX_t = rX_t dt + \alpha X_t dB_t, \quad X_0 = x > 0,$$

where $B_t$ is 1-dimensional Brownian motion and $r, \alpha$ are known constants. (The problem of estimating $\alpha$ and $r$ from a series of observations can be approached using the quadratic variation $\langle X, X \rangle_t$ of the process $\{X_t\}$ (Exercise 4.7) and filtering theory (Example 6.2.11), respectively. Suppose that connected to the sale of the assets there is a fixed fee/tax or transaction cost $a > 0$. Then if the person decides to sell at time $t$ the discounted net of the sale is

$$e^{-\rho t} (X_t - a),$$

where $\rho > 0$ is given discounting factor. The problem is to find a stopping time $\tau$ that maximizes

$$E^{(s, x)}[e^{-\rho \tau} (X_\tau - a)] = E^{(s, x)}[g(\tau, X_\tau)],$$

where

$$g(t, \xi) = e^{-\rho t}(\xi - a).$$

The characteristic operator $\hat{A}$ of the process $Y_t = (s + t, X_t)$ is given by

$$\hat{A}f(s, x) = \frac{\partial f}{\partial s} + r x \frac{\partial f}{\partial x} + \frac{1}{2} \alpha^2 x^2 \frac{\partial^2 f}{\partial x^2}; \quad f \in C^2(\mathbb{R}^2).$$
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Hence \( \hat{A}(s, x) = -\rho e^{-\rho s}(x - a) + rxe^{-\rho s} = e^{-\rho s}((r - \rho)x + \rho a) \). So

\[
U := \{(s, x); \hat{A}(s, x) > 0\} = \begin{cases} \mathbb{R} \times \mathbb{R}_+ & \text{if } r \geq \rho \\ \{(s, x); x < \frac{\rho a}{r - \rho}\} & \text{if } r < \rho . \end{cases}
\]

So if \( r \geq \rho \) we have \( U = D = \mathbb{R} \times \mathbb{R}_+ \), so \( \tau^* \) does not exist. If \( r > \rho \) then \( g^* = \infty \) while if \( r = \rho \) then \( g^*(s, x) = xe^{-\rho s} \).

(The proofs of these statements are left as Exercise 10.5.)

It remains to examine the case \( r < \rho \). (If we regard \( \rho \) as the sum of interest rate, inflation and tax etc., this is not an unreasonable assumption in applications.) First we establish that the region \( D \) must be invariant w.r.t. \( t \), in the sense that

\[
D + (t_0, 0) = D \quad \text{for all } t_0 .
\]

To prove (10.2.8) consider

\[
D + (t_0, 0) = \{(t + t_0, x); (t, x) \in D\} = \{(s, x); (s - t_0, x) \in D\} = \{(s, x); g(s - t_0, x) < g^*(s - t_0, x)\} = \{(s, x); e^{\rho t_0}g(s, x) < e^{\rho t_0}g^*(s, x)\} = D ,
\]

where we have used that

\[
g^*(s - t_0, x) = \sup_{\tau} E^{(s-t_0,x)}[e^{-\rho \tau}(X_\tau - a)] = \sup_{\tau} E[e^{-\rho(\tau+(s-t_0))}(X_\tau - a)]
\]

\[
= e^{\rho t_0} \sup_{\tau} E[e^{-\rho(\tau+s)}(X_\tau^x - a)] = e^{\rho t_0}g^*(s, x) .
\]

Therefore the connected component of \( D \) that contains \( U \) must have the form

\[
D(x_0) = \{(t, x); 0 < x < x_0\} \quad \text{for some } x_0 \geq \frac{\rho a}{r - \rho} .
\]

Note that \( D \) cannot have any other components, for if \( V \) is a component of \( D \) disjoint from \( U \) then \( \hat{A}g < 0 \) in \( V \) and so, if \( y \in V \),

\[
E^y[g(Y_\tau)] = g(y) + E^y \left[ \int_0^\tau \hat{A}g(Y_t)dt \right] < g(y)
\]

for all exit times \( \tau \) bounded by the exit time from an \( x \)-bounded strip in \( V \). From this we conclude by Theorem 10.1.9 c) that \( g^*(y) = g(y) \), which implies \( V = \emptyset \).

Put \( \tau(x_0) = \tau_{D(x_0)} \) and let us compute

\[
\tilde{g}(s, x) = \tilde{g}_{x_0}(s, x) = E^{(s,x)}[g(Y_{\tau(x_0)})] .
\]

(10.2.9)
From Chapter 9 we know that \( f = \tilde{g} \) is the (bounded) solution of the boundary value problem

\[
\begin{aligned}
\frac{\partial f}{\partial s} + rx \frac{\partial f}{\partial x} + \frac{1}{2} \alpha^2 x^2 \frac{\partial^2 f}{\partial x^2} &= 0 \quad \text{for } 0 < x < x_0 \\
f(s, x_0) &= e^{-\rho s}(x_0 - a).
\end{aligned}
\] (10.2.10)

(10.2.10) says that \( R \times \{0\} \) does not contain any regular boundary points of \( D \) w.r.t. \( Y_t = (s + t, X_t) \).

If we try a solution of (10.2.10) of the form

\[
f(s, x) = e^{-\rho s} \phi(x)
\]

we get the following 1-dimensional problem

\[
\begin{aligned}
-\rho \phi + rx \phi'(x) + \frac{1}{2} \alpha^2 x^2 \phi''(x) &= 0 \quad \text{for } 0 < x < x_0 \\
\phi(x_0) &= x_0 - a.
\end{aligned}
\] (10.2.11)

The general solution \( \phi \) of (10.2.11) is

\[
\phi(x) = C_1 x^{\gamma_1} + C_2 x^{\gamma_2},
\]

where \( C_1, C_2 \) are arbitrary constants and

\[
\gamma_i = \alpha^{-2} \left[ \frac{1}{2} \alpha^2 - r \pm \sqrt{(r - \frac{1}{2} \alpha^2)^2 + 2 \rho \alpha^2} \right] \quad (i = 1, 2), \quad \gamma_2 < 0 < \gamma_1.
\]

Since \( \phi(x) \) is bounded as \( x \to 0 \) we must have \( C_2 = 0 \) and the boundary requirement \( \phi(x_0) = x_0 - a \) gives \( C_1 = x_0^{-\gamma_1} (x_0 - a) \). We conclude that the bounded solution \( f \) of (10.2.10) is

\[
\tilde{g}_{x_0}(s, x) = f(s, x) = e^{-\rho s}(x_0 - a) \left( \frac{x}{x_0} \right)^{\gamma_1}.
\] (10.2.12)

If we fix \((s, x)\) then the value of \( x_0 \) which maximizes \( \tilde{g}_{x_0}(s, x) \) is easily seen to be given by

\[
x_0 = x_{\text{max}} = \frac{a \gamma_1}{\gamma_1 - 1}
\] (10.2.13)

(note that \( \gamma_1 > 1 \) if and only if \( r < \rho \)).

Thus we have arrived at the candidate \( \tilde{g}_{x_{\text{max}}}(s, x) \) for \( g^*(s, x) = \sup \mathcal{E}^{(s,x)}[e^{-\rho t}(X_t - a)] \). To verify that we indeed have \( \tilde{g}_{x_{\text{max}}} = g^* \) it would suffice to prove that \( \tilde{g}_{x_{\text{max}}} \) is a supermeanvalued majorant of \( g \) (see Corollary 10.1.10). This can be done, but we do not give the details here, since this problem can be solved more easily by Theorem 10.4.1 (see Example 10.4.2).

The conclusion is therefore that one should sell the assets the first time the price of them reaches the value \( x_{\text{max}} = \frac{a \gamma_1}{\gamma_1 - 1} \). The expected discounted profit obtained from this strategy is
\[ g^*(s,x) = \tilde{g}_{x_{\max}}(s,x) = e^{-\rho s} \left( \frac{\gamma_1 - 1}{a} \right)^{\gamma_1 - 1} \left( \frac{x}{\gamma_1} \right)^{\gamma_1}. \]

**Remark.** The reader is invited to check that the value \( x_0 = x_{\max} \) is the only value of \( x_0 \) which makes the function \( x \to \tilde{g}_{x_0}(s,x) \) (given by (10.2.9)) continuously differentiable at \( x_0 \). This is not a coincidence. In fact, it illustrates a general phenomenon which is known as the high contact (or smooth fit) principle. See Samuelson (1965), McKean (1965), Bather (1970) and Shiryaev (1978). This principle is the basis of the fundamental connection between optimal stopping and variational inequalities. Later in this chapter we will discuss some aspects of this connection. More information can be found in Bensoussan and Lions (1978) and Friedman (1976). See also Brekke and Øksendal (1991).

### 10.3 Optimal Stopping Problems Involving an Integral

Let

\[ dY_t = b(Y_t)dt + \sigma(Y_t)dB_t, \quad Y_0 = y \quad (10.3.1) \]

be an Itô diffusion in \( \mathbb{R}^k \). Let \( g: \mathbb{R}^k \to [0, \infty) \) be continuous and let \( f: \mathbb{R}^k \to [0, \infty) \) be Lipschitz continuous with at most linear growth. (These conditions can be relaxed. See (10.1.37) and Theorem 10.4.1.) Consider the optimal stopping problem: Find \( G^*(y) \) and \( \tau^* \) such that

\[ G^*(y) = \sup_{\tau} \mathbb{E}^y \left[ \int_0^\tau f(Y_t)dt + g(Y_{\tau}) \right] = \mathbb{E}^y \left[ \int_0^{\tau^*} f(Y_t)dt + g(Y_{\tau^*}) \right]. \quad (10.3.2) \]

This problem can be reduced to our original problem (10.1.2)–(10.1.3) by proceeding as follows: Define the Itô diffusion \( Z_t \) in \( \mathbb{R}^k \times \mathbb{R} = \mathbb{R}^{k+1} \) by

\[ \frac{dZ_t}{dW_t} = \begin{bmatrix} b(Y_t) \\ f(Y_t) \end{bmatrix} dt + \begin{bmatrix} \sigma(Y_t) \\ 0 \end{bmatrix} dB_t; \quad Z_0 = z = (y, w). \quad (10.3.3) \]

Then we see that

\[ G^*(y) = \sup_{\tau} \mathbb{E}^{\langle y,0 \rangle} [W_\tau + g(Y_\tau)] = \sup_{\tau} \mathbb{E}^{\langle y,0 \rangle} [G(Z_\tau)] \quad (10.3.4) \]

with

\[ G(z) = G(y, w) = g(y) + w; \quad z = (y, w) \in \mathbb{R}^k \times \mathbb{R}. \quad (10.3.5) \]
This is again a problem of the type (10.1.2)–(10.1.3) with $X_t$ replaced by $Z_t$ and $g$ replaced by $G$. Note that the connection between the characteristic operators $A_Y$ of $Y_t$ and $A_Z$ of $Z_t$ is given by

$$A_Z \phi(z) = A_Z \phi(y, w) = A_Y \phi(y, w) + f(y) \frac{\partial \phi}{\partial w}, \quad \phi \in C^2(\mathbb{R}^{k+1}). \quad (10.3.6)$$

In particular, if $G(y, w) = g(y) + w \in C^2(\mathbb{R}^{k+1})$ then

$$A_Z G(y, w) = A_Y g(y) + f(y). \quad (10.3.7)$$

**Example 10.3.1.** Consider the optimal stopping problem

$$\gamma(x) = \sup_{\tau} E_x \left[ \int_0^\tau \theta e^{-\rho t} X_t dt + e^{-\rho \tau} X_\tau \right],$$

where

$$dX_t = \alpha X_t dt + \beta X_t dB_t; \quad X_0 = x > 0$$

is geometric Brownian motion ($\alpha, \beta, \theta$ constants, $\theta > 0$). We put

$$dY_t = \left[ \frac{dt}{dX_t} \right] = \left[ \frac{1}{\alpha X_t} \right] dt + \left[ \frac{0}{\beta X_t} \right] dB_t; \quad Y_0 = (s, x)$$

and

$$dZ_t = \left[ \frac{dY_t}{dW_t} \right] = \left[ \frac{1}{\alpha X_t} \right] dt + \left[ \frac{0}{\beta X_t} \right] dB_t; \quad Z_0 = (s, x, w).$$

Then with

$$f(y) = f(s, x) = \theta e^{-\rho s} x, \quad g(y) = e^{-\rho s} x$$

and

$$G(s, x, w) = g(s, x) + w = e^{-\rho s} x + w$$

we have

$$A_Z G = \frac{\partial G}{\partial s} + \frac{\alpha}{\alpha s} \frac{\partial G}{\partial x} + \frac{1}{2} \beta^2 x^2 \frac{\partial^2 G}{\partial x^2} + \theta e^{-\rho s} x \frac{\partial G}{\partial w} = (-\rho + \alpha + \theta) e^{-\rho s} x.$$

Hence

$$U = \{(s, x, w); A_Z G(s, x, w) > 0\} = \begin{cases} \mathbb{R}^3 & \text{if } \rho < \alpha + \theta \\ \emptyset & \text{if } \rho \geq \alpha + \theta. \end{cases}$$

From this we conclude (see Exercise 10.6):

If $\rho \geq \alpha + \theta$ then $\tau^* = 0$

and $G^*(s, x, w) = G(s, x, w) = e^{-\rho s} x + w.$ \quad (10.3.8)

If $\alpha < \rho < \alpha + \theta$ then $\tau^*$ does not exist

and $G^*(s, x, w) = \frac{\theta x}{\rho - \alpha} e^{-\rho s} + w.$ \quad (10.3.9)

If $\rho \leq \alpha$ then $\tau^*$ does not exist and $G^* = \infty.$ \quad (10.3.10)
10.4 Connection with Variational Inequalities

The ‘high contact principle’ says, roughly, that – under certain conditions – the solution \( g^* \) of (10.1.2)–(10.1.3) is a \( C^1 \) function on \( \mathbb{R}^n \) if \( g \in C^2(\mathbb{R}^n) \). This is a useful information which can help us to determine \( g^* \). Indeed, this principle is so useful that it is frequently applied in the literature also in cases where its validity has not been rigorously proved.

Fortunately it turns out to be easy to prove a sufficiency condition of high contact type, i.e. a kind of verification theorem for optimal stopping, which makes it easy to verify that a given candidate for \( g^* \)(that we may have found by guessing or intuition) is actually equal to \( g^* \). The result below is a simplified variant of a result in Brekke and Øksendal (1991):

In the following we fix a domain \( V \) in \( \mathbb{R}^k \) and we let

\[
dY_t = b(Y_t)dt + \sigma(Y_t)dB_t; \quad Y_0 = y
\]

(10.4.1)

be an Itô diffusion in \( \mathbb{R}^k \). Define

\[
T = T(y, \omega) = \inf\{t > 0; Y_t(\omega) \notin V\}. \tag{10.4.2}
\]

Let \( f: \mathbb{R}^k \to \mathbb{R}, \ g: \mathbb{R}^k \to \mathbb{R} \) be continuous functions satisfying

(a) \( E^y|\int_0^T f(Y_t)|dt| < \infty \) for all \( y \in \mathbb{R}^k \) \hspace{1cm} (10.4.3)

and

(b) the family \( \{g^-(Y_\tau); \tau \text{ stopping time}, \tau \leq T\} \) is uniformly integrable w.r.t. \( R^y \) (the probability law of \( Y_t \)), for all \( y \in \mathbb{R}^k \). \hspace{1cm} (10.4.4)

Consider the following problem: Find \( \Phi(y) \) and \( \tau^* \leq T \) such that

\[
\Phi(y) = \sup_{\tau \leq T} J^\tau(y) = J^{\tau^*}(y), \tag{10.4.5}
\]

where

\[
J^\tau(y) = E^y\left[\int_0^\tau f(Y_t)dt + g(Y_\tau)\right] \quad \text{for} \quad \tau \leq T.
\]

Note that since \( J^0(y) = g(y) \) we have

\[
\Phi(y) \geq g(y) \quad \text{for all} \quad y \in V. \tag{10.4.6}
\]

We can now formulate the variational inequalities. As usual we let

\[
L = L_Y = \sum_{i=1}^k b_i(y) \frac{\partial}{\partial y_i} + \frac{1}{2} \sum_{i,j=1}^k (\sigma^T)_{ij}(y) \frac{\partial^2}{\partial y_i \partial y_j}
\]

be the partial differential operator which coincides with the generator \( A_Y \) of \( Y_t \) on \( C^2_0(\mathbb{R}^k) \).
Theorem 10.4.1 (Variational inequalities for optimal stopping).

Suppose we can find a function \( \phi: \overline{V} \to \mathbb{R} \) such that

(i) \( \phi \in C^1(V) \cap C(\overline{V}) \)

(ii) \( \phi \geq g \) on \( V \) and \( \phi = g \) on \( \partial V \).

Define

\[
D = \{ x \in V; \phi(x) > g(x) \}.
\]

Suppose \( Y_t \) spends 0 time on \( \partial D \) a.s., i.e.

(iii) \( E^y_0 \left[ \int_0^T 1_{\partial D}(Y_t) dt \right] = 0 \) for all \( y \in V \).

and suppose that

(iv) \( \partial D \) is a Lipschitz surface, i.e. \( \partial D \) is locally the graph of a function \( h: \mathbb{R}^{k-1} \to \mathbb{R} \) such that there exists \( K < \infty \) with

\[
|h(x) - h(y)| \leq K|x - y| \quad \text{for all } x, y.
\]

Moreover, suppose the following:

(v) \( \phi \in C^2(V \setminus \partial D) \) and the second order derivatives of \( \phi \) are locally bounded near \( \partial D \).

(vi) \( L\phi + f \leq 0 \) on \( V \setminus D \).

(vii) \( L\phi + f = 0 \) on \( D \).

(viii) \( \tau_D = \inf \{ t > 0; Y_t \notin D \} < \infty \) a.s. \( R^y \) for all \( y \in V \) and

(ix) the family \( \{ \phi(Y_{\tau}); \tau \leq \tau_D \} \) is uniformly integrable w.r.t. \( R^y \), for all \( y \in V \).

Then

\[
\phi(y) = \Phi(y) = \sup_{\tau \leq T} E^y_0 \left[ \int_0^\tau f(Y_t) dt + g(Y_\tau) \right] \quad y \in V \quad (10.4.7)
\]

and

\[
\tau^* = \tau_D \quad (10.4.8)
\]

is an optimal stopping time for this problem.

Proof. By (i), (iv) and (v) we can find a sequence of functions

\( \phi_j \in C^2(V) \cap C(\overline{V}), \quad j = 1, 2, \ldots \), such that

(a) \( \phi_j \to \phi \) uniformly on compact subsets of \( \overline{V} \), as \( j \to \infty \)

(b) \( L\phi_j \to L\phi \) uniformly on compact subsets of \( V \setminus \partial D \), as \( j \to \infty \)

(c) \( \{ L\phi_j \}_{j=1}^\infty \) is locally bounded on \( V \).

(See Appendix D).

For \( R > 0 \) put \( T_R = \min(R, \inf \{ t > 0; |Y_t| \geq R \}) \) and let \( \tau \leq T \) be a stopping time. Let \( y \in V \). Then by Dynkin’s formula
\[ E^y[\phi_j(Y_{\tau \wedge T_R})] = \phi_j(y) + E^y \left[ \int_0^{\tau \wedge T_R} L\phi_j(Y_t)dt \right] \]  

(10.4.9)

Hence by (a), (b), (c) and (iii) and the Fatou lemma

\[ \phi(y) = \lim_{j \to \infty} E^y \left[ \int_0^{\tau \wedge T_R} -L\phi_j(Y_t)dt + \phi_j(Y_{\tau \wedge T_R}) \right] \geq E^y \left[ \int_0^{\tau \wedge T_R} -L\phi(Y_t)dt + \phi(Y_{\tau \wedge T_R}) \right] . \]  

(10.4.10)

Therefore, by (ii), (iii), (vi) and (vii),

\[ \phi(y) \geq E^y \left[ \int_0^{\tau \wedge T_R} f(Y_t)dt + g(Y_{\tau \wedge T_R}) \right] . \]

Hence by the Fatou lemma and (10.4.3), (10.4.4)

\[ \phi(y) \geq \lim_{R \to \infty} E^y \left[ \int_0^{\tau \wedge T_R} f(Y_t)dt + g(Y_{\tau \wedge T_R}) \right] \geq E^y \left[ \int_0^{\tau} f(Y_t)dt + g(Y_{\tau}) \right] . \]

Since \( \tau \leq T \) was arbitrary, we conclude that

\[ \phi(y) \geq \Phi(y) \quad \text{for all} \quad y \in V . \]  

(10.4.11)

If \( y \notin D \) then \( \phi(y) = g(y) \leq \Phi(y) \) so by (10.4.11) we have

\[ \phi(y) = \Phi(y) \quad \text{and} \quad \tilde{\tau} = \tilde{\tau}(y, \omega) = 0 \quad \text{is optimal for} \quad y \notin D . \]  

(10.4.12)

Next, suppose \( y \in D \). Let \( \{D_k\}_{k=1}^\infty \) be an increasing sequence of open sets \( D_k \) such that \( \overline{D}_k \subset D \), \( \overline{D}_k \) is compact and \( D = \bigcup_{k=1}^\infty D_k \). Put \( \tau_k = \inf \{t > 0; Y_t \notin D_k \} \), \( k = 1, 2, \ldots \) By Dynkin’s formula we have for \( y \in D_k \),

\[ \phi(y) = \lim_{j \to \infty} \phi_j(y) = \lim_{j \to \infty} E^y \left[ \int_0^{\tau_k \wedge T_R} -L\phi_j(Y_t)dt + \phi_j(Y_{\tau_k \wedge T_R}) \right] \]

\[ = E^y \left[ \int_0^{\tau_k \wedge T_R} -L\phi(Y_t)dt + \phi(Y_{\tau_k \wedge T_R}) \right] = E^y \left[ \int_0^{\tau_k \wedge T_R} f(Y_t)dt + \phi(Y_{\tau_k \wedge T_R}) \right] . \]

So by uniform integrability and (ii), (vii), (viii) we get
\[ \phi(y) = \lim_{R,k \to \infty} E^y \left[ \int_{0}^{\tau_k \wedge T_R} f(Y_t) dt + \phi(Y_{\tau_k \wedge T_R}) \right] \]

\[ = E^y \left[ \int_{0}^{\tau_D} f(Y_t) dt + g(Y_{\tau_D}) \right] = J^{\tau_D}(y) \leq \Phi(y). \quad (10.4.13) \]

Combining (10.4.11) and (10.4.13) we get

\[ \phi(y) \geq \Phi(y) \geq J^{\tau_D}(y) = \phi(y) \]

so

\[ \phi(y) = \Phi(y) \quad \text{and} \quad \hat{\tau}(y, \omega) = \tau_D \quad \text{is optimal when} \quad y \in D. \quad (10.4.14) \]

From (10.4.12) and (10.4.14) we conclude that

\[ \phi(y) = \Phi(y) \quad \text{for all} \quad y \in V. \]

Moreover, the stopping time \( \hat{\tau} \) defined by

\[ \hat{\tau}(y, \omega) = \begin{cases} 
0 & \text{for} \ y \notin D \\
\tau_D & \text{for} \ y \in D 
\end{cases} \]

is optimal. By Theorem 10.1.12 we conclude that \( \tau_D \) is optimal also. \( \square \)

**Example 10.4.2.** To illustrate Theorem 10.4.1 let us apply it to reconsider Example 10.2.2:

Rather than proving (10.2.8) and the following properties of \( D \), we now simply guess/assume that \( D \) has the form

\[ D = \{(s, x); 0 < x < x_0 \} \]

for some \( x_0 > 0 \), which is intuitively reasonable. Then we solve (10.2.11) for arbitrary \( x_0 \) and we arrive at the following candidate \( \phi \) for \( g^* \):

\[ \phi(s, x) = \begin{cases} 
e^{-\rho s}(x_0 - a)(\frac{x}{x_0})^{\gamma_1} & \text{for} \ 0 < x < x_0 \\
e^{-\rho s}(x - a) & \text{for} \ x \geq x_0. \end{cases} \]

The requirement that \( \phi \in C^1 \) (Theorem 10.4.1 (i)) gives the value (10.2.13) for \( x_0 \). It is clear that \( \phi \in C^2 \) outside \( \partial D \) and by construction \( L \phi = 0 \) on \( D \). Moreover, conditions (iii), (iv), (viii) and (ix) clearly hold. It remains to verify that

(i) \( \phi(s, x) > g(s, x) \) for \( 0 < x < x_0 \), i.e. \( \phi(s, x) > e^{-\rho s}(x - a) \) for \( 0 < x < x_0 \)

and

(v) \( L \phi(s, x) \leq 0 \) for \( x > x_0 \), i.e. \( L g(s, x) \leq 0 \) for \( x > x_0 \).

This is easily done by direct calculation (assuming \( r < \rho \)).

We conclude that \( \phi = g^* \) and \( \tau^* = \tau_D \) is optimal (with the value (10.2.13) for \( x_0 \)).
Exercises

10.1. In each of the optimal stopping problems below find the supremum $g^*$ and – if it exists – an optimal stopping time $\tau^*$. (Here $B_t$ denotes 1-dimensional Brownian motion)

a) $g^*(x) = \sup_{\tau} E^x[B_{\tau}^2]$

b) $g^*(x) = \sup_{\tau} E^x[|B_{\tau}|^p]$, where $p > 0$.

c) $g^*(x) = \sup_{\tau} E^x[e^{-B_{\tau}^2}]$

d) $g^*(s, x) = \sup_{\tau} E^{(s,x)}[e^{-\rho(s+\tau)} \cosh B_{\tau}]$

where $\rho > 0$ and $\cosh x = \frac{1}{2}(e^x + e^{-x})$.

10.2. a) Prove that the only nonnegative $\{B_t\}$ superharmonic functions in $\mathbb{R}^2$ are the constants.

(Hint: Suppose $u$ is a nonnegative superharmonic function and that there exist $x, y \in \mathbb{R}^2$ such that $u(x) < u(y)$.

Consider $E^x[u(B_\tau)]$, where $\tau$ is the first hitting time for $B_t$ of a small disc centered at $y$).

b) Prove that the only nonnegative superharmonic functions in $\mathbb{R}$ are the constants and use this to find $g^*(x)$ when

$g(x) = \begin{cases} xe^{-x} & \text{for } x > 0 \\ 0 & \text{for } x \leq 0 \end{cases}$.

c) Let $\gamma \in \mathbb{R}$, $n \geq 3$ and define, for $x \in \mathbb{R}^n$,

$f_{\gamma}(x) = \begin{cases} |x|^\gamma & \text{for } |x| \geq 1 \\ 1 & \text{for } |x| < 1 \end{cases}$.

For what values of $\gamma$ is $f_{\gamma}(-) \{B_t\}$ harmonic for $|x| > 1$? Prove that $f_{\gamma}$ is superharmonic in $\mathbb{R}^n$ iff $\gamma \in [2-n, 0]$.

10.3. Find $g^*, \tau^*$ such that

$g^*(s, x) = \sup_{\tau} E^{(s,x)}[e^{-\rho(s+\tau)} B_{\tau}^2] = E^{(s,x)}[e^{-\rho(s+\tau^*)} B_{\tau^*}^2]$,

where $B_t$ is 1-dimensional Brownian motion, $\rho > 0$ is constant.

Hint: First assume that the continuation region has the form

$D = \{(s, x); -x_0 < x < x_0\}$

for some $x_0$ and then try to determine $x_0$. Then apply Theorem 10.4.1.
10.4. Let $X_t$ be an Itô diffusion on $\mathbb{R}^n$ and $g: \mathbb{R}^n \to \mathbb{R}^+$ a continuous reward function. Define

$$g^\diamond(x) = \sup\{E^x[g(X_\tau)]; \tau \text{ stopping time, } E^x[\tau] < \infty\}.$$  

Show that $g^\diamond = g^\ast$.

(Hint: If $\tau$ is a stopping time put $\tau_k = \tau \wedge k$ for $k = 1, 2, \ldots$ and consider

$$E^x[g(X_\tau) \cdot X_\tau < \infty] \leq E^x[\lim_{k \to \infty} g(X_{\tau_k})].$$)

10.5. With $g, r, \rho$ as in Example 10.2.2 prove that

a) if $r > \rho$ then $g^\ast = \infty$,

b) if $r = \rho$ then $g^\ast(s, x) = xe^{-\rho s}$.

10.6. Prove statements (10.3.8), (10.3.9), (10.3.10) in Example 10.3.1.

10.7. As a supplement to Exercise 10.4 it is worth noting that if $g$ is not bounded below then the two problems

$$g^\ast(x) = \sup\{E^x[g(X_\tau)]; \tau \text{ stopping time}\}$$

and

$$g^\diamond(x) = \sup\{E^x[g(X_\tau)]; \tau \text{ stopping time, } E^x[\tau] < \infty\}$$

need not have the same solution. For example, if $g(x) = x$, $X_t = B_t \in \mathbb{R}$ prove that

$$g^\ast(x) = \infty \quad \text{for all } x \in \mathbb{R}$$

while

$$g^\diamond(x) = x \quad \text{for all } x \in \mathbb{R}.$$  

(See Exercise 7.4.)

10.8. Give an example with $g$ not bounded below where Theorem 10.1.9 a) fails. (Hint: See Exercise 10.7.)

10.9. Solve the optimal stopping problem

$$\gamma(x) = \sup_{\tau} E^x \left[ \int_0^\tau e^{-\rho t} B_t^2 dt + e^{-\rho \tau} B_\tau^2 \right].$$

10.10. Prove the following simple, but useful, observation, which can be regarded as an extension of (10.1.35):

Let $W = \{(s, x); \exists \tau \text{ with } g(s, x) < E^{(s, x)}[g(s + \tau, X_\tau)]\}$. Then $W \subset D$. 
10.11. Consider the optimal stopping problem

\[ g^*(s, x) = \sup_{\tau} E^{(s, x)}[e^{-\rho(s+\tau)} B^+_{\tau}] , \]

where \( B_t \in \mathbb{R} \) and \( x^+ = \max\{x, 0\} \).

a) Use the argument for (10.2.8) and Exercise 10.10 to prove that the continuation region \( D \) has the form

\[ D = \{(s, x); x < x_0\} \]

for some \( x_0 > 0 \).

b) Determine \( x_0 \) and find \( g^* \).

c) Verify the high contact principle:

\[ \frac{\partial g^*}{\partial x} = \frac{\partial g}{\partial x} \quad \text{when} \quad (s, x) = (s, x_0) , \]

where \( g(t, x) = e^{-\rho t} x^+ \).

10.12. The first time the high contact principle was formulated seems to be in a paper by Samuelson (1965), who studied the optimal time for selling an asset, if the reward obtained by selling at the time \( t \) and when price is \( \xi \) is given by

\[ g(t, \xi) = e^{-\rho t} (\xi - 1)^+ . \]

The price process is assumed to be a geometric Brownian motion \( X_t \) given by

\[ dX_t = r X_t dt + \alpha X_t dB_t, \quad X_0 = x > 0 , \]

where \( r < \rho \).

In other words, the problem is to find \( g^*, \tau^* \) such that

\[ g^*(s, x) = \sup_{\tau} E^{(s, x)}[e^{-\rho(s+\tau)}(X_{\tau} - 1)^+] = E^{(s, x)}[e^{-\rho(s+\tau)}(X_{\tau} - 1)^+] . \]

a) Use the argument for (10.2.8) and Exercise 10.10 to prove that the continuation region \( D \) has the form

\[ D = \{(s, x); 0 < x < x_0\} \]

for some \( x_0 > \frac{\rho}{\rho - r} \).

b) For a given \( x_0 > \frac{\rho^2}{\rho - r} \) solve the boundary value problem

\[
\begin{cases}
\frac{\partial f}{\partial s} + rf + \frac{1}{2} \alpha^2 x^2 \frac{\partial^2 f}{\partial x^2} = 0 & \text{for} \quad 0 < x < x_0 \\
f(s, 0) = 0 \\
f(s, x_0) = e^{-\rho s} (x_0 - 1)^+ 
\end{cases}
\]

by trying \( f(s, x) = e^{-\rho s} \phi(x) \).
c) Determine $x_0$ by using the high contact principle, i.e. by using that
\[ \frac{\partial f}{\partial x} = \frac{\partial g}{\partial x} \quad \text{when} \quad x = x_0 . \]

d) With $f, x_0$ as in b), c) define
\[ \gamma(s, x) = \begin{cases} f(s, x) ; & x < x_0 \\ e^{-\rho s}(x-1)^+ ; & x \geq x_0 . \end{cases} \]

Use Theorem 10.4.1 to verify that $\gamma = g^*$ and that $\tau^* = \tau_D$ is optimal.

10.13. (A resource extraction problem)
Suppose the price $P_t$ of one unit of a resource (e.g. gas, oil) at time $t$ is varying like a geometric Brownian motion
\[ dP_t = \alpha P_t dt + \beta P_t dB_t ; \quad P_0 = p \]
where $B_t$ is 1-dimensional Brownian motion and $\alpha, \beta$ are constants.

Let $Q_t$ denote the amount of remaining resources at time $t$. Assume that the rate of extraction is proportional to the remaining amount, so that
\[ dQ_t = -\lambda Q_t dt ; \quad Q_0 = q \]
where $\lambda > 0$ is a constant.

If the running cost rate is $K > 0$ and we stop the extraction at the time $\tau = \tau(\omega)$ then the expected total discounted profit is given by
\[ J^{\tau}(s, p, q) = E(s, p, q) \left[ \int_0^\tau (\lambda P_t Q_t - K) e^{-\rho(s+t)} dt + e^{-\rho(s+\tau)} g(P_\tau, Q_\tau) \right] , \]
where $\rho > 0$ is the discounting exponent and $g(p, q)$ is a given bequest function giving the value of the remaining resource amount $q$ when the price is $p$.

a) Write down the characteristic operator $\mathcal{A}$ of the diffusion process
\[ dX_t = \begin{bmatrix} dt \\ dP_t \\ dQ_t \end{bmatrix} ; \quad X_0 = (s, p, q) \]
and formulate the variational inequalities of Theorem 10.4.1 corresponding to the optimal stopping problem
\[ G^*(s, p, q) = \sup_{\tau} J^{\tau}(s, p, q) = J^{\tau^*}(s, p, q) . \]
b) Assume that \( g(p, q) = pq \) and find the domain \( U \) corresponding to (10.1.34), (10.3.7), i.e.

\[
U = \{(s, p, q); A(e^{-\rho s}g(p, q)) + f(s, p, q) > 0\},
\]

where

\[
f(s, p, q) = e^{-\rho s}(\lambda pq - K).
\]

Conclude that

(i) if \( \rho \geq \alpha \) then \( \tau^* = 0 \) and \( G^*(s, p, q) = pqe^{-\rho s} \)

(ii) if \( \rho < \alpha \) then \( D \supset \{(s, p, q); pq > \frac{K}{\alpha - \rho}\} \).

c) As a candidate for \( G^* \) when \( \rho < \alpha \) we try a function of the form

\[
\phi(s, p, q) = \begin{cases} 
e^{-\rho s}pq ; & 0 < pq \leq y_0 \\ ne^{-\rho s}\psi(pq) ; & pq > y_0 \end{cases}
\]

for a suitable \( \psi: \mathbb{R} \rightarrow \mathbb{R} \), and a suitable \( y_0 \). Use Theorem 10.4.1 to determine \( \psi, y_0 \) and to verify that with this choice of \( \psi, y_0 \) we have \( \phi = G^* \) and \( \tau^* = \inf\{t > 0; P_tQ_t \leq y_0\} \), if \( \rho < \alpha < \rho + \lambda \).

d) What happens if \( \rho + \lambda \leq \alpha \)?

10.14. (Finding the optimal investment time (I))

Solve the optimal stopping problem

\[
G^*(s, p) = \sup_{\tau} E^{(s, p)} \left[ \int_{\tau}^{\infty} e^{-\rho(s+t)} P_t dt - Ce^{-\rho(s+\tau)} \right],
\]

where

\[
dP_t = \alpha P_t dt + \beta P_t dB_t ; \quad P_0 = p,
\]

\( B_t \) is 1-dimensional Brownian motion and \( \alpha, \beta, \rho, C \) are constants, \( 0 < \alpha < \rho \) and \( C > 0 \). (We may interpret this as the problem of finding the optimal time \( \tau \) for investment in a project. The profit rate after investment is \( P_t \) and the cost of the investment is \( C \). Thus \( G^* \) gives the maximal expected discounted net profit.)

Hint: Write \( \int_{\tau}^{\infty} e^{-\rho(s+t)} P_t dt = e^{-\rho\tau} [\int_{0}^{\infty} e^{-\rho t} P_t dt - \int_{0}^{\tau} e^{-\rho t} P_t dt] \). Compute \( E[\int_{0}^{\infty} e^{-\rho t} P_t dt] \) by using the solution formula for \( P_t \) (see Chapter 5) and then apply Theorem 10.4.1 to the problem

\[
\Phi(s, p) = \sup_{\tau} E^{(s, p)} \left[ - \int_{\tau}^{\infty} e^{-\rho(s+t)} P_t dt - Ce^{-\rho(s+\tau)} \right].
\]

10.15. Let \( B_t \) be 1-dimensional Brownian motion and let \( \rho > 0 \) be constant.
a) Show that the family
\[ \{ e^{-\rho \tau} B_\tau ; \tau \text{ stopping time} \} \]
is uniformly integrable w.r.t. \( P^x \).
b) Solve the optimal stopping problem
\[ g^*(s, x) = \sup_{\tau} E^{(s, x)} [ e^{-\rho (s + \tau)} (B_\tau - a)] \]
when \( a > 0 \) is constant. This may be regarded as a variation of Example 10.2.2/10.4.2 with the price process represented by \( B_t \) rather than \( X_t \).

10.16. (Finding the optimal investment time (II))
Solve the optimal stopping problem
\[ G^*(s, p) = \sup_{\tau} E^{(s, p)} \left[ \int_0^\infty e^{-\rho (s + t)} P_t dt - Ce^{-\rho (s + \tau)} \right] \]
where
\[ dP_t = \mu \, dt + \sigma \, dB_t \; ; \; \; P_0 = p \]
with \( \mu, \sigma \neq 0 \) constants. (Compare with Exercise 10.14.)
10. Application to Optimal Stopping
11. Application to Stochastic Control

11.1 Statement of the Problem

Suppose that the state of a system at time $t$ is described by an Itô process $X_t$ of the form

$$dX_t = dX_u^t = b(t, X_t, u_t)dt + \sigma(t, X_t, u_t)dB_t,$$  \hspace{1cm} (11.1.1)

where $X_t \in \mathbb{R}^n$, $b: \mathbb{R} \times \mathbb{R}^n \times U \to \mathbb{R}^n$, $\sigma: \mathbb{R} \times \mathbb{R}^n \times U \to \mathbb{R}^{n \times m}$ and $B_t$ is $m$-dimensional Brownian motion. Here $u_t \in U \subset \mathbb{R}^k$ is a parameter whose value we can choose in the given Borel set $U$ at any instant $t$ in order to control the process $X_t$. Thus $u_t = u(t, \omega)$ is a stochastic process. Since our decision at time $t$ must be based upon what has happened up to time $t$, the function $\omega \to u(t, \omega)$ must (at least) be measurable w.r.t. $\mathcal{F}_t$, i.e. the process $u_t$ must be $\mathcal{F}_t$-adapted. Thus the right hand side of (11.1.1) is well-defined as a stochastic integral, under suitable assumptions on the functions $b$ and $\sigma$. At the moment we will not specify the conditions on $b$ and $\sigma$ further, but simply assume that the process $X_t$ satisfying (11.1.1) exists. See further comments on this in the end of this chapter.

Let $\{X_{s,x}^h\}_{h \geq s}$ be the solution of (11.1.1) such that $X_{s,x}^s = x$, i.e.

$$X_{s,x}^h = x + \int_s^h b(r, X_{s,x}^r, u_r)dr + \int_s^h \sigma(r, X_{s,x}^r, u_r)dB_r; \quad h \geq s$$

and let the probability law of $X_t$ starting at $x$ for $t = s$ be denoted by $Q^{s,x}$, so that

$$Q^{s,x}[X_{t_1} \in F_1, \ldots, X_{t_k} \in F_k] = P^0[X_{s,x}^{t_1} \in F_1, \ldots, X_{s,x}^{t_k} \in F_k]$$  \hspace{1cm} (11.1.2)

for $s \leq t_i, F_i \subset \mathbb{R}^n; 1 \leq i \leq k, k = 1, 2, \ldots$

Let $F: \mathbb{R} \times \mathbb{R}^n \times U \to \mathbb{R}$ (the “utility rate” function) and $K: \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}$ (the “bequest” function) be given continuous functions, let $G$ be a fixed domain in $\mathbb{R} \times \mathbb{R}^n$ and let $\hat{T}$ be the first exit time after $s$ from $G$ for the process $\{X_{r,x}^s\}_{r \geq s}$, i.e.

$$\hat{T} = \hat{T}^{s,x}(\omega) = \inf\{r > s; (r, X_{r,x}^s(\omega)) \notin G\} \leq \infty.$$  \hspace{1cm} (11.1.3)
Suppose
\[ E^{s,x} \left[ \int_{s}^{\bar{T}} |F^u(r, X_r)| dr + |K(\bar{T}, X_{\bar{T}})| I_{\{\bar{T} < \infty\}} \right] < \infty \quad \text{for all } s, x, u \quad (11.1.4) \]
where \( F^u(r, z) = F(r, z, u) \). Then we define the performance function \( J^u(s, x) \) by
\[ J^u(s, x) = E^{s,x} \left[ \int_{s}^{\bar{T}} F^u(r, X_r) dr + K(\bar{T}, X_{\bar{T}}) I_{\{\bar{T} < \infty\}} \right]. \quad (11.1.5) \]
To obtain an easier notation we introduce
\[ Y_t = (s + t, X_{s+t}) \quad \text{for } t \geq 0, \quad Y_0 = (s, x) \]
and we observe that if we substitute this in (11.1.1) we get the equation
\[ dY_t = dY_u = b(Y_t, u_t) dt + \sigma(Y_t, u_t) dB_t. \quad (11.1.6) \]
(Strictly speaking, the \( u, b \) and \( \sigma \) in (11.1.6) are slightly different from the \( u, b \) and \( \sigma \) in (11.1.1).) The probability law of \( Y_t \) starting at \( y = (s, x) \) for \( t = 0 \) is (with slight abuse of notation) also denoted by \( Q^{s,x} = Q^y \).
Note that
\[ \int_{s}^{\bar{T}} F^u(r, X_r) dr = \int_{0}^{\bar{T}-s} F^{u_{s+t}}(s + t, X_{s+t}) dt = \int_{0}^{T} F^{u_{s+t}}(Y_t) dt, \]
where
\[ T := \inf \{ t > 0; Y_t \notin G \} = \bar{T} - s. \quad (11.1.7) \]
Moreover,
\[ K(\bar{T}, X_{\bar{T}}) = K(Y_{\bar{T}-s}) = K(Y_T). \]
Therefore the performance function may be written in terms of \( Y \) as follows, with \( y = (s, x) \),
\[ J^u(y) = E^y \left[ \int_{0}^{T} F^{u_t}(Y_t) dt + K(Y_T) I_{\{T < \infty\}} \right]. \quad (11.1.8) \]
(Strictly speaking this \( u_t \) is a time shift of the \( u_t \) in (11.1.6).)
The problem is – for each \( y \in G \) – to find the number \( \Phi(y) \) and a control \( u^* = u^*(t, \omega) = u^*(y, t, \omega) \) such that
\[ \Phi(y) = \sup_{u(t, \omega)} J^u(y) = J^{u^*}(y) \quad (11.1.9) \]
11.2 The Hamilton-Jacobi-Bellman Equation

where the supremum is taken over all \( \mathcal{F}_t^{(m)} \)-adapted processes \( \{u_t\} \) with values in \( U \). Such a control \( u^* \) – if it exists – is called an optimal control and \( \Phi \) is called the optimal performance or the value function. Examples of types of control functions that may be considered are:

1. Functions of the form \( u(t, \omega) = u(t) \) i.e. not depending on \( \omega \). These controls are sometimes called deterministic or open loop controls.
2. Processes \( \{u_t\} \) which are \( \mathcal{M}_t \)-adapted, i.e. for each \( t \) the function \( \omega \rightarrow u(t, \omega) \) is \( \mathcal{M}_t \)-measurable, where \( \mathcal{M}_t \) is the \( \sigma \)-algebra generated by \( \{X_r^\omega; r \leq t\} \). These controls are called closed loop or feedback controls.
3. The controller has only partial knowledge of the state of the system. More precisely, to the controller’s disposal are only (noisy) observations \( R_t \) of \( X_t \), given by an Itô process of the form
   \[
   dR_t = a(t, X_t)dt + \gamma(t, X_t)d\hat{B}_t,
   \]
   where \( \hat{B} \) is a Brownian motion (not necessarily related to \( B \)). Hence the control process \( \{u_t\} \) must be adapted w.r.t. the \( \sigma \)-algebra \( \mathcal{N}_t \) generated by \( \{R_s; s \leq t\} \). In this situation the stochastic control problem is linked to the filtering problem (Chapter 6). In fact, if the equation (11.1.1) is linear and the performance function is integral quadratic (i.e. \( F \) and \( K \) are quadratic) then the stochastic control problem splits into a linear filtering problem and a corresponding deterministic control problem. This is called the Separation Principle. See Example 11.2.4.
4. Functions \( u(t, \omega) \) of the form \( u(t, \omega) = u_0(t, X_t(\omega)) \) for some function \( u_0: \mathbb{R}^{n+1} \rightarrow U \subset \mathbb{R}^k \). In this case we assume that \( u \) does not depend on the starting point \( y = (s, x) \): The value we choose at time \( t \) only depends on the state of the system at this time. These are called Markov controls, because with such \( u \) the corresponding process \( X_t \) becomes an Itô diffusion, in particular a Markov process. In the following we will not distinguish between \( u \) and \( u_0 \). Thus we will identify a function \( u: \mathbb{R}^{n+1} \rightarrow U \) with the Markov control \( u(Y) = u(t, X_t) \) and simply call such functions Markov controls.

11.2 The Hamilton-Jacobi-Bellman Equation

Let us first consider only Markov controls

\[
 u = u(t, X_t(\omega)).
\]

Introducing \( Y_t = (s + t, X_{s+t}) \) (as explained earlier) the system equation becomes

\[
 dY_t = b(Y_t, u(Y_t))dt + \sigma(Y_t, u(Y_t))dB_t.
\]  
(11.2.1)

For \( v \in U \) and \( f \in C^2(\mathbb{R} \times \mathbb{R}^n) \) define
Application to Stochastic Control

\begin{align*}
(L^u f)(y) &= \frac{\partial f}{\partial s}(y) + \sum_{i=1}^{n} b_i(y, v) \frac{\partial f}{\partial x_i} + \sum_{i,j=1}^{n} a_{ij}(y, v) \frac{\partial^2 f}{\partial x_i \partial x_j} \tag{11.2.2}
\end{align*}

where \(a_{ij} = \frac{1}{2}(\sigma \sigma^T)_{ij} \), \(y = (s, x)\) and \(x = (x_1, \ldots, x_n)\). Then for each choice of the function \(u\) the solution \(Y_t = Y_t^u\) is an Itô diffusion with generator \(A\) given by

\begin{align*}
(\mathcal{A} f)(y) &= (L^u(y) f)(y) \quad \text{for } f \in C^2_0(\mathbb{R} \times \mathbb{R}^n) \text{ (see Theorem 7.3.3)}.
\end{align*}

For \(v \in \mathcal{U}\) define \(F^v(y) = F(y, v)\). The first fundamental result in stochastic control theory is the following:

**Theorem 11.2.1 (The Hamilton-Jacobi-Bellman (HJB) equation (I)).**

Define

\[ \Phi(y) = \sup \{ J^u(y); u = u(Y) \text{ Markov control} \}. \]

Suppose that \(\Phi \in C^2(G) \cap C(\overline{G})\) satisfies

\[ E^y \left[ |\Phi(Y_\alpha)| + \int_0^\alpha |L^u \Phi(Y_t)| \, dt \right] < \infty \]

for all bounded stopping times \(\alpha \leq T\), all \(y \in G\) and all \(v \in \mathcal{U}\). Moreover, suppose that \(T < \infty\) a.s. \(Q^y\) for all \(y \in G\) and that an optimal Markov control \(u^*\) exists. Suppose \(\partial G\) is regular for \(Y_t^{u^*}\) (Definition 9.2.8). Then

\[ \sup_{v \in \mathcal{U}} \{ F^v(y) + (L^u \Phi)(y) \} = 0 \quad \text{for all } y \in G \tag{11.2.3} \]

and

\[ \Phi(y) = K(y) \quad \text{for all } y \in \partial G. \tag{11.2.4} \]

The supremum in (11.2.3) is obtained if \(v = u^*(y)\) where \(u^*(y)\) is optimal. In other words,

\[ F(y, u^*(y)) + (L^u(y) \Phi)(y) = 0 \quad \text{for all } y \in G. \tag{11.2.5} \]

**Proof.** The last two statements are easy to prove: Since \(u^* = u^*(y)\) is optimal we have

\[ \Phi(y) = J^{u^*}(y) = E^y \left[ \int_0^T F(Y_s, u^*(Y_s)) \, ds + K(Y_T) \right]. \]

If \(y \in \partial G\) then \(T = 0\) a.s. \(Q^y\) (since \(\partial G\) is regular) and (11.2.4) follows. By the solution of the Dirichlet-Poisson problem (Theorem 9.3.3)

\[ (L^u(y) \Phi)(y) = -F(y, u^*(y)) \quad \text{for all } y \in G, \]
which is (11.2.5). We proceed to prove (11.2.3). Fix \( y = (s, x) \in G \) and choose a Markov control \( u \). Let \( \alpha \leq T \) be a stopping time.

Since

\[
J^u(y) = E^y \left[ \int_0^T F^u(Y_r)dr + K(Y_T) \right],
\]

we get by the strong Markov property (7.2.5), combined with (7.2.6) and (9.3.7)

\[
E^y[J^u(Y_\alpha)] = E^y \left[ E^y \left[ T \int_0^T F^u(Y_r)dr + K(Y_T) \right] \right]
\]

\[
= E^y \left[ E^y \left[ \theta_\alpha \left( T \int_0^T F^u(Y_r)dr + K(Y_T) \right) \right] \right]
\]

\[
= E^y \left[ \int_\alpha^T F^u(Y_r)dr + K(Y_T) \right]
\]

\[
= J^u(y) - E^y \left[ \int_0^\alpha F^u(Y_r)dr \right].
\]

So

\[
J^u(y) = E^y \left[ \int_0^\alpha F^u(Y_r)dr \right] + E^y[J^u(Y_\alpha)]. \tag{11.2.6}
\]

Now let \( W \subset G \) be of the form \( W = \{(r, z) \in G; r < t_1\} \) where \( s < t_1 \). Put \( \alpha = \inf\{t \geq 0; Y_t \not\in W\} \). Suppose an optimal control \( u^*(y) = u^*(r, z) \) exists and choose

\[
u(r, z) =\begin{cases} v & \text{if } (r, z) \in W \\ u^*(r, z) & \text{if } (r, z) \in G \setminus W \end{cases}
\]

where \( v \in U \) is arbitrary. Then

\[
\Phi(Y_\alpha) = J^{u^*}(Y_\alpha) = J^u(Y_\alpha) \tag{11.2.7}
\]
and therefore, combining (11.2.6) and (11.2.7) we obtain

$$\Phi(y) \geq J^u(y) = E^y \left[ \int_0^\alpha F^u(Y_r)dr \right] + E^y[\Phi(Y_\alpha)] \ .$$

(11.2.8)

Since $\Phi \in C^2(G)$ we get by Dynkin’s formula

$$E^y[\Phi(Y_\alpha)] = \Phi(y) + E^y \left[ \int_0^\alpha (L^v\Phi)(Y_r)dr \right] ,$$

which substituted in (11.2.8) gives

$$\Phi(y) \geq E^y \left[ \int_0^\alpha F^u(Y_r)dr \right] + \Phi(y) + E^y \left[ \int_0^\alpha (L^v\Phi)(Y_r)dr \right]$$

or

$$E^y \left[ \int_0^\alpha (F^u(Y_r) + (L^v\Phi)(Y_r))dr \right] \leq 0 .$$

So

$$E^y \left[ \int_0^\alpha (F^u(Y_r) + (L^v\Phi)(Y_r))dr \right] \leq 0 \quad \text{for all such } W .$$

Letting $t_1 \downarrow s$ we obtain, since $F^u(\cdot)$ and $(L^v\Phi)(\cdot)$ are continuous at $y$, that $F^u(y) + (L^v\Phi)(y) \leq 0$, which combined with (11.2.5) gives (11.2.3). That completes the proof. \(\square\)

**Remark.** The HJB (I) equation states that if an optimal control $u^*$ exists, then we know that its value $v$ at the point $y$ is a point $v$ where the function

$$v \rightarrow F^u(y) + (L^v\Phi)(y) ; \quad v \in U$$


attains its maximum (and this maximum is 0). Thus the original stochastic control problem is associated to the easier problem of finding the maximum of a real function in \( U \subset \mathbb{R}^k \). However, the HJB (I) equation only states that it is necessary that \( v = u^* (y) \) is the maximum of this function. It is just as important to know if this is also sufficient: If at each point \( y \) we have found \( v = u_0 (y) \) such that \( F^u (y) + (L^v \Phi)(y) \) is maximal and this maximum is 0, will \( u_0 (Y) \) be an optimal control? The next result states that (under some conditions) this is actually the case:

**Theorem 11.2.2 (The HJB (II) equation – a converse of HJB (I)).**

Let \( \phi \) be a function in \( C^2 (G) \cap C(\overline{G}) \) such that, for all \( v \in U \),

\[
F^v (y) + (L^v \phi)(y) \leq 0 ; \quad y \in G \tag{11.2.9}
\]

with boundary values

\[
\lim_{t \to T} \phi(Y_t) = K(Y_T) \cdot X_{T<\infty} \quad \text{a.s.} \quad Q^y \tag{11.2.10}
\]

and such that

\[
\{ \phi(Y_{\tau}) \}_{\tau \leq T} \quad \text{is uniformly} \quad Q^y \text{-integrable for all Markov controls} \quad u \quad \text{and all} \quad y \in G . \tag{11.2.11}
\]

Then

\[
\phi(y) \geq J^u (y) \quad \text{for all Markov controls} \quad u \quad \text{and all} \quad y \in G . \tag{11.2.12}
\]

Moreover, if for each \( y \in G \) we have found \( u_0 (y) \) such that

\[
F^{u_0 (y)} (y) + (L^{u_0 (y)} \phi)(y) = 0 \tag{11.2.13}
\]

then \( u_0 = u_0 (y) \) is a Markov control such that

\[
\phi(y) = J^{u_0} (y)
\]

and hence \( u_0 \) must be an optimal control and \( \phi(y) = \Phi(y) \).

**Proof.** Assume that \( \phi \) satisfies (11.2.9) and (11.2.10) above. Let \( u \) be a Markov control. Since \( L^v \phi \leq -F^u \) in \( G \) we have by Dynkin’s formula

\[
E^u [\phi(Y_{T_R})] = \phi(y) + E^y \left[ \int_0^{T_R} (L^u \phi)(Y_r) dr \right] \leq \phi(y) - E^y \left[ \int_0^{T_R} F^u (Y_r) dr \right]
\]
where
\[ T_R = \min\{R, T, \inf\{t > 0; |Y_t| \geq R\}\} \] (11.2.14)
for all \( R < \infty \). This gives, by (11.1.4), (11.2.10) and (11.2.11)
\[
\phi(y) \geq E^y \left[ \int_0^{T_R} F^u(Y_r)dr + \phi(Y_{T_R}) \right]
\rightarrow E^y \left[ \int_0^T F^u(Y_r)dr + K(Y_T)\mathbb{1}_{\{T < \infty\}} \right] = J^u(y)
\]
as \( R \to \infty \), which proves (11.2.12). If \( u_0 \) is such that (11.2.13) holds, then the calculations above give equality and the proof is complete. \( \square \)

The HJB equations (I), (II) provide a very nice solution to the stochastic control problem in the case where only Markov controls are considered. One might feel that considering only Markov controls is too restrictive, but fortunately one can always obtain as good performance with a Markov control as with an arbitrary \( \mathcal{F}_t^{(m)} \)-adapted control, at least if some extra conditions are satisfied:

**Theorem 11.2.3.** Let
\[
\Phi_M(y) = \sup\{J^u(y); u = u(Y) \text{ Markov control} \}
\]
and
\[
\Phi_a(y) = \sup\{J^u(y); u = u(t, \omega) \text{ } \mathcal{F}_t^{(m)} \text{-adapted control} \}.
\]
Suppose there exists an optimal Markov control \( u_0 = u_0(Y) \) for the Markov control problem (i.e. \( \Phi_M(y) = J^{u_0}(y) \) for all \( y \in G \)) such that all the boundary points of \( G \) are regular w.r.t. \( Y_0^{u_0} \) and that \( \Phi_M \) is a function in \( C^2(G) \cap C(\overline{G}) \) satisfying
\[
E^y \left[ \Phi_M(Y_\alpha) \right] + \int_0^\alpha |L^n\Phi_M(Y_t)|dt < \infty \] (11.2.15)
for all bounded stopping times \( \alpha \leq T \), all adapted controls \( u \) and all \( y \in G \). Then
\[
\Phi_M(y) = \Phi_a(y) \quad \text{for all } y \in G.
\]

**Proof.** Let \( \phi \) be a function in \( C^2(G) \cap C(\overline{G}) \) satisfying (11.2.15) and
\[
F^v(y) + (L^n\phi)(y) \leq 0 \quad \text{for all } y \in G, v \in U \] (11.2.16)
and
\[
\phi(y) = K(y) \quad \text{for all } y \in \partial G. \] (11.2.17)
Let \( u_t(\omega) = u(t, \omega) \) be an \( \mathcal{F}_t^{(m)} \)-adapted control. Then \( Y_t \) is an Itô process given by
\[
dY_t = b(Y_t, u_t) dt + \sigma(Y_t, u_t) dB_t
\]
so by Lemma 7.3.2, with \( T_R \) as in (11.2.14),
\[
E^y[\phi(Y_{T_R})] = \phi(y) + E^y \left[ \int_0^{T_R} (L^{u(t, \omega)} \phi)(Y_t) dt \right],
\]
where
\[
(L^{u(t, \omega)} \phi)(y) = \frac{\partial \phi}{\partial t}(y) + \sum_{i=1}^n b_i(y, u(t, \omega)) \frac{\partial \phi}{\partial x_i}(y) + \sum_{i,j=1}^n a_{ij}(y, u(t, \omega)) \frac{\partial^2 \phi}{\partial x_i \partial x_j}(y),
\]
with \( a_{ij} = \frac{1}{2}(\sigma \sigma^T)_{ij} \). Thus by (11.2.16) and (11.2.17) this gives
\[
E^y[\phi(Y_{T_R})] \leq \phi(y) - E^y \left[ \int_0^{T_R} F(Y_t, u(t, \omega)) dt \right].
\] (11.2.18)

Letting \( R \to \infty \) we obtain
\[
\phi(y) \geq J^u(y).
\] (11.2.19)

But by Theorem 11.2.1 the function \( \phi(y) = \Phi_M(y) \) satisfies (11.2.16) and (11.2.17). So by (11.2.19) we have \( \Phi_M(y) \geq \Phi^a(y) \) and Theorem 11.2.3 follows.

**Remark.** The theory above also applies to the corresponding minimum problem
\[
\Psi(y) = \inf_u J^u(y) = J^u^*(y).
\] (11.2.20)

To see the connection we note that
\[
\Psi(y) = -\sup_u (-J^u(y)) = -\sup_u \left\{ E^y \left[ \int_0^T -F^u(Y_t) dt - K(Y_t) \right] \right\}
\]
so \( -\Psi \) coincides with the solution \( \Phi \) of the problem (11.1.9), but with \( F \) replaced by \( -F \) and \( K \) replaced by \( -K \). Using this, we see that the HJB equations apply to \( \Psi \) also but with reverse inequalities. For example, equation (11.2.3) for \( \Phi \) gets for \( \Psi \) the form
\[
\inf_{v \in U} \{ F^v(y) + (L^v \Psi)(y) \} = 0 \quad \text{for all } y \in G.
\] (11.2.21)

We now illustrate the results by some examples:
Example 11.2.4 (The linear stochastic regulator problem).

Suppose that the state \( X_t \) of the system at time \( t \) is given by a linear stochastic differential equation:
\[
    dX_t = (H_t X_t + M_t u_t) dt + \sigma_t dB_t, \quad t \geq s; \quad X_s = x \tag{11.2.22}
\]
and the cost is of the form
\[
    J^u(s, x) = E^x \left[ \int_s^{t_1} \left\{ X_t^T C_t X_t + u_t^T D_t u_t \right\} dt + X_{t_1}^T R X_{t_1} \right], \quad s \leq t_1 \tag{11.2.23}
\]
where all the coefficients \( H_t \in \mathbb{R}^{n \times n}, M_t \in \mathbb{R}^{n \times k}, \sigma_t \in \mathbb{R}^{n \times m}, C_t \in \mathbb{R}^{n \times n}, D_t \in \mathbb{R}^{k \times k} \) and \( R \in \mathbb{R}^{n \times n} \) are \( t \)-continuous and deterministic. We assume that \( C_t \) and \( R \) are symmetric, nonnegative definite and \( D_t \) is symmetric, positive definite, for all \( t \). We also assume that \( t_1 \) is a deterministic time.

The problem is then to choose the control \( u = u(t, X_t) \in \mathbb{R}^k \) such that it minimizes \( J^u(s, x) \). We may interpret this as follows: The aim is to find a control \( u \) which makes \( |X_t| \) small fast and such that the energy used (\( \sim u^T D u \)) is small. The sizes of \( C_t \) and \( R \) reflect the cost of having large values of \( |X_t| \), while the size of \( D_t \) reflects the cost (energy) of applying large values of \( |u_t| \).

In this case the HJB-equation for \( \Psi(s, x) = \inf_u J^u(s, x) \) becomes
\[
    0 = \inf_u \left\{ F^u(s, x) + (L^u \Psi)(s, x) \right\}
    = \frac{\partial \Psi}{\partial s} + \inf_v \left\{ x^T C_s x + v^T D_s v + \sum_{i=1}^n (H_s x + M_s v)_i \frac{\partial \Psi}{\partial x_i} \right. \\
    \left. + \frac{1}{2} \sum_{i,j=1}^n (\sigma_s \sigma_s^T)_{ij} \frac{\partial^2 \Psi}{\partial x_i \partial x_j} \right\} \quad \text{for } s < t_1 \tag{11.2.24}
\]
and
\[
    \Psi(t_1, x) = x^T R x. \tag{11.2.25}
\]
Let us try to find a solution \( \psi \) of (11.2.24)–(11.2.25) of the form
\[
    \psi(t, x) = x^T S_t x + a_t \tag{11.2.26}
\]
where \( S(t) = S_t \in \mathbb{R}^{n \times n} \) is symmetric, nonnegative definite, \( a_t \in \mathbb{R} \) and both \( a_t \) and \( S_t \) are continuously differentiable w.r.t. \( t \) (and deterministic). In order to use Theorem 11.2.2 we need to determine \( S_t \) and \( a_t \) such that
\[
    \inf_v \left\{ F^u(t, x) + (L^u \psi)(t, x) \right\} = 0 \quad \text{for } t < t_1 \tag{11.2.27}
\]
and
\[
    \psi(t_1, x) = x^T R x. \tag{11.2.28}
\]
To obtain (11.2.28) we put
\[ S_{t_1} = R \] \hspace{1cm} (11.2.29)
\[ a_{t_1} = 0 . \] \hspace{1cm} (11.2.30)

Using (11.2.26) we get
\[
F^v(t, x) + (L^v \psi)(t, x) = x^T S'_t x + a'_t + x^T C_t x + v^T D_t v +
\]
\[
+ (H_t x + M_t v)^T (S_t x + S'_t x) + \sum_{i,j} (\sigma_i \sigma^T_j)_{ij} S_{ij} ,
\] \hspace{1cm} (11.2.31)

where \( S'_t = \frac{d}{dt} S_t \), \( a'_t = \frac{d}{dt} a_t \). The minimum of this expression is obtained when
\[
\frac{\partial}{\partial v_i} (F^v(t, x) + (L^v \psi)(t, x)) = 0 ; \quad i = 1, \ldots, k
\]
i.e. when
\[
2D_t v + 2M_t^T S_t x = 0
\]
i.e. when
\[
v = -D_t^{-1} M_t^T S_t x . \] \hspace{1cm} (11.2.32)

We substitute this value of \( v \) in (11.2.31) and obtain
\[
F^v(t, x) + (L^v \psi)(t, x) =
\]
\[
= x^T S'_t x + a'_t + x^T C_t x + x^T S_t M_t D_t^{-1} D_t M_t^{-1} S_t x
\]
\[
+ (H_t x - M_t D_t^{-1} M_t^T S_t x)^T 2S_t x + tr(\sigma \sigma^T S) t
\]
\[
= x^T (S'_t + C_t - S_t M_t D_t^{-1} M_t^T S_t + 2H_t^T S_t) x + a'_t + tr(\sigma \sigma^T S) t ,
\]

where \( tr \) denotes the (matrix) trace. We obtain that this is 0 if we choose \( S_t \) such that
\[
S'_t = -2H_t^T S_t + S_t M_t D_t^{-1} M_t^T S_t - C_t ; \quad t < t_1
\] \hspace{1cm} (11.2.33)

and \( a_t \) such that
\[
a'_t = -tr(\sigma \sigma^T S) t ; \quad t < t_1 . \] \hspace{1cm} (11.2.34)

We recognize (11.2.33) as a Riccati type equation from linear filtering theory (see (6.3.4)). Equation (11.2.33) with boundary condition (11.2.29) determines \( S_t \) uniquely. Combining (11.2.34) with the boundary condition (11.2.30) we obtain
\[
a_t = \int_{t}^{t_1} tr(\sigma \sigma^T S) t ds.
\] \hspace{1cm} (11.2.35)

With such a choice of \( S_t \) and \( a_t \) we see that (11.2.27) and (11.2.28) hold, so by Theorem 11.2.2 we conclude that
\[
u^*(t, x) = -D_t^{-1} M_t^T S_t x , \quad t < t_1
\] \hspace{1cm} (11.2.36)
is an optimal control and the minimum cost is
\[ \Psi(s, x) = x^T S_s x + \int_s^{t_1} tr(\sigma \sigma^T S) dt, \quad s < t_1. \] (11.2.37)

This formula shows that the extra cost due to the noise in the system is given by
\[ a_s = \int_s^{t_1} tr(\sigma \sigma^T S) dt. \]

The Separation Principle (see Davis (1977), Davis and Vinter (1985) or Fleming and Rishel (1975)) states that if we had only partial knowledge of the state \( X_t \) of the system, i.e. if we only had noisy observations
\[ dZ_t = g_t X_t dt + \gamma_t dB_t \] (11.2.38)
to our disposal, then the optimal control \( u^*(t, \omega) \) (required to be \( \mathcal{G}_t \)-adapted, where \( \mathcal{G}_t \) is the \( \sigma \)-algebra generated by \( \{Z_r; r \leq t\} \)), would be given by
\[ u^*(t, \omega) = -D_t^{-1} M^T_t S_t \hat{X}_t(\omega), \] (11.2.39)
where \( \hat{X}_t \) is the filtered estimate of \( X_t \) based on the observations \( \{Z_r; r \leq t\} \), given by the Kalman-Bucy filter (6.3.3). Comparing with (11.2.36) we see that the stochastic control problem in this case splits into a linear filtering problem and a deterministic control problem.

An important field of applications of the stochastic control theory is economics and finance. Therefore we illustrate the results above by applying them to a simple case of optimal portfolio diversification. This problem has been considered in more general settings by many authors, see for example Markowitz (1976), Merton (1971), Harrison and Pliska (1981), Aase (1984), Karatzas, Lehoczky and Shreve (1987) and the survey article Duffie (1994) and the references therein.

**Example 11.2.5 (An optimal portfolio selection problem).**

Let \( X_t \) denote the wealth of a person at time \( t \). Suppose that the person has the choice of two different investments. The price \( p_1(t) \) at time \( t \) of one of the assets is assumed to satisfy the equation
\[ \frac{dp_1}{dt} = p_1(a + \alpha W_t) \] (11.2.40)
where \( W_t \) denotes white noise and \( a, \alpha > 0 \) are constants measuring the average relative rate of change of \( p \) and the size of the noise, respectively. As we have discussed earlier we interpret (11.2.40) as the (Itô) stochastic differential equation
This investment is called \textit{risky}, since $\alpha > 0$. We assume that the price $p_2$ of the other asset satisfies a similar equation, but with no noise:

$$dp_2 = p_2 b dt .$$  \hfill (11.2.42)

This investment is called \textit{safe}. So it is natural to assume $b < a$. At each instant the person can choose how big fraction $u$ of his wealth he will invest in the risky asset, thereby investing the fraction $1 - u$ in the safe one. This gives the following stochastic differential equation for the wealth $X_t = X_t^u$:

$$dX_t = uX_t adt + uX_t \alpha dB_t + (1 - u)X_t b dt .$$  \hfill (11.2.43)

Suppose that, starting with the wealth $X_0 = x > 0$ at time $t$, the person wants to maximize the expected utility of the wealth at some future time $t_0$. If we allow no borrowing (i.e. require $X \geq 0$) and are given a utility function $N : [0, \infty) \rightarrow [0, \infty)$, $N(0) = 0$ (usually assumed to be increasing and concave) the problem is to find $\Phi(t, x)$ and a (Markov) control $u^* = u^*(t, X_t)$, $0 \leq u^* \leq 1$, such that

$$\Phi(t, x) = \sup \{ J^u(s, x); \ u \text{ Markov control, } 0 \leq u \leq 1 \} = J^{u^*}(s, x) ,$$  \hfill (11.2.44)

and $T$ is the first exit time from the region $G = \{(r, z); r < t_0, z > 0\}$. This is a performance criterion of the form (11.1.6)/(11.1.8) with $F = 0$ and $K = N$. The differential operator $L^u$ has the form (see (11.2.2))

$$(L^u v)(t, x) = \frac{\partial f}{\partial t} + x(a v + b(1 - v)) \frac{\partial f}{\partial x} + \frac{1}{2} \alpha^2 v^2 x^2 \frac{\partial^2 f}{\partial x^2} .$$  \hfill (11.2.45)

The HJB equation becomes

$$\sup_v \{(L^u \Phi(t, x)) \} = 0 , \quad \text{for } (t, x) \in G ;$$  \hfill (11.2.46)

and

$$\Phi(t, x) = N(x) \quad \text{for } t = t_0 , \quad \Phi(t, 0) = N(0) \quad \text{for } t < t_0 .$$  \hfill (11.2.47)

Therefore, for each $(t, x)$ we try to find the value $v = u(t, x)$ which maximizes the function

$$\eta(v) = L^u \Phi = \frac{\partial \Phi}{\partial t} + x(b + (a - b)v) \frac{\partial \Phi}{\partial x} + \frac{1}{2} \alpha^2 v^2 x^2 \frac{\partial^2 \Phi}{\partial x^2} .$$  \hfill (11.2.48)

If $\Phi_x := \frac{\partial \Phi}{\partial x} > 0$ and $\Phi_{xx} := \frac{\partial^2 \Phi}{\partial x^2} < 0$, the solution is
\[ v = u(t, x) = -\frac{(a - b)\Phi_x}{\alpha^2\Phi_{xx}}. \quad (11.2.49) \]

If we substitute this into the HJB equation (11.2.48) we get the following nonlinear boundary value problem for \( \Phi \):

\[ \Phi_t + bx\Phi_x - \frac{(a - b)^2\Phi_x^2}{2\alpha^2\Phi_{xx}} = 0 \quad \text{for} \quad t < t_0, \ x > 0 \quad (11.2.50) \]

\[ \Phi(t, x) = N(x) \quad \text{for} \quad t = t_0 \text{ or } x = 0. \quad (11.2.51) \]

The problem (11.2.50), (11.2.51) is hard to solve for general \( N \). Important examples of increasing and concave functions are the power functions

\[ N(x) = x^r \quad \text{where} \quad 0 < r < 1. \quad (11.2.52) \]

If we choose such a utility function \( N \), we try to find a solution of (11.2.50), (11.2.51) of the form

\[ \phi(t, x) = f(t)x^r. \]

Substituting we obtain

\[ \phi(t, x) = e^{\lambda(t_0 - t)}x^r, \quad (11.2.53) \]

where \( \lambda = br + \frac{(a - b)^2r}{2\alpha^2(1 - r)}. \)

Using (11.2.49) we obtain the optimal control

\[ u^*(t, x) = \frac{a - b}{\alpha^2(1 - r)}. \quad (11.2.54) \]

If \( \frac{a - b}{\alpha^2(1 - r)} \in (0, 1) \) this is the solution to the problem, in virtue of Theorem 11.2.2. Note that \( u^* \) is in fact constant.

Another interesting choice of the utility function is \( N(x) = \log x \), called the Kelly criterion. As noted by Aase (1984) (in a more general setting) we may in this case obtain the optimal control directly by evaluating \( E^{s,x}[\log(X_T)] \) using Dynkin’s formula:

\[ E^{s,x}[\log(X_T)] = \log x + E^{s,x}\left[ \int_s^T \{ au(t, X_t) + b(1 - u(t, X_t)) - \frac{1}{2}\alpha^2u^2(t, X_t)\}dt \right] \]

since \( L^v(\log x) = av + b(1 - v) - \frac{1}{2}\alpha^2v^2. \)

So it is clear that \( J^v(s, x) = E^{s,x}[\log(X_T)] \) is maximal if we for all \( r, z \) choose \( u(s, z) \) to have the value of \( v \) which maximizes

\[ av + b(1 - v) - \frac{1}{2}\alpha^2v^2 \]

i.e., we choose
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\[ v = u(t, X_t) = \frac{a - b}{\alpha^2} \quad \text{for all } t, \omega. \]  

(11.2.55)

So this is the optimal control if the Kelly criterion is used. Similarly, this direct method also gives the optimal control when \( N(x) = x^r \) (See Exercise 11.8).

**Example 11.2.6.** Finally we include an example which shows that even quite simple – and apparently innocent – stochastic control problems can lead us beyond the reach of the theory developed in this chapter:

Suppose the system is a 1-dimensional Itô integral

\[ dX_t = dX_t^u = u(t, \omega)dB_t, \quad t \geq s; \quad X_s = x > 0 \]  

(11.2.56)

and consider the stochastic control problem

\[ \Phi(t, x) = \sup_u E^{t, x}[K(X_t^u)], \quad \text{for } \tau \text{ the first exit time from } G = \{(r, z); r \leq t_1, z > 0\} \quad \text{for } Y_t = (s + t, X_{s+t}) \quad \text{and } K \text{ is a given bounded continuous function.} \]

\[ \Phi(t_1, x) = K(x). \]

(11.2.57)

Intuitively, we can think of the system as the state of a game which behaves like an “excited” Brownian motion, where we can control the size \( u \) of the excitation at every instant. The purpose of the control is to maximize the expected payoff \( K(X_{t_1}) \) of the game at a fixed future time \( t_1 \).

Assuming that \( \Phi \in C^2 \) and that \( u^* \) exists we get by the HJB (I) equation

\[ \sup_{v \in \mathbb{R}} \left\{ \frac{\partial \Phi}{\partial t} + \frac{1}{2} \sigma^2 \frac{\partial^2 \Phi}{\partial x^2} \right\} = 0 \quad \text{for } t < t_1, \quad \Phi(t_1, x) = K(x). \]  

(11.2.58)

From this we see that we necessarily have
where $v^*$ is the value of $v \in \mathbb{R}$ which gives the supremum in (11.2.58). But if $\frac{\partial^2 v}{\partial t^2} = 0$, then $\Phi(t, x) = \Phi(t_1, x) = K(x)$. However, this cannot possibly be the solution in general, because we have not assumed that $\frac{\partial^2 K}{\partial x^2} \leq 0$ – in fact, $K$ was not even assumed to be differentiable.

What went wrong? Since the conclusion of the HJB (I) equation was wrong, the assumptions cannot hold. So either $\Phi$ is not $C^2$ or $u^*$ does not exist, or both.

To simplify the problem assume that $K(x) = \begin{cases} x^2 & 0 \leq x \leq 1 \\ 1 & x > 1 \end{cases}$.

Then considering the figure above and using some intuition we see that it is optimal to excite as much as possible if $X_t$ is in the strip $0 < x < 1$ to avoid exiting from $G$ in the interval $\{t_1\} \times (0, 1)$. Using that $X_t$ is just a time change of Brownian motion (see Chapter 8) we conclude that this optimal control leads to a process $X^*$ which jumps immediately to the value 1 with probability $x$ and to the value 0 with probability $1 - x$, if the starting point is $x \in (0, 1)$. If the starting point is $x \in [1, \infty)$ we simply choose our control to be zero. In other words, heuristically we should have

$$u^*(t, x) = \begin{cases} \infty & x \in (0, 1) \\ 0 & x \in [1, \infty) \end{cases} \quad (11.2.60)$$

with corresponding expected payoff

$$\phi^*(s, x) = E^{s,x}[K(X^*_t)] = \begin{cases} x & 0 \leq x \leq 1 \\ 1 & x > 1 \end{cases}. \quad (11.2.61)$$

Thus we see that our candidate $u^*$ for optimal control is not continuous (not even finite!) and the corresponding optimal process $X^*_t$ is not an Itô diffusion (it is not even continuous). So to handle this case mathematically it is necessary to enlarge the family of admissible controls (and the family of corresponding processes). For example, one can prove an extended version of Theorem 11.2.2 which allows us to conclude that our choice of $u^*$ above does indeed give at least as good performance as any other Markov control $u$ and that $\phi^*$ given by (11.2.61) does coincide with the maximal expected payoff $\Phi$ defined by (11.2.57).

This last example illustrates the importance of the question of existence in general, both of the optimal control $u^*$ and of the corresponding solution $X_t$ of the stochastic differential equation (11.1.1). We briefly outline some results in this direction:
11.3 Stochastic control problems with terminal conditions

With certain conditions on \( b, \sigma, F, \partial G \) and assuming that the set of control values is compact, one can show, using general results from nonlinear partial differential equations, that a smooth function \( \phi \) exists such that

\[
\sup_v \{ F^v(y) + (L^v \phi)(y) \} = 0 \quad \text{for } y \in G
\]

and

\[
\phi(y) = K(y) \quad \text{for } y \in \partial G.
\]

Then by a measurable selection theorem one can find a (measurable) function \( u^*(y) \) such that

\[
F^{u^*}(y) + (L^{u^*} \phi)(y) = 0,
\]

for a.a. \( y \in G \) w.r.t. Lebesgue measure in \( \mathbb{R}^{n+1} \). Even if \( u^* \) is only known to be measurable, one can show that the corresponding solution \( X_t = X_{t_0}^{u^*} \) of (11.1.1) exists (see Stroock and Varadhan (1979) for general results in this direction). Then by inspecting the proof of Theorem 11.2.2 one can see that it suffices to have (11.2.62) satisfied outside a subset of \( G \) with Green measure 0 (see Definition 9.3.4). Under suitable conditions on \( b \) and \( \sigma \) one can in fact show that the Green measure is absolutely continuous w.r.t. Lebesgue measure. Thus by (11.2.62) (and a strengthened Theorem 11.2.2) \( u^* \) is an optimal control. We refer the reader to Fleming and Rishel (1975), Bensoussan and Lions (1978), Dynkin and Yushkevich (1979) and Krylov (1980) for details and further studies.

11.3 Stochastic control problems with terminal conditions

In many applications there are constraints on the types of Markov controls \( u \) to be considered, for example in terms of the probabilistic behaviour of \( Y_t^u \) at the terminal time \( t = T \). Such problems can often be handled by applying a kind of “Lagrange multiplier” method, which we now describe:

Consider the problem of finding \( \Phi(y) \) and \( u^*(y) \) such that

\[
\Phi(y) = \sup_{u \in \mathcal{K}} J^u(y) = J^{u^*}(y) \quad (11.3.1)
\]

where

\[
J^u(y) = E^y \left[ \int_0^T F^u(Y_t^u) dt + K(Y_T^u) \right], \quad (11.3.2)
\]

and where the supremum is taken over the space \( \mathcal{K} \) of all Markov controls \( u: \mathbb{R}^{n+1} \rightarrow U \subset \mathbb{R}^k \) such that

\[
E^y[M_i(Y_T^u)] = 0, \quad i = 1, 2, \ldots, l, \quad (11.3.3)
\]
where $M = (M_1, \ldots, M_l) : \mathbb{R}^{n+1} \to \mathbb{R}^l$ is a given continuous function,

$$E^y[|M(Y^u_T)|] < \infty \quad \text{for all } y, u.$$  \hfill (11.3.4)

Now we introduce a related, but unconstrained problem as follows:

For each $\lambda \in \mathbb{R}^l$ and each Markov control $u$ define

$$J^u_\lambda(y) = E^y \left[ \int_0^T F^u(Y^u_t)dt + K(Y^u_T) + \lambda \cdot M(Y^u_T) \right] \quad (11.3.5)$$

where $\cdot$ denotes the inner product in $\mathbb{R}^l$. Find $\Phi_\lambda(y)$ and $u^*_\lambda(y)$ such that

$$\Phi_\lambda(y) = \sup_u J^u_\lambda(y) = J^{u^*_\lambda}_\lambda(y), \quad (11.3.6)$$

without terminal conditions.

**Theorem 11.3.1.** Suppose that we for all $\lambda \in \Lambda \subset \mathbb{R}^l$ can find $\Phi_\lambda(y)$ and $u^*_\lambda(y)$ solving the (unconstrained) stochastic control problem (11.3.5)–(11.3.6). Moreover, suppose that there exists $\lambda_0 \in \Lambda$ such that

$$E^y[M(Y^{u^*_\lambda_0}_T)] = 0.$$  \hfill (11.3.7)

Then $\Phi(y) := \Phi_{\lambda_0}(y)$ and $u^* := u^*_{\lambda_0}$ solves the constrained stochastic control problem (11.3.1)–(11.3.3).

**Proof.** Let $u$ be a Markov control, $\lambda \in \Lambda$. Then by the definition of $u^*_\lambda$ we have

$$E^y \left[ \int_0^T F^{u^*_\lambda}(Y^{u^*_\lambda}_t)dt + K(Y^{u^*_\lambda}_T) + \lambda \cdot M(Y^{u^*_\lambda}_T) \right] = J^{u^*_\lambda}_\lambda(y) \geq J^u_\lambda(y) = E^y \left[ \int_0^T F^u(Y^u_t)dt + K(Y^u_T) + \lambda \cdot M(Y^u_T) \right]. \quad (11.3.8)$$

In particular, if $\lambda = \lambda_0$ and $u \in K$ then

$$E^y[M(Y^{u^*_\lambda_0}_T)] = 0 = E^y[M(Y^u_T)]$$

and hence by (11.3.8)

$$J^{u^*_\lambda_0}(y) \geq J^u(y) \quad \text{for all } u \in K.$$  \hfill \Box

Since $u^*_\lambda_0 \in K$ the proof is complete.

For an application of this result, see Exercise 11.11.
Exercises

11.1. Write down the HJB equation for the problem

\[ \Psi(s, x) = \inf_{u} E^{s,x} \left[ \int_{s}^{\infty} e^{-\alpha t} (g(X_t) + u_t^2) dt \right] \]

where

\[ dX_t = u_t dt + dB_t ; \quad X_t, u_t, B_t \in \mathbb{R}, \]

\( \alpha > 0 \) is a constant and \( g: \mathbb{R} \to \mathbb{R} \) is a given bounded, continuous function. Show that if \( \Psi \) satisfies the conditions of Theorem 11.2.1 and \( u^* \) exists then

\[ u^*(t, x) = -\frac{1}{2} e^{\alpha t} \frac{\partial \Psi}{\partial x}. \]

11.2. Consider the stochastic control problem

\[ \Psi_0(s, x) = \inf_{u} E^{s,x} \left[ \int_{s}^{\infty} e^{-\rho t} f(u_t, X_t) dt \right], \]

where

\[ dX_t = dX^u_t = b(u_t, X_t) dt + \sigma(u_t, X_t) dB_t \]

\[ X_t \in \mathbb{R}^n, \quad u_t \in \mathbb{R}^k, \quad B_t \in \mathbb{R}^m, \]

\( f \) is a given bounded continuous real function, \( \rho > 0 \) and the inf is taken over all time-homogeneous Markov controls \( u \), i.e. controls \( u \) of the form \( u = u(X_t) \). Prove that

\[ \Psi_0(s, x) = e^{-\rho s} \xi(x), \quad \text{where} \quad \xi(x) = \Psi(0, x). \]

(Hint: By definition of \( E^{s,x} \) we have

\[ E^{s,x} \left[ \int_{s}^{\infty} e^{-\rho t} f(u(X_t), X_t) dt \right] = E \left[ \int_{0}^{\infty} e^{-\rho(t+s)} f(u(X^s_{s+t}), X^s_{s+t}) dt \right] \]

where \( E \) denotes expectation w.r.t. \( P \).)

11.3. Define

\[ dX_t = ru_t X_t dt + \alpha u_t X_t dB_t ; \quad X_t, u_t, B_t \in \mathbb{R} \]

and

\[ \Phi(s, x) = \sup_{u} E^{s,x} \left[ \int_{s}^{\infty} e^{-\rho t} f(X_t) dt \right], \]
where $r, \alpha, \rho$ are constants, $\rho > 0$ and $f$ is a bounded continuous real function.

Assume that $\Phi$ satisfies the conditions of Theorem 11.2.1 and that an optimal Markov control $u^*$ exists.

a) Show that

$$\sup_{v \in \mathbb{R}} \left\{ e^{-\rho t} f(x) + \frac{\partial \Phi}{\partial t} + rvx \frac{\partial \Phi}{\partial x} + \frac{1}{2} \alpha^2 v^2 x^2 \frac{\partial^2 \Phi}{\partial x^2} \right\} = 0 .$$

Deduce that

$$\frac{\partial^2 \Phi}{\partial x^2} \leq 0 .$$

b) Assume that $\frac{\partial^2 \Phi}{\partial x^2} < 0$. Prove that

$$u^*(t, x) = -\frac{r \frac{\partial \Phi}{\partial x}}{\alpha^2 x \frac{\partial^2 \Phi}{\partial x^2}}$$

and that

$$2\alpha^2 \left( e^{-\rho t} f + \frac{\partial \Phi}{\partial t} \right) \frac{\partial^2 \Phi}{\partial x^2} - r^2 \left( \frac{\partial \Phi}{\partial x} \right)^2 = 0 .$$

c) Assume that $\frac{\partial^2 \Phi}{\partial x^2} = 0$. Prove that $\frac{\partial \Phi}{\partial x} = 0$ and

$$e^{-\rho t} f(x) + \frac{\partial \Phi}{\partial t} = 0 .$$

d) Assume that $u^*_\alpha = u^*(X_t)$ and that b) holds. Prove that $\Phi(t, x) = e^{-\rho t} \xi(x)$ and

$$2\alpha^2 (f - \rho \xi) \xi'' - r^2 (\xi')^2 = 0 .$$

(See Exercise 11.2)

11.4. The assumptions in Theorem 11.2.1 often fail (see e.g. Exercise 11.10), so it is useful to have results in such cases also. For example, if we define $\Phi_a$ as in Theorem 11.2.3 then, without assuming that $u^*$ exists and without smoothness conditions on $\Phi$, we have the Bellman principle (compare with (11.2.6)–(11.2.7))

$$\Phi_a(y) = \sup_u E^y \left[ \int_0^\alpha F^u (Y^{\alpha}) dr + \Phi_a(Y^u_\alpha) \right]$$

for all $y \in G$ and all stopping times $\alpha \leq T$, the sup being taken over all $\mathcal{F}^{(m)}_t$-adapted controls $u$. (See Krylov (1980, Th. 6, p. 150).)

Deduce that if $\Phi_a \in C^2(G)$ then

$$F^v(y) + L^v \Phi_a(y) \leq 0 \quad \text{for all } y \in G, v \in U .$$
11.5. Assume that $F = 0$ in (11.1.8) and that an optimal Markov control $u^*$ exists. Prove that the function $\Phi$ is superharmonic in $G$ w.r.t. the process $Y_t^u$, for any Markov control $u$. (Hint: See (11.2.6)–(11.2.7).)

11.6. Let $X_t$ denote your wealth at time $t$. Suppose that at any time $t$ you have a choice between two investments:

1) A risky investment where the unit price $p_1 = p_1(t, \omega)$ satisfies the equation

$$dp_1 = a_1 p_1 dt + \sigma_1 p_1 dB_t.$$

2) A safer (less risky) investment where the unit price $p_2 = p_2(t, \omega)$ satisfies

$$dp_2 = a_2 p_2 dt + \sigma_2 p_2 d\tilde{B}_t$$

where $a_i, \sigma_i$ are constants such that $a_1 > a_2, \sigma_1 > \sigma_2$

and $B_t, \tilde{B}_t$ are independent 1-dimensional Brownian motions.

a) Let $u(t, \omega)$ denote the fraction of the fortune $X_t(\omega)$ which is placed in the riskier investment at time $t$. Show that

$$dX_t = dX_t^{(u)} = X_t (a_1 u + a_2 (1 - u)) dt + X_t (\sigma_1 u dB_t + \sigma_2 (1 - u) d\tilde{B}_t).$$

b) Assuming that $u$ is a Markov control, $u = u(t, X_t)$, find the generator $A^u$ of $(t, X_t^u)$.

c) Write down the HJB equation for the stochastic control problem

$$\Phi(s, x) = \sup_u E^{s, x}[X_T^u]$$

where $T = \min(t_1, \tau_0)$, $\tau_0 = \inf\{t > s; X_t = 0\}$ and $t_1$ is a given future time (constant), $\gamma \in (0, 1)$ is a constant.

d) Find the optimal control $u^*$ for the problem in c).

11.7. Consider the stochastic control problem

(system) \[ dX_t = a u dt + u dB_t; \quad X_0 = x > 0 \]

where $B_t \in \mathbb{R}$, $u \in \mathbb{R}$ and $a \in \mathbb{R}$ is a given constant, and

(performance) \[ \Phi(s, x) = \sup_u E^{s, x}[X_T^u] \]

where $0 < r < 1$ is constant and

$$T = \inf\{t > s; X_t = 0\} \wedge t_1,$$

t_1 being a given future time (constant).

Show that this problem has the optimal control $u^*$. 

11. Application to Stochastic Control

\[ u^*(t, x) = \frac{ax}{1 - r} \]

with corresponding optimal performance

\[ \Phi(s, x) = x^r \exp \left( \frac{a^2(t_1 - t)^r}{2(1 - r)} \right) . \]

11.8. Use Dynkin’s formula to prove directly that

\[ u^*(t, x) = \min \left( \frac{a - b}{a^2(1 - r)}, 1 \right) \]

is the optimal control for the problem in Example 11.2.5, with utility function \( N(x) = x^r \). (Hint: See the argument leading to (11.2.55).)

11.9. In Beneš (1974) the following stochastic control problem is considered:

\[ \Psi(s, x) = \inf_u E^{s,x} \left[ \int_s^\infty e^{-\rho t} X_t^2 dt \right] , \]

where

\[ dX_t = dX^{(u)}_t = au_t dt + dB_t ; \quad X_t, B_t \in \mathbb{R} \]

and \( a, \rho \) are (known) constants, \( \rho > 0 \). Here the controls \( u \) are restricted to take values in \( U = [-1, 1] \).

a) Show that the HJB equation for this problem is

\[ \inf_{v \in [-1, 1]} \left\{ e^{-\rho s} x^2 + \frac{\partial \Psi}{\partial s} + av \frac{\partial \Psi}{\partial x} + \frac{1}{2} \frac{\partial^2 \Psi}{\partial x^2} \right\} = 0 . \]

b) If \( \Psi \in C^2 \) and \( u^* \) exists, show that

\[ u^*(x) = -\text{sign}(ax) , \]

where

\[ \text{sign} z = \begin{cases} 1 & \text{if } z > 0 \\ -1 & \text{if } z \leq 0 . \end{cases} \]

(Hint: Explain why \( x > 0 \Rightarrow \frac{\partial \Psi}{\partial x} > 0 \) and \( x < 0 \Rightarrow \frac{\partial \Psi}{\partial x} < 0 \).)

11.10. Let

\[ f(x) = \begin{cases} x^2 & \text{for } 0 \leq x \leq 1 \\ \sqrt{x} & \text{for } x > 1 \end{cases} \]

and put

\[ J^u(s, x) = E^{s,x} \left[ \int_s^T e^{-\rho t} f(X^u_t) dt \right] , \quad \Phi(s, x) = \sup_u J^u(s, x) \]
where
\[ dX_t^u = u_t dB_t ; \quad t \geq s \]
with control values \( u_t \in \mathbb{R}, B_t \in \mathbb{R} \) and
\[ T = \inf \{ t > s ; X_t^u \leq 0 \} . \]

a) Define
\[ \phi(s, x) = \frac{1}{\rho} e^{-\rho s} \hat{f}(x) \quad \text{for } x \geq 0, s \in \mathbb{R} \]
where
\[ \hat{f}(x) = \begin{cases} x & \text{for } 0 \leq x \leq 1 \\ \sqrt{x} & \text{for } x > 1 . \end{cases} \]
Prove that
\[ J^u(s, x) \leq \phi(s, x) \]
for all \( s, x \) and all (finite) Markov controls \( u \).
(Hint: Put \( \phi_1(s, x) = \frac{1}{\rho} e^{-\rho s} x \) for all \( s, x \) and \( \phi_2(s, x) = \frac{1}{\rho} e^{-\rho s} \sqrt{x} \) for all \( s, x \). Then
\[ J^u(s, x) \leq \phi_i(s, x) \quad \text{for } i = 1, 2 \]
by Theorem 11.2.2.)

b) Show that
\[ \Phi(s, x) = \phi(s, x) . \]
(Hint: Consider \( J^{u_k}(s, x) \), where
\[ u_k(x) = \begin{cases} k & \text{for } 0 \leq x < 1 \\ 0 & \text{for } x \geq 1 \end{cases} \]
and let \( k \to \infty \).
Thus \( u^* \) does not exist and \( \Phi \) is not a \( C^2 \) function. Hence both conditions for the HJB (I) equation fail in this case.

11.11. Consider a 1-dimensional version of the stochastic linear regulator problem of Example 11.2.4:
\[ \Psi(s, x) = \inf_{u \in \mathcal{K}} E^{s,x} \left[ \int_s^{t_1} ((X_r^u)^2 + \theta u_r^2) dr \right] \quad \text{(11.3.9)} \]
where
\[ dX_t^u = u_t dt + \sigma dB_t ; \quad \text{for } t \geq s, X_s = x , \]
\( u_t, B_t \in \mathbb{R}, \sigma, \theta \) constants, \( \theta > 0 \), the infinum being over the space \( \mathcal{K} \) of all Markov controls \( u \) satisfying
\[ E^{s,x}[(X_{t_1}^u)^2] = m^2 , \quad \text{where } m \text{ is a constant .} \quad \text{(11.3.10)} \]
Solve this problem by using Theorem 11.3.1. (Hint: Solve for each $\lambda \in \mathbb{R}$ the unconstrained problem

$$
\Psi_\lambda(s, x) = \inf_u E^{s, x}\left[ \int_s^t (X_u^2 + \theta u_t^2)dt + \lambda(X_t^u)^2 \right]
$$

with optimal control $u^*_\lambda$. Then try to find $\lambda_0$ such that

$$
E^{s, x}[\{X_{t_1}^{u^*_\lambda}\}^2] = m^2 .
$$

11.12. Solve the stochastic control problem

$$
\Psi(s, x) = \inf_u J^u(s, x) = J^u(s, x)
$$

where

$$
J^u(s, x) = E^{s, x}\left[ \int_s^\infty e^{-\rho t} (X^2_t + \theta u^2_t)dt \right]
$$

and

$$
dX_t = u_t dt + \sigma dB_t ,
$$

with $u_t, B_t \in \mathbb{R}$ and $\sigma \in \mathbb{R}, \rho > 0, \theta > 0$ are constants. (Hint: Try $\psi(s, x) = e^{-\rho s}(ax^2 + b)$ for suitable constants $a, b$ and apply Theorem 11.2.2.)

11.13. Consider the stochastic control problem

$$
\Phi(s, x) = \sup_u E^{s, x}\left[ \int_s^T e^{-\rho t} u_t dt \right]
$$

where the (1-dimensional) system $X_t$ is given by

$$
dX_t = dX^u_t = (1 - u_t)dt + dB_t .
$$

The control $u_t = u_t(\omega)$ can assume any value in $U = [0, 1]$ and

$$
T = \inf\{t > s; X^u_t \leq 0\} \quad \text{(the time of bankruptcy)} .
$$

Show that if $\rho \geq 2$ then the optimal control is

$$
u^*_t = 1 \quad \text{for all } t
$$

and the corresponding value function is

$$
\Phi(s, x) = e^{-\rho s} \frac{1}{\rho} \left( 1 - e^{-\sqrt{2\rho} x} \right) ; \quad x \geq 0 .
$$
12. Application to Mathematical Finance

12.1 Market, portfolio and arbitrage

In this chapter we describe how the concepts, methods and results in the previous chapters can be applied to give a rigorous mathematical model of finance. We will concentrate on the most fundamental issues and those topics which are most closely related to the theory in this book. We emphasize that this chapter only intends to give a brief introduction to this exciting subject, which has developed very fast during the last years and shows no signs of slowing down. For a more comprehensive treatment see for example Bingham and Kiesel (1998), Elliott and Kopp (1999), Duffie (1996), Karatzas (1997), Karatzas and Shreve (1998), Lamberton and Lapeyre (1996), Musiela and Rutkowski (1997), Kallianpur and Karandikar (2000), Merton (1990), Shiryaev (1999) and the references therein.

First we give the mathematical definitions of some fundamental finance concepts. We point out that other mathematical models are also possible and in fact actively investigated. Other models include more general (possibly discontinuous) semimartingale models (see e.g. Barndorff-Nielsen (1998)) and even models based on stochastic processes which are not semimartingales, such as fractional Brownian motion. See e.g. Cutland, Kopp and Willinger (1995), Lin (1995), Hu and Øksendal (1999).

Definition 12.1.1. a) A market is an $\mathcal{F}_t$-adapted $(n+1)$-dimensional Itô process $X(t) = (X_0(t), X_1(t), \ldots, X_n(t)); 0 \leq t \leq T$ which we will assume has the form

$$dX_0(t) = \rho(t, \omega)X_0(t)dt; \quad X_0(0) = 1 \quad (12.1.1)$$

and

$$dX_i(t) = \mu_i(t, \omega)dt + \sum_{j=1}^{m} \sigma_{ij}(t, \omega)dB_j(t) \quad (12.1.2)$$

$$= \mu_i(t, \omega)dt + \sigma_i(t, \omega)dB(t); \quad X_i(0) = x_i,$$

where $\sigma_i$ is row number $i$ of the $n \times m$ matrix $[\sigma_{ij}]; \quad 1 \leq i \leq n \in \mathbb{N}$.

b) The market $\{X(t)\}_{t \in [0, T]}$ is called normalized if $X_0(t) \equiv 1$. 


c) A portfolio in the market \( \{X(t)\}_{t \in [0,T]} \) is an \((n + 1)\)-dimensional \((t, \omega)\)-measurable and \(\mathcal{F}_t^{(m)}\)-adapted stochastic process

\[
\theta(t, \omega) = (\theta_0(t, \omega), \theta_1(t, \omega), \ldots, \theta_n(t, \omega)); \quad 0 \leq t \leq T .
\] (12.1.3)

d) The value at time \( t \) of a portfolio \( \theta(t) \) is defined by

\[
V(t, \omega) = V^\theta(t, \omega) = \theta(t) \cdot X(t) = \sum_{i=0}^{n} \theta_i(t) X_i(t)
\] (12.1.4)

where \( \cdot \) denotes inner product in \( \mathbb{R}^{n+1} \).

e) The portfolio \( \theta(t) \) is called self-financing if

\[
\int_0^T \left\{ \theta_0(s) \rho(s) X_0(s) + \sum_{i=1}^{n} \theta_i(s) \mu_i(s) \right\} ds + \sum_{j=1}^{m} \sum_{i=1}^{n} \theta_i(s) \sigma_{ij}(s) \right\}^2 ds < \infty \quad \text{a.s.}
\] (12.1.5)

and

\[
dV(t) = \theta(t) \cdot dX(t)
\] (12.1.6)

de i.e.

\[
V(t) = V(0) + \int_0^t \theta(s) \cdot dX(s) \quad \text{for } t \in [0, T].
\] (12.1.7)

**Comments to Definition 12.1.1.**

a) We think of \( X_i(t) = X_i(t, \omega) \) as the price of security/asset number \( i \) at time \( t \). The assets number \( 1, \ldots, n \) are called risky because of the presence of their diffusion terms. They can for example represent stock investments. The asset number 0 is called safe because of the absence of a diffusion term (although \( \rho(t, \omega) \) may depend on \( \omega \)). This asset can for example represent a bank investment. For simplicity we will assume that \( \rho(t, \omega) \) is bounded.

b) Note that we can always make the market normalized by defining

\[
\overline{X}_i(t) = X_0(t)^{-1} X_i(t); \quad 1 \leq i \leq n .
\] (12.1.8)

The market

\[
\overline{X}(t) = (1, \overline{X}_1(t), \ldots, \overline{X}_n(t))
\]

is called the normalization of \( X(t) \).

Thus normalization corresponds to regarding the price \( X_0(t) \) of the safe investment as the unit of price (the numeraire) and computing the other prices in terms of this unit. Since

\[
X_0(t) = \exp \left( \int_0^t \rho(s, \omega) ds \right)
\]
we have
\[ \xi(t) := X_0^{-1}(t) = \exp \left( -\int_0^t \rho(s, \omega) ds \right) > 0 \quad \text{for all } t \in [0, T] \] (12.1.9)

and
\[ dX_i(t) = d(\xi(t)X_i(t)) = \xi(t)[(\mu_i - \rho X_i)dt + \sigma_i dB(t)]; \quad 1 \leq i \leq n \] (12.1.10)
or
\[ d\overline{X}(t) = \xi(t)[dX(t) - \rho(t)X(t)dt]. \] (12.1.11)

c) The components \( \theta_0(t, \omega), \ldots, \theta_n(t, \omega) \) represent the number of units of the securities number 0, \ldots, n, respectively, which an investor holds at time \( t \).
d) This is simply the total value of all investments held at time \( t \).
e) Note that condition (12.1.5) is required to make (12.1.7) well-defined. See Definition 3.3.2.

This part e) of Definition 12.1.1 represents a subtle point in the mathematical model. According to Itô’s formula the equation (12.1.4) would lead to
\[ dV(t) = \theta(t) \cdot dX(t) + X(t) \cdot d\theta(t) + d\theta(t) \cdot dX(t) \]
if \( \theta(t) \) was also an Itô process. However, the requirement (12.1.6) stems from the corresponding discrete time model: If investments \( \theta(t_k) \) are made at discrete times \( t = t_k \), then the increase in the wealth \( \Delta V(t_k) = V(t_{k+1}) - V(t_k) \) should be given by
\[ \Delta V(t_k) = \theta(t_k) \cdot \Delta X(t_k) \] (12.1.12)

where \( \Delta X(t_k) = X(t_{k+1}) - X(t_k) \) is the change in prices, provided that no money is brought in or taken out from the system i.e. provided the portfolio is self-financing. If we consider our continuous time model as a limit of the discrete time case as \( \Delta t_k = t_{k+1} - t_k \) goes to 0, then (12.1.6) (with the Itô interpretation of the integral) follows from (12.1.12).
f) Note that if \( \theta \) is self-financing for \( X(t) \) and
\[ \overline{V}^\theta(t) = \theta(t) \cdot \overline{X}(t) = \xi(t)V^\theta(t) \] (12.1.13)

is the value process of the normalized market, then by Itô’s formula and (12.1.11) we have
\[ d\overline{V}^\theta(t) = \xi(t)d\overline{V}^\theta(t) + V^\theta(t)d\xi(t) \]
\[ = \xi(t)\theta(t)dX(t) - \rho(t)\xi(t)V^\theta(t)dt \]
\[ = \xi(t)\theta(t)[dX(t) - \rho(t)X(t)dt] \]
\[ = \theta(t)d\overline{X}(t). \] (12.1.14)
Hence $\theta$ is also self-financing for the normalized market.

**Remark.** Note that by combining (12.1.4) and (12.1.6) we get

$$\theta_0(t)X_0(t) + \sum_{i=1}^{n} \theta_i(t)X_i(t) = V(0) + \int_{0}^{t} \theta_0(s)dX_0(s) + \sum_{i=1}^{n} \int_{0}^{t} \theta_i(s)dX_i(s).$$

Hence, if we put

$$Y_0(t) = \theta_0(t)X_0(t),$$

then

$$dY_0(t) = \rho(t)Y_0(t)dt + dA(t),$$

where

$$A(t) = \sum_{i=1}^{n} \left( \int_{0}^{t} \theta_i(s)dX_i(s) - \theta_i(t)X_i(t) \right).$$

This equation has the solution

$$\xi(t)Y_0(t) = \theta_0(0) + \int_{0}^{t} \xi(s)dA(s)$$

or

$$\theta_0(t) = \theta_0(0) + \int_{0}^{t} \xi(s)dA(s).$$

Using integration by parts we may rewrite this as

$$\theta_0(t) = \theta_0(0) + \xi(t)A(t) - A(0) - \int_{0}^{t} A(s)d\xi(s)$$

or

$$\theta_0(t) = V(0) + \xi(t)A(t) + \int_{0}^{t} \rho(s)A(s)\xi(s)ds.$$  \hspace{1cm} (12.1.16)

In particular, if $\rho = 0$ this gives

$$\theta_0(t) = V(0) + A(t).$$  \hspace{1cm} (12.1.17)

Therefore, if $\theta_1(t),\ldots,\theta_n(t)$ are chosen, we can always make the portfolio $\theta(t) = (\theta_0(t),\theta_1(t),\ldots,\theta_n(t))$ self-financing by choosing $\theta_0(t)$ according to (12.1.16).

We now make the following definition
Definition 12.1.2. A portfolio \( \theta(t) \) which satisfies (12.1.5) and which is self-financing is called admissible if the corresponding value process \( V^\theta(t) \) is \((t, \omega)\) a.s. lower bounded, i.e. there exists \( K = K(\theta) < \infty \) such that

\[
V^\theta(t, \omega) \geq -K \quad \text{for a.a.} \ (t, \omega) \in [0, T] \times \Omega.
\] (12.1.18)

This is the analogue of a tame portfolio in the context of Karatzas (1996). The restriction (12.1.18) reflects a natural condition in real life finance: There must be a limit to how much debt the creditors can tolerate. See Example 12.1.4.

Definition 12.1.3. An admissible portfolio \( \theta(t) \) is called an arbitrage (in the market \( \{X_t\}_{t \in [0,T]} \)) if the corresponding value process \( V^\theta(t) \) satisfies \( V^\theta(0) = 0 \) and

\[
V^\theta(T) \geq 0 \quad \text{a.s. and} \quad P[V^\theta(T) > 0] > 0.
\]

In other words, \( \theta(t) \) is an arbitrage if it gives an increase in the value from time \( t = 0 \) to time \( t = T \) a.s., and a strictly positive increase with positive probability. So \( \theta(t) \) generates a profit without any risk of losing money.

Intuitively, the existence of an arbitrage is a sign of lack of equilibrium in the market: No real market equilibrium can exist in the long run if there are arbitrages there. Therefore it is important to be able to determine if a given market allows an arbitrage or not. Not surprisingly, this question turns out to be closely related to what conditions we pose on the portfolios that should be allowed to use. We have defined our admissible portfolios in Definition 12.1.2 above, where condition (12.1.18) was motivated from a modelling point of view. One could also obtain a mathematically sensible theory with other conditions instead, for example, with \( L^2 \)-conditions which imply that

\[
E[V^2(t)] < \infty \quad \text{for all} \ t \in [0, T].
\] (12.1.19)

In any case, some additional conditions are required on the self-financial portfolios: If we only require the portfolio to be self-financing (and satisfying (12.1.5)) we can generate virtually any final value \( V(T) \), as the next example illustrates:

Example 12.1.4. Consider the following market

\[
dX_0(t) = 0, \quad dX_1(t) = dB(t), \quad 0 \leq t \leq T = 1.
\]

Let

\[
Y(t) = \int_0^t \frac{dB(s)}{\sqrt{1-s}} \quad \text{for} \ 0 \leq t < 1.
\]

By Corollary 8.5.5 there exists a Brownian motion \( \hat{B}(t) \) such that
where
\[ \beta_t = \int_0^t \frac{ds}{1-s} = \ln \left( \frac{1}{1-t} \right) \quad \text{for } 0 \leq t < 1. \]

Let \( a \in \mathbb{R} \) be a given constant and define
\[ \tau_a := \tau_{a, \beta} := \inf \{ t > 0; \hat{B}(t) = a \} \]
and
\[ \alpha_a := \alpha_{a, \beta} := \inf \{ t > 0; Y(t) = a \} . \]

Then
\[ \tau < \infty \quad \text{a.s. (Exercise 7.4a))} \]
and
\[ \tau = \ln \left( \frac{1}{1-\alpha} \right), \quad \text{so } \alpha < 1 \text{ a.s.} \]

Let \( \theta(t) = (\theta_0(t), \theta_1(t)) \) be a self-financing portfolio with
\[ \theta_1(t) = \begin{cases} \frac{1}{\sqrt{1-t}} & \text{for } 0 \leq t < \alpha \\ 0 & \text{for } \alpha \leq t \leq 1 \end{cases} . \]

Then the corresponding value process is given by
\[ V(t) = \int_0^{t \wedge \alpha} \frac{dB(s)}{\sqrt{1-s}} = Y(t \wedge \alpha) \quad \text{for } 0 \leq t \leq 1 , \]
if we assume that \( V(0) = 0 \). In particular,
\[ V(1) = Y(\alpha) = a \quad \text{a.s.} \]

In this case condition (12.1.5) reduces to
\[ \int_0^1 \theta_1^2(s)ds < \infty \quad \text{a.s.} \]
Now
\[ \int_0^1 \theta_1^2(s)ds = \int_0^\alpha \frac{ds}{1-s} = \ln \left( \frac{1}{1-\alpha} \right) = \tau < \infty \quad \text{a.s.} , \]
so (12.1.5) holds. But \( \theta(t) \) is not admissible, because \( V(t) = Y(t \wedge \alpha) = \hat{B}(\ln(\frac{1}{1-t})) \) is not \((t, \omega)\)-a.s. lower bounded for \((t, \omega) \in [0, T] \times \Omega \). Note that \( \theta(t) \) does not satisfy (12.1.19) either, because
$E[V^2(t)] = E[Y^2(t \wedge \alpha)] = E \left[ \int_0^{t \wedge \alpha} \frac{ds}{1-s} \right] = E \left[ \ln \left( \frac{1}{1-t \wedge \alpha} \right) \right] \rightarrow E[\tau] = \infty$

as $t \to T$ (Exercise 7.4b).

This example illustrates that with portfolios only required to be self-financing and satisfy (12.1.5) one can virtually generate any terminal value $V(T, \omega)$ from $V_0 = 0$, even when the risky price process $X_1(t)$ is Brownian motion. This clearly contradicts the real life situation in finance, so a realistic mathematical model must put stronger restrictions than (12.1.5) on the portfolios allowed. One such natural restriction is (12.1.18), as we have adopted.

To emphasize the phenomenon illustrated by this example, we state the following striking result, which is due to Dudley (1977):

**Theorem 12.1.5.** Let $F$ be an $\mathcal{F}^{(m)}_T$-measurable random variable and let $B(t)$ be $m$-dimensional Brownian motion. Then there exists $\phi \in W^m$ such that

$$F(\omega) = \int_0^T \phi(t, \omega) dB(t). \quad (12.1.20)$$

Note that $\phi$ is not unique. See Exercise 3.4.22 in Karatzas and Shreve (1991). See also Exercise 12.4.

This implies that for any constant $z$ there exists $\phi \in W^m$ such that

$$F(\omega) = z + \int_0^T \phi(t, \omega) dB(t).$$

Thus, if we let $m = n$ and interprete $B_1(t) = X_1(t), \ldots, B_n(t) = X_n(t)$ as prices, and put $X_0(t) \equiv 1$, this means that we can, with any initial fortune $z$, generate any $\mathcal{F}^{(m)}_T$-measurable final value $F = V(T)$, as long as we are allowed to choose the portfolio $\phi$ freely from $W^m$. This again underlines the need for some extra restriction on the family of portfolios allowed, like condition (12.1.18).

How can we decide if a given market $\{X(t)\}_{t \in [0,T]}$ allows an arbitrage or not? The following simple result is useful:

**Lemma 12.1.6.** Suppose there exists a measure $Q$ on $\mathcal{F}^{(m)}_T$ such that $P \sim Q$ and such that the normalized price process $\{\overline{X}(t)\}_{t \in [0,T]}$ is a local martingale w.r.t. $Q$. Then the market $\{X(t)\}_{t \in [0,T]}$ has no arbitrage.
Proof. Suppose $\theta(t)$ is an arbitrage for $\{X(t)\}_{t \in [0,T]}$. Let $V^\theta(t)$ be the corresponding value process for the normalized market with $V^\theta(0) = 0$. Then $V^\theta(t)$ is a lower bounded local martingale w.r.t. $Q$, by (12.1.14). Therefore $V^\theta(t)$ is a supermartingale w.r.t. $Q$, by Exercise 7.12. Hence
\[
E_Q[V^\theta(T)] \leq V^\theta(0) = 0 . \tag{12.1.21}
\]
But since $V^\theta(T, \omega) \geq 0$ a.s. $P$ we have $V^\theta(T, \omega) \geq 0$ a.s. $Q$ (because $Q \ll P$) and since $P[V^\theta(T) > 0] > 0$ we have $Q[V^\theta(T) > 0] > 0$ (because $P \ll Q$). This implies that
\[
E_Q[V^\theta(T)] > 0 ,
\]
which contradicts (12.1.21). Hence arbitra ges do not exist for the normalized price process $\{X(t)\}$. It follows that $\{X(t)\}$ has no arbitrage. (Exercise 12.1). \qed

**Definition 12.1.7.** A measure $Q \sim P$ such that the normalized process $\{X(t)\}_{t \in [0,T]}$ is a (local) martingale w.r.t. $Q$ is called an equivalent (local) martingale measure.

Thus Lemma 12.1.6 states that if there exists an equivalent local martingale measure then the market has no arbitrage. In fact, then the market also satisfies the stronger condition “no free lunch with vanishing risk” (NFLVR). Conversely, if the market satisfies the NFLVR condition, then there exists an equivalent martingale measure. See Delbaen and Schachermayer (1994), (1995), (1997), Levental and Skorohod (1995) and the references therein. Here we will settle with a weaker result, which nevertheless is good enough for many applications:

**Theorem 12.1.8.** a) Suppose there exists a process $u(t, \omega) \in V^m(0,T)$ such that, with $\hat{X}(t, \omega) = (X_1(t, \omega), \ldots, X_n(t, \omega))$,
\[
\sigma(t, \omega) u(t, \omega) = \mu(t, \omega) - \rho(t, \omega) \hat{X}(t, \omega) \quad \text{for a.a. } (t, \omega) \tag{12.1.22}
\]
and such that
\[
E \left[ \exp \left( \frac{1}{2} \int_0^T u^2(t, \omega) dt \right) \right] < \infty . \tag{12.1.23}
\]
Then the market $\{X(t)\}_{t \in [0,T]}$ has no arbitrage.

b) (Karatzas (1996), Th. 0.2.4) Conversely, if the market $\{X(t)\}_{t \in [0,T]}$ has no arbitrage, then there exists an $\mathcal{F}_t^{(m)}$-adapted, $(t, \omega)$-measurable process $u(t, \omega)$ such that
\[
\sigma(t, \omega) u(t, \omega) = \mu(t, \omega) - \rho(t, \omega) \hat{X}(t, \omega) \quad \text{for a.a. } (t, \omega).
\]
Proof. a) We may assume that \( \{X(t)\} \) is normalized, i.e. that \( \rho = 0 \) (Exercise 12.1). Define the measure \( Q = Q_u \) on \( \mathcal{F}_T^{(m)} \) by

\[
dQ(\omega) = \exp \left( - \int_0^T u(t, \omega) dB(t) - \frac{1}{2} \int_0^T u^2(t, \omega) dt \right) dP(\omega) .
\]  

(12.1.24)

Then \( Q \sim P \) and by the Girsanov theorem II (Theorem 8.6.4) the process

\[
\tilde{B}(t) := t \int_0^t u(s, \omega) ds + B(t)
\]  

(12.1.25)

is a \( Q \)-Brownian motion and in terms of \( \tilde{B}(t) \) we have

\[
dx_i(t) = \mu_i dt + \sigma_i dB(t) = \sigma_i d\tilde{B}(t); \quad 1 \leq i \leq n .
\]

Hence \( X(t) \) is a local \( Q \)-martingale and the conclusion follows from Lemma 12.1.6.

b) Conversely, assume that the market has no arbitrage and is normalized. For \( t \in [0, T], \omega \in \Omega \) let

\[
F_t = \{ \omega ; \text{the equation (12.1.22) has no solution} \} = \{ \omega ; \mu(t, \omega) \text{ does not belong to the linear span of the columns} \}
\]

of \( \sigma(t, \omega) \} = \{ \omega ; \exists v = v(t, \omega) \text{ with } \sigma^T(t, \omega)v(t, \omega) = 0 \text{ and} \)
\[
v(t, \omega) \cdot \mu(t, \omega) \neq 0 \} .
\]

Define

\[
\theta_i(t, \omega) = \begin{cases} 
\text{sign}(v(t, \omega) \cdot \mu(t, \omega)) v_i(t, \omega) & \text{for } \omega \in F_t \\
0 & \text{for } \omega \notin F_t
\end{cases}
\]

for \( 1 \leq i \leq n \) and \( \theta_0(t, \omega) \) according to (12.1.17). Since \( \sigma(t, \omega), \mu(t, \omega) \) are \( \mathcal{F}_t^{(m)} \)-adapted and \( (t, \omega) \)-measurable, it follows that we can choose \( \theta(t, \omega) \) to be \( \mathcal{F}_t^{(m)} \)-adapted and \( (t, \omega) \)-measurable also. Moreover, \( \theta(t, \omega) \) is self-financing and it generates the following gain in the value function

\[
V^\theta(t, \omega) - V^\theta(0) = \int_0^t \sum_{i=1}^n \theta_i(s, \omega) dX_i(s)
\]

\[
= \int_0^t \mathcal{X}_{F_t}(\omega) |v(s, \omega) \cdot \mu(s, \omega)| ds + \int_0^t \sum_{j=1}^m \left( \sum_{i=1}^n \theta_i(s, \omega) \sigma_{ij}(s, \omega) \right) dB_j(s)
\]
\[ \begin{align*}
&= \int_{0}^{t} X_{F_{t}}(\omega) |v(s, \omega) \cdot \mu(s, \omega)| \, ds \\
&\quad + \int_{0}^{t} \text{sign}(v(s, \omega) \cdot \mu(s, \omega)) X_{F_{t}}(\omega) \sigma^T(s, \omega)v(s, \omega) \, dB(s) \\
&= \int_{0}^{t} X_{F_{t}}(\omega) |v(s, \omega) \cdot \mu(s, \omega)| \, ds \geq 0 \quad \text{for all } t \in [0, T].
\end{align*} \]

Since the market has no arbitrage we must (by Exercise 12.1 b) have that

\[ X_{F_{t}}(\omega) = 0 \quad \text{for a.a. } (t, \omega) \]
i.e. that (12.1.22) has a solution for a.a. \((t, \omega)\). \hfill \Box

**Example 12.1.9. a)** Consider the price process \(X(t)\) given by

\[ \begin{align*}
dX_{0}(t) &= 0, \\
dX_{1}(t) &= 2 \, dt + dB_{1}(t), \\
dX_{2}(t) &= -dt + dB_{1}(t) + dB_{2}(t).
\end{align*} \]

In this case we have

\[ \mu = \begin{bmatrix} 2 \\ -1 \end{bmatrix}, \quad \sigma = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \]

and the system \(\sigma u = \mu\) has the unique solution

\[ u = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} = \begin{bmatrix} 2 \\ -3 \end{bmatrix}. \]

From Theorem 12.1.8a) we conclude that \(X(t)\) has no arbitrage.

**b)** Next, consider the price process \(Y(t)\) given by

\[ \begin{align*}
dY_{0}(t) &= 0, \\
dY_{1}(t) &= 2 \, dt + dB_{1}(t) + dB_{2}(t), \\
dY_{2}(t) &= -dt - dB_{1}(t) - dB_{2}(t).
\end{align*} \]

Here the system of equations \(\sigma u = \mu\) gets the form

\[ \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} = \begin{bmatrix} 2 \\ -1 \end{bmatrix} \]

which has no solutions. So the market has an arbitrage, according to Theorem 12.1.8 b). Indeed, if we choose

\[ \theta(t) = (\theta_0, 1, 1) \]

we get
\[ V^{\theta}(T) = V^{\theta}(0) + \int_0^T 2\,dt + dB_1(t) + dB_2(t) - dB_1(t) - dB_2(t) \]
\[ \quad = V^{\theta}(0) + T. \]

In particular, if we choose \( \theta_0 \) constant such that
\[ V^{\theta}(0) = \theta_0 Y_0(0) + Y_1(0) + Y_2(0) = 0, \]
then \( \theta \) will be an arbitrage (see Exercise 12.2).

### 12.2 Attainability and Completeness

We start this section by stating without proof the following useful result, which is a special case of Proposition 17.1 in Yor (1997):

**Lemma 12.2.1.** Suppose a process \( u(t, \omega) \in \mathcal{V}^m(0, T) \) satisfies the condition
\[ \mathbb{E} \left[ \exp \left( \frac{1}{2} \int_0^T u^2(s, \omega)\,ds \right) \right] < \infty. \] (12.2.1)

Define the measure \( Q = Q_u \) on \( \mathcal{F}_T^m \) by
\[ dQ(\omega) = \exp \left( -\int_0^T u(t, \omega)dB(t) - \frac{1}{2} \int_0^T u^2(t, \omega)\,dt \right) dP(\omega). \] (12.2.2)

Then
\[ \tilde{B}(t) := \int_0^t u(s, \omega)\,ds + B(t) \] (12.2.3)
is an \( \mathcal{F}_t^m \)-martingale (and hence an \( \mathcal{F}_t^m \)-Brownian motion) w.r.t. \( Q \) and any \( F \in L^2(\mathcal{F}_T^m, Q) \) has a unique representation
\[ F(\omega) = \mathbb{E}_Q[F] + \int_0^T \phi(t, \omega)d\tilde{B}(t), \] (12.2.4)
where \( \phi(t, \omega) \) is an \( \mathcal{F}_t^m \)-adapted, \((t, \omega)\)-measurable \( \mathbb{R}^m \)-valued process such that
\[ \mathbb{E}_Q \left[ \int_0^T \phi^2(t, \omega)\,dt \right] < \infty. \] (12.2.5)
Remark. a) Note that the filtration \( \tilde{\mathcal{F}}_t^{(m)} \) generated by \( \{ \tilde{B}(t) \} \) is contained in \( \{ \mathcal{F}_t^{(m)} \} \) (by (12.2.3)), but not necessarily equal to \( \{ \mathcal{F}_t^{(m)} \} \). Therefore the representation (12.2.4) is not a consequence of the Itô representation theorem (Theorem 4.2.3) or the Dudley theorem (Theorem 12.1.5), which in this setting would require that \( F \) be \( \tilde{\mathcal{F}}_T^{(m)} \)-measurable.

b) To prove that \( \tilde{B}(t) \) is an \( \mathcal{F}_t^{(m)} \)-martingale w.r.t \( Q \), we apply Itô’s formula to the process
\[
Y(t) := Z(t)\tilde{B}(t),
\]
where
\[
Z(t) = \exp \left( -\int_0^t u(s,\omega)dB(s) - \frac{1}{2} \int_0^t u^2(s,\omega)ds \right),
\]
and use the Bayes formula, Lemma 8.6.2. The details are left to the reader. (Exercise 12.5.)

Next we make the following simple, but useful observation:

**Lemma 12.2.2.** Let \( X(t) = \xi(t)X(t) \) be the normalized price process, as in (12.1.8)–(12.1.11). Suppose \( \theta(t) \) is an admissible portfolio for the market \( \{ X(t) \} \) with value process
\[
V^\theta(t) = \theta(t) \cdot X(t). \tag{12.2.6}
\]
Then \( \theta(t) \) is also an admissible portfolio for the normalized market \( \{ X(t) \} \) with value process
\[
\overline{V}^\theta(t) := \theta(t) \cdot \overline{X}(t) = \xi(t)V^\theta(t) \tag{12.2.7}
\]
and vice versa.

In other words,
\[
V^\theta(t) = V^\theta(0) + \int_0^t \theta(s)dX(s); \quad 0 \leq t \leq T \tag{12.2.8}
\]
\[
\xi(t)V^\theta(t) = V^\theta(0) + \int_0^t \theta(s)d\overline{X}(s); \quad 0 \leq t \leq T \tag{12.2.9}
\]

**Proof.** Note that \( \overline{V}^\theta(t) \) is lower bounded if and only if \( V^\theta(t) \) is lower bounded (since \( \rho(t) \) is bounded). Consider first the market consisting of the price process \( X(t) \). Let \( \theta(t) \) be an admissible portfolio for this market with value process \( V^\theta(t) \). Then
\[
\overline{V}^\theta(t) = \theta(t) \cdot \overline{X}(t) = \xi(t)V^\theta(t) \tag{12.2.10}
\]
and since \( \theta(t) \) is self-financing for the market \( \{X(t)\} \) we have, by (12.1.14),
\[
d\widehat{V}^\theta(t) = \theta(t)dX(t) .
\] (12.2.11)
Hence \( \theta(t) \) is also admissible for \( \{X(t)\} \) and \( \widehat{V}^\theta(t) = V^\theta(0) + \int_0^t \theta(s)d\overline{X}(s) \), which shows that (12.2.8) implies (12.2.9).

The argument goes both ways, so the lemma is proved. \( \square \)

Before we proceed we note the following useful result:

**Lemma 12.2.3.** Suppose there exists an \( m \)-dimensional process \( u(t, \omega) \in V^m_0(0, T) \) such that, with \( \tilde{X}(t, \omega) = (X_1(t, \omega), \ldots, X_n(t, \omega)) \),
\[
\sigma(t, \omega)u(t, \omega) = \mu(t, \omega) - \rho(t, \omega)\tilde{X}(t, \omega) \quad \text{for a.a.} \quad (t, \omega) \quad (12.2.12)
\]
and
\[
E \left[ \exp \left( \frac{1}{2} \int_0^T u^2(s, \omega)ds \right) \right] < \infty . \quad (12.2.13)
\]
Define the measure \( Q = Q_u \) and the process \( \tilde{B}(t) \) as in (12.2.2), (12.2.3), respectively. Then \( \tilde{B} \) is a Brownian motion w.r.t. \( Q \) and in terms of \( \tilde{B} \) we have the following representation of the normalized market \( \overline{X}(t) = \xi(t)X(t) : \)
\[
d\overline{X}_0(t) = 0 \quad (12.2.14)
\]
\[
d\overline{X}_i(t) = \xi(t)\sigma_i(t)\tilde{B}(t) ; \quad 1 \leq i \leq n . \quad (12.2.15)
\]
In particular, if \( \int_0^T E_Q[\xi^2(t)\sigma_i^2(t)]dt < \infty \), then \( Q \) is an equivalent martingale measure (Definition 12.1.7).

In any case the normalized value process \( \overline{V}^\theta(t) \) of an admissible portfolio \( \theta \) is a local \( Q \)-martingale given by
\[
d\overline{V}^\theta(t) = \xi(t)\sum_{i=1}^n \theta_i(t)\sigma_i(t)d\tilde{B}(t) \quad (12.2.16)
\]

Proof. The first statement follows from the Girsanov theorem. To prove the representation (12.2.15) we compute
\[
d\overline{X}_i(t) = d(\xi(t)X_i(t)) = \xi(t)dX_i(t) + X_i(t)d\xi(t)
= \xi(t)[(\mu_i(t) - \rho(t)X_i(t))dt + \sigma_i(t)d\tilde{B}(t)]
= \xi(t)[(\mu_i(t) - \rho(t)X_i(t))dt + \sigma_i(t)(d\tilde{B}(t) - u_i(t)dt)]
= \xi(t)\sigma_i(t)d\tilde{B}(t) .
\]
In particular, if \( \int_0^T E_Q [\xi^2(t) \sigma_i^2(t)] dt < \infty \), then \( \mathbf{X}_i(t) \) is a martingale w.r.t. \( Q \) by Corollary 3.2.6.

Finally, the representation (12.2.16) follows from (12.2.11) and (12.2.15). \( \Box \)

**Note.** From now on we assume that there exists a process \( u(t, \omega) \in \mathcal{V}_m(0, T) \) satisfying (12.2.12) and (12.2.13) and we let \( Q \) and \( \tilde{B} \) be as in (12.2.2), (12.2.3), as described in Lemma 12.2.3.

**Definition 12.2.4.**

a) A (European) contingent \( T \)-claim (or just a \( T \)-claim or claim) is a lower bounded \( \mathcal{F}_T \)-measurable random variable \( F(\omega) \).

b) We say that the claim \( F(\omega) \) is attainable (in the market \( \{X(t)\}_{t \in [0,T]} \)) if there exists an admissible portfolio \( \theta(t) \) and a real number \( z \) such that

\[
F(\omega) = V_\theta z(T) := z + \int_0^T \theta(t)dX(t) \quad \text{a.s.}
\]

and such that

\[
V_\theta(t) = z + \int_0^t \xi(s) \sum_{i=1}^n \theta_i(s) \sigma_i(s) d\tilde{B}(s) \quad 0 \leq t \leq T \quad \text{is a } Q\text{-martingale}.
\]

If such a \( \theta(t) \) exists, we call it a replicating or hedging portfolio for \( F \).

c) The market \( \{X(t)\}_{t \in [0,T]} \) is called complete if every bounded \( T \)-claim is attainable.

In other words, a claim \( F(\omega) \) is attainable if there exists a real number \( z \) such that if we start with \( z \) as our initial fortune we can find an admissible portfolio \( \theta(t) \) which generates a value \( V_\theta z(T) \) at time \( T \) which a.s. equals \( F \):

\[
V_\theta z(T, \omega) = F(\omega) \quad \text{for a.a. } \omega.
\]

In addition we require that the corresponding normalized value process \( V_\theta(t) \), which has the representation (12.2.16), is a martingale and not just a local martingale w.r.t. \( Q \).

**Remark.**

a) The boundedness condition in part c) of Definition 12.2.1 is technically convenient, but other, related definitions are also possible. Note that if the market is complete in the sense of c), then it often follows that many unbounded claims are attainable as well. See Exercise 12.3.

b) If we drop the martingale condition in Definition 12.2.4b) then the replicating portfolio \( \theta \) need not be unique. See Exercise 12.4.
What claims are attainable? Which markets are complete? These are important, but difficult questions in general. We will give some partial answers.

We are now ready for the main result of this section:

**Theorem 12.2.5.** The market \( \{X(t)\} \) is complete if and only if \( \sigma(t, \omega) \) has a left inverse \( \Lambda(t, \omega) \) for a.a. \((t, \omega)\), i.e. there exists an \( \mathcal{F}_t^{(m)} \)-adapted matrix valued process \( \Lambda(t, \omega) \in \mathbb{R}^{m \times n} \) such that

\[
\Lambda(t, \omega)\sigma(t, \omega) = I_m \quad \text{for a.a. } (t, \omega). \tag{12.2.17}
\]

**Remark.** Note that the property (12.2.17) is equivalent to the property

\[
\text{rank } \sigma(t, \omega) = m \quad \text{for a.a. } (t, \omega). \tag{12.2.18}
\]

**Proof of Theorem 12.2.5.** (i) Assume that (12.2.17) hold. Let \( Q \) and \( \tilde{B} \) be as in (12.2.2), (12.2.3). Let \( F \) be a bounded \( T \)-claim. We want to prove that there exists an admissible portfolio \( \theta(t) = (\theta_0(t), \ldots, \theta_n(t)) \) and a real number \( z \) such that if we put

\[
V^\theta_z(t) = z + \int_0^t \theta(s)dX(s); \quad 0 \leq t \leq T
\]

then \( V^\theta_z(t) \) is a \( Q \)-martingale and

\[
V^\theta_z(T) = F(\omega) \quad \text{a.s.}
\]

By (12.2.16) this is equivalent to

\[
\xi(T)F(\omega) = V^\theta_z(T) = z + \int_0^T \xi(t) \sum_{i=1}^n \theta_i(t)\sigma_i(t)d\tilde{B}(t).
\]

By Lemma 12.2.1 we have a unique representation

\[
\xi(T)F(\omega) = E_Q[\xi(T)F] + \int_0^T \phi(t, \omega)d\tilde{B}(t) = E_Q[\xi(T)F] + \sum_{j=1}^m \phi_j(t, \omega)d\tilde{B}_j(t)
\]

for some \( \phi(t, \omega) = (\phi_1(t, \omega), \ldots, \phi_m(t, \omega)) \in \mathbb{R}^m \). Hence we put

\[
z = E_Q[\xi(T)F]
\]

and we choose \( \tilde{\theta}(t) = (\theta_1(t), \ldots, \theta_n(t)) \) such that

\[
\xi(t) \sum_{i=1}^n \theta_i(t)\sigma_{ij}(t) = \phi_j(t); \quad 1 \leq j \leq m
\]
i.e. such that
\[ \xi(t) \hat{\theta}(t) \sigma(t) = \phi(t). \]
By (12.2.17) this equation in \( \hat{\theta}(t) \) has the solution
\[ \hat{\theta}(t, \omega) = X_0(t) \phi(t, \omega) A(t, \omega). \]
By choosing \( \theta_0 \) according to (12.1.16) the portfolio becomes self-financing.
Moreover, since \( \xi(t) V_\omega^\theta(t) = z + \int_0^t \theta(s) d\mathcal{X}(s) = z + \int_0^t \phi(s) d\tilde{B}(s) \), we get the useful formula
\[ \xi(t) V_\omega^\theta(t) = E_Q[\xi(T) V_\omega^\theta(T)|\mathcal{F}_t] = E_Q[\xi(T) F|\mathcal{F}_t]. \] (12.2.19)
In particular, \( V_\omega^\theta(t) \) is lower bounded. Hence the market \( \{X(t)\} \) is complete.
(ii) Conversely, assume that \( \{X(t)\} \) is complete. Then \( \{\mathcal{X}(t)\} \) is complete, so we may assume that \( \rho = 0 \). The calculation in part a) shows that the value process \( V_\omega^\theta(t) \) generated by an admissible portfolio \( \theta(t) = (\theta_0(t), \theta_1(t), \ldots, \theta_n(t)) \) is
\[ V_\omega^\theta(t) = z + \int_0^t \sum_{j=1}^m \left( \sum_{i=1}^n \theta_i \sigma_{ij} \right) d\tilde{B}_j = z + \int_0^t \hat{\theta} \sigma d\tilde{B}, \] (12.2.20)
where \( \hat{\theta}(t) = (\theta_1(t), \ldots, \theta_n(t)) \).
Since \( \{X(t)\} \) is complete we can hedge any bounded \( T \)-claim. Choose
an \( \mathcal{F}_t^{(m)} \)-adapted process \( \phi(t, \omega) \in \mathbb{R}^m \) such that \( E_Q[\int_0^T \phi^2(t, \omega) dt] < \infty \) and define \( F(\omega) := \int_0^T \phi(t, \omega) d\tilde{B}(t) \). Then \( E_Q[F^2] < \infty \) so we can find a sequence of bounded \( T \)-claims \( F_k(\omega) \) such that
\[ F_k \to F \quad \text{in} \quad L^2(Q) \quad \text{and} \quad E_Q[F_k] = 0. \]
By completeness there exists for all \( k \) an admissible portfolio \( \theta^{(k)} = (\theta_0^{(k)}, \hat{\theta}^{(k)}) \) such that \( V^{\theta^{(k)}}(t) = \int_0^t \hat{\theta}^{(k)} \sigma d\tilde{B} \) is a \( Q \)-martingale and
\[ F_k(\omega) = V^{\theta^{(k)}}(T) = \int_0^T \hat{\theta}^{(k)} \sigma d\tilde{B}. \]
Then by the Itô isometry the sequence \( \{\hat{\theta}^{(k)} \sigma\}_{k=1}^\infty \) is a Cauchy sequence in \( L^2(\lambda \times Q) \), where \( \lambda \) denotes Lebesgue measure on \([0, T] \). Hence there exists \( \psi(t, \omega) = (\psi_1(t, \omega), \ldots, \psi_m(t, \omega)) \in L^2(\lambda \times Q) \) such that
\[ \hat{\theta}^{(k)} \sigma \rightarrow \psi \quad \text{in} \quad L^2(\lambda \times Q). \]

But then
\[
\int_0^t \psi \tilde{d} B = \lim_{k \to \infty} \int_0^t \hat{\theta}^{(k)} \sigma d\tilde{B} = \lim_{k \to \infty} E[F_k \mid \tilde{\mathcal{F}}_t^{(m)}] = E[F \mid \tilde{\mathcal{F}}_t^{(m)}] = \int_0^t \phi \tilde{d} B
\]
a.s. for all \( t \in [0, T] \), where \( \tilde{\mathcal{F}}_t^{(m)} \) is the \( \sigma \)-algebra generated by \( \tilde{B}(s) ; s \leq t \).

Hence by uniqueness we have \( \phi(t, \omega) = \psi(t, \omega) \) for a.a. \( (t, \omega) \). By taking a subsequence we obtain that for a.a. \( (t, \omega) \) there exists a sequence \( x^{(k)}(t, \omega) = (x_1^{(k)}(t, \omega), \ldots, x_m^{(k)}(t, \omega)) \in \mathbb{R}^m \) such that
\[
x^{(k)}(t, \omega) \sigma(t, \omega) \rightarrow \phi(t, \omega) \quad \text{as} \quad k \to \infty.
\]
This implies that \( \phi(t, \omega) \) belongs to the linear span of the rows \( \{\sigma_i(t, \omega)\}_{i=1}^n \) of \( \sigma(t, \omega) \). Since \( \phi \in L^2(\lambda \times Q) \) was arbitrary, we conclude that the linear span of \( \{\sigma_i(t, \omega)\}_{i=1}^n \) is the whole of \( \mathbb{R}^m \) for a.a. \( (t, \omega) \). So \( \text{rank} \sigma(t, \omega) = m \) and there exists \( \Lambda(t, \omega) \in \mathbb{R}^{m \times n} \) such that
\[
\Lambda(t, \omega) \sigma(t, \omega) = I_m.
\]

\[\Box\]

Corollary 12.2.6. (a) If \( n = m \) then the market is complete if and only if \( \sigma(t, \omega) \) is invertible for a.a. \( (t, \omega) \).

(b) If the market is complete, then
\[
\text{rank} \sigma(t, \omega) = m \quad \text{for a.a.} \quad (t, \omega).
\]
In particular, \( n \geq m \).

Moreover, the process \( u(t, \omega) \) satisfying (12.2.12) is unique.

Proof. (a) is a direct consequence of Theorem 12.2.5, since the existence of a left inverse implies invertibility when \( n = m \). The existence of a left inverse of an \( n \times m \) matrix is only possible if the rank is equal to \( m \), which again implies that \( n \geq m \). Moreover, the only solution \( u(t, \omega) \) of (12.2.12) is given by
\[
u(t, \omega) = \Lambda(t, \omega)[\mu(t, \omega) - \rho(t, \omega)\tilde{X}(t, \omega)].
\]
This shows (b). \[\Box\]

Example 12.2.7. Define \( X_0(t) \equiv 1 \) and
\[
\begin{bmatrix}
dx_1(t) \\
dx_2(t) \\
dx_3(t)
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 1 \\
2 & 0 & 1 \\
3 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
dB_1(t) \\
dB_2(t)
\end{bmatrix}.
\]

Then \( \rho = 0 \) and the equation (12.2.12) gets the form
\[ \sigma u = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 1 & 1 \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} = \begin{bmatrix} 1 \\ 2 \\ 3 \end{bmatrix} \]

which has the unique solution \( u_1 = 1, u_2 = 2 \). Since \( u \) is constant, it is clear that (12.2.12) and (12.2.13) hold. It is immediate that \( \text{rank} \sigma = 2 \), so (12.2.18) holds and the market is complete by Theorem 12.2.5.

Since
\[
\begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} = I_2,
\]
we see that in this case
\[ A = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} \]
is a left inverse of \( \sigma = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 1 & 1 \end{bmatrix} \).

Example 12.2.8. Let \( X_0(t) \equiv 1 \) and
\[
dX_1(t) = 2dt + dB_1(t) + dB_2(t).
\]
Then \( \mu = 2, \sigma = (1, 1) \in \mathbb{R}^{1 \times 2} \), so \( n = 1 < 2 = m \). Hence this market cannot be complete, by Corollary 12.2.6. So there exist bounded \( T \)-claims which cannot be hedged. Can we find such a \( T \)-claim? Let \( \theta(t) = (\theta_0(t), \theta_1(t)) \) be an admissible portfolio. Then the corresponding value process \( V^\theta_x(t) \) is given by (see (12.2.20))
\[
V^\theta_x(t) = z + \int_0^t \theta_1(s)(dB_1(s) + dB(s)).
\]
So if \( \theta \) hedges a \( T \)-claim \( F(\omega) \) we have
\[
F(\omega) = z + \int_0^T \theta_1(s)(dB_1(s) + dB(s)). \tag{12.2.21}
\]
Choose \( F(\omega) = g(\tilde{B}_1(T)) \), where \( g: \mathbb{R} \to \mathbb{R} \) is bounded. Then by the Itô representation theorem applied to the 2-dimensional Brownian motion \( \tilde{B}(t) = (\tilde{B}_1(t), \tilde{B}_2(t)) \) there is a unique \( \phi(t, \omega) = (\phi_1(t, \omega), \phi_2(t, \omega)) \) such that
\[
g(\tilde{B}_1(T)) = E_Q[g(\tilde{B}_1(T))] + \int_0^T \phi_1(s)d\tilde{B}_1(s) + \phi_2(s)d\tilde{B}_2(s)
\]
and by the Itô representation theorem applied to \( \tilde{B}_1(t) \), we must have \( \phi_2 = 0 \), i.e.
\[
g(\tilde{B}_1(T)) = E_Q[g(\tilde{B}_1(T))] + \int_0^T \phi_1(s)d\tilde{B}_1(s)
\]
Comparing this with (12.2.21) we see that no such \( \theta_1 \) exists. So \( F(\omega) = g(\tilde{B}_1(T)) \) cannot be hedged.

**Remark.** There is a striking characterization of completeness in terms of equivalent martingale measures, due to Harrison and Pliska (1983) and Jacod (1979):

A market \( \{X(t)\} \) is complete if and only if there is *one and only one* equivalent martingale measure for the normalized market \( \{\tilde{X}(t)\} \).

(Compare this result with the equivalent martingale measure characterization of markets with no arbitrage/NFLVR, stated after Definition 12.1.7!)

### 12.3 Option Pricing

#### European Options

Let \( F(\omega) \) be a \( T \)-claim. A *European option* on the claim \( F \) is a guarantee to be paid the amount \( F(\omega) \) at time \( t = T > 0 \). How much would you be willing to pay at time \( t = 0 \) for such a guarantee? You could argue as follows:

If \( I \) – the buyer of the option – pay the price \( y \) for this guarantee, then \( I \) have an initial fortune \( -y \) in my investment strategy. With this initial fortune (debt) it must be possible to hedge to time \( T \) a value \( V_{\theta}^{-y}(T, \omega) \) which, if the guaranteed payoff \( F(\omega) \) is added, gives me a nonnegative result:

\[
V_{\theta}^{-y}(T, \omega) + F(\omega) \geq 0 \quad \text{a.s.}
\]

Thus the maximal price \( p = p(F) \) the buyer is willing to pay is

\[
(\text{Buyer’s price of the (European) contingent claim } F) \quad (12.3.1)
\]

\[
p(F) = \sup \{ y; \text{There exists an admissible portfolio } \theta \\
\text{such that } V_{\theta}^{-y}(T, \omega): = -y + \int_0^T \theta(s)dX(s) \geq -F(\omega) \text{ a.s.} \} 
\]

On the other hand, the seller of this guarantee could argue as follows:

If \( I \) – the seller – receive the price \( z \) for this guarantee, then \( I \) can use this as the initial value in an investment strategy. With this initial fortune it must be possible to hedge to time \( T \) a value \( V_{\theta}^z(T, \omega) \) which is not less than the amount \( F(\omega) \) that \( I \) have promised to pay to the buyer:
Thus the minimal price \( q = q(F) \) the seller is willing to accept is

\[
q(F) = \inf \{ z; \text{ There exists an admissible portfolio } \theta \text{ such that } V^\theta_z(T, \omega) = z + \int_0^T \theta(s)dX(s) \geq F(\omega) \text{ a.s.} \}
\]

**Definition 12.3.1.** If \( p(F) = q(F) \) we call this common value the price (at \( t = 0 \)) of the (European) \( T \)-contingent claim \( F(\omega) \).

Two important examples of European contingent claims are

a) **the European call**, where

\[
F(\omega) = (X_i(T, \omega) - K)^+
\]

for some \( i \in \{1, 2, \ldots, n\} \) and some \( K > 0 \). This option gives the owner the right (but not the obligation) to buy one unit of security number \( i \) at the specified price \( K \) (the exercise price) at time \( T \). So if \( X_i(T, \omega) > K \) then the owner of the option will obtain the payoff \( X_i(T, \omega) - K \) at time \( T \), while if \( X_i(T, \omega) \leq K \) then the owner will not exercise his option and the payoff is 0.

b) Similarly, **the European put** option gives the owner the right (but not the obligation) to sell one unit of security number \( i \) at a specified price \( K \) at time \( T \). This option gives the owner the payoff

\[
F(\omega) = (K - X_i(T, \omega))^+.
\]

**Theorem 12.3.2.** a) Suppose (12.2.12) and (12.2.13) hold and let \( Q \) be as in (12.2.2). Let \( F \) be a (European) \( T \)-claim such that \( E_Q[\xi(T)F] < \infty \). Then

\[
\text{ess inf } F(\omega) \leq p(F) \leq E_Q[\xi(T)F] \leq q(F) \leq \infty. \tag{12.3.3}
\]

b) Suppose, in addition to the conditions in a), that the market \( \{X(t)\} \) is complete. Then the price of the (European) \( T \)-claim \( F \) is

\[
p(F) = E_Q[\xi(T)F] = q(F). \tag{12.3.4}
\]

**Proof.** a) Suppose \( y \in \mathbb{R} \) and there exists an admissible portfolio \( \theta \) such that

\[
V_{y}^\theta(T, \omega) = -y + \int_0^T \theta(s)dX(s) \geq -F(\omega) \text{ a.s.}
\]
i.e., using (12.2.7) and Lemma 12.2.4,
\[-y + \int_0^T \sum_{i=1}^n \theta_i(s)\xi(s)\sigma_i(s)d\tilde{B}(s) \geq -\xi(T)F(\omega) \quad \text{a.s.} \quad (12.3.5)\]
where \(\tilde{B}\) is defined in (12.2.3).

Since \(\int_0^T \sum_{i=1}^n \theta_i(s)\xi(s)\sigma_i(s)d\tilde{B}(s)\) is a lower bounded local \(Q\)-martingale, it is a supermartingale, by Exercise 7.12. Hence \(E_Q[\int_0^T \sum_{i=1}^n \theta_i(s)\xi(s)\sigma_i(s)d\tilde{B}(s)] \leq 0\) for all \(t \in [0,T]\). Therefore, taking the expectation of (12.3.5) with respect to \(Q\) we get
\[y \leq E_Q[\xi(T)F].\]
Hence
\[p(F) \leq E_Q[\xi(T)F],\]
provided such a portfolio \(\theta\) exists for some \(y \in \mathbb{R}\). This proves the second inequality in (12.3.3). Clearly, if \(y < F(\omega)\) for a.a. \(\omega\), we can choose \(\theta = 0\). Hence the first inequality in (12.3.3) holds.

Similarly, if there exists \(z \in \mathbb{R}\) and an admissible portfolio \(\theta\) such that
\[z + \int_0^T \theta(s)dX(s) \geq F(\omega) \quad \text{a.s.}\]
then, as in (12.3.5)
\[z + \int_0^T \sum_{i=1}^n \theta_i(s)\xi(s)\sigma_i(s)d\tilde{B}(s) \geq \xi(T)F(\omega) \quad \text{a.s.}\]
Taking \(Q\)-expectations we get
\[z \geq E_Q[\xi(T)F],\]
provided such \(z\) and \(\theta\) exist.

If no such \(z, \theta\) exist, then \(q(F) = \infty > E_Q[\xi(T)F]\).

b) Next, assume in addition that the market is complete. Define
\[F_k(\omega) = \begin{cases} k & \text{if } F(\omega) \geq k \\ F(\omega) & \text{if } F(\omega) < k \end{cases}\]
Then \(F_k\) is a bounded \(T\)-claim, so by completeness we can find (unique) \(y_k \in \mathbb{R}\) and \(\theta^{(k)}\) such that
\[-y_k + \int_0^T \theta^{(k)}(s)dX(s) = -F_k(\omega) \quad \text{a.s.}\]

i.e. (by (12.2.7) and Lemma 12.2.4)

\[-y_k + \int_0^T \sum_{i=1}^n \theta_i^{(k)}(s)\xi(s)\sigma_i(s)d\tilde{B}(s) = -\xi(T)F_k(\omega) \quad \text{a.s.,}\]

which gives, since \(\int_0^T \sum_{i=1}^n \theta_i^{(k)}(s)\xi(s)\sigma_i(s)d\tilde{B}(s)\) is a \(Q\)-martingale (Definition 12.2.4c)),

\[y_k = E_Q[\xi(T)F_k].\]

Hence

\[p(F) \geq p(F_k) \geq E_Q[\xi(T)F_k] \rightarrow E_Q[\xi(T)F] \quad \text{as } k \rightarrow \infty,\]

by monotone convergence.

Combined with a) this gives

\[p(F) = E_Q[\xi(T)F].\]

A similar argument gives that

\[q(F) = E_Q[\xi(T)F].\]

\[\square\]

**How to Hedge an Attainable Claim**

We have seen that if \(V_\theta^\mathbb{X}(t)\) is the value process of an admissible portfolio \(\theta(t)\) for the market \(\{X(t)\}\), then \(V_\theta^\mathbb{X}(t):= \xi(t)V_\theta^\mathbb{X}(t)\) is the value process of \(\theta(t)\) for the normalized market \(\{\mathbb{X}(t)\}\) (Lemma 12.2.3). Hence we have

\[\xi(t)V_\theta^\mathbb{X}(t) = z + \int_0^t \theta(s)d\mathbb{X}(s) \quad \text{.} \quad (12.3.6)\]

If (12.2.12) and (12.2.13) hold, then – if \(Q, \tilde{B}\) are defined as before ((12.2.2) and (12.2.3)) – we can rewrite this as (see Lemma 12.2.4)

\[\xi(t)V_\theta^\mathbb{X}(t) = z + \int_0^t \sum_{i=1}^n \theta_i(s)\xi(s)\sum_{j=1}^m \sigma_{ij}(s)d\tilde{B}_j(s) \quad \text{.} \quad (12.3.7)\]

Therefore, the portfolio \(\theta(t) = (\theta_0(t), \ldots, \theta_n(t))\) needed to hedge a given \(T\)-claim \(F\) is given by
\[ \xi(t, \omega)(\theta_1(t), \ldots, \theta_n(t))\sigma(t, \omega) = \phi(t, \omega), \]  

(12.3.8)

where \( \phi(t, \omega) \in \mathbb{R}^m \) is such that

\[ \xi(T)F(\omega) = z + \int_0^T \phi(t, \omega)d\tilde{B}(t) \]  

(12.3.9)

(and \( \theta_0(t) \) is given by (12.1.14)).

In view of this it is of interest to find explicitly the integrand \( \phi(t, \omega) \) when \( F \) is given. One way of doing this is by using a generalized version of the Clark-Ocone theorem from the Malliavin calculus. See Karatzas and Ocone (1991). A survey containing their result is in Øksendal (1996)). In the Markovian case, however, there is a simpler method, which we now describe.

Let \( Y(t) \) be an Itô diffusion in \( \mathbb{R}^n \) of the form

\[ dY(t) = b(Y(t))dt + \sigma(Y(t))dB(t), \quad Y(0) = y \]  

(12.3.10)

where \( b: \mathbb{R}^n \to \mathbb{R}^n \) and \( \sigma: \mathbb{R}^n \to \mathbb{R}^{n \times m} \) are given Lipschitz continuous functions. Assume that \( Y(t) \) is uniformly elliptic, i.e. that there exists a constant \( c > 0 \) such that

\[ \xi^T \sigma(x) \sigma^T(x) \xi \geq c|\xi|^2 \]  

(12.3.11)

for all \( \xi \in \mathbb{R}^n, x \in \mathbb{R}^n \).

Suppose \( \rho: \mathbb{R}^n \to \mathbb{R} \) is a bounded Lipschitz continuous function. Let \( Z(t) \) be the Itô diffusion in \( \mathbb{R}^n \) given by

\[ dZ(t) = \rho(Z(t))Z(t)dt + \sigma(Z(t))dB(t) ; \quad Z(0) = z . \]  

(12.3.12)

Let \( h: \mathbb{R}^n \to \mathbb{R} \) be a continuous function such that \( E^z[|h(Z(t))|] < \infty \) for all \( z \) and all \( t \in [0, T] \) and define

\[ w(t, z) = E^z[h(Z(t))] \]  

(12.3.13)

and

\[ g(t, z) = w(T - t, z) . \]

Then by uniform ellipticity it is known that \( w(t, z) \in \mathcal{C}^{1,2}((0, \infty) \times \mathbb{R}^n) \) (see Dynkin 1965 II, Theorem 13.18 p. 53 and Dynkin 1965 I, Theorem 5.11 p. 162) and hence Kolmogorov’s backward equation (Theorem 8.1.1) gives

\[ \frac{\partial w}{\partial t} = \rho(z) \sum_{i=1}^n z_i \frac{\partial w}{\partial z_i} + \frac{1}{2} \sum_{i,j=1}^n (\sigma \sigma^T)_{ij}(z) \cdot \frac{\partial^2 w}{\partial z_i \partial z_j} . \]

Hence, if we apply Itô’s formula to the process

\[ \eta(t) = g(t, Y(t)) = w(T - t, Y(t)) \]  

(12.3.14)
we get
\begin{align*}
d\eta(t) &= \left[ \frac{\partial g}{\partial t}(t, Y(t)) \right. \\
&\quad + \sum_{i=1}^n \frac{\partial g}{\partial z_i}(t, Y(t)) \left. \right] dt \\
&\quad + \sum_{i,j=1}^n \frac{\partial^2 g}{\partial z_i \partial z_j}(t, Y(t)) \cdot (\sigma \sigma^T)_{ij}(Y(t)) dt \\
&\quad + \sum_{i=1}^n \frac{\partial g}{\partial z_i}(t, Y(t)) \sum_{j=1}^m \sigma_{ij}(Y(t)) dB_j(t) \\
&= \sum_{i=1}^n \frac{\partial g}{\partial z_i}(t, Y(t)) \left[ \left( b_i(Y(t)) - \rho(Y(t)) Y_i(t) \right) dt \\
&\quad + \sum_{j=1}^m \sigma_{ij}(Y(t)) dB_j(t) \right].
\end{align*}

\hfill (12.3.15)

Suppose that for all $y \in \mathbb{R}^n$ there exists $u(y) \in \mathbb{R}^m$ such that
\[ \sigma(y)u(y) = b(y) - \rho(y)y \quad \text{and} \quad E \left[ \exp \left( \frac{1}{2} \int_0^T u^2(Y(s)) ds \right) \right] < \infty. \hspace{1cm} (12.3.16) \]

If we as usual define the measure $Q = Q_u$ on $\mathcal{F}_T$ by
\[ dQ(\omega) = \exp \left( - \int_0^T u(Y(t)) dB(t) - \frac{1}{2} \int_0^T u^2(Y(t)) dt \right) dP(\omega), \hspace{1cm} (12.3.17) \]

then
\[ \tilde{B}(t) = \int_0^t u(Y(s))ds + B(t). \hspace{1cm} (12.3.18) \]

is a Brownian motion with respect to $Q$ and (12.3.15) gives
\[ d\eta(t) = \sum_{i=1}^n \frac{\partial g}{\partial z_i}(t, Y(t)) \sum_{j=1}^m \sigma_{ij}(Y(t)) d\tilde{B}_j(t). \hspace{1cm} (12.3.19) \]

Now by (12.3.14) we have
\[ \eta(T) = w(0, Y(T)) = E^z[h(Z(0))]_{z=Y(T)} = h(Y(T)) \hspace{1cm} (12.3.20) \]

and
\[ \eta(0) = w(T, Y(0)) = E^y[h(Z(T))]. \hspace{1cm} (12.3.21) \]

Hence by (12.3.19)–(12.3.21)
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\[
h(Y(T)) = E^y[h(Z(T))] + \int_0^T (\nabla g)^T(t,Y(t))\sigma(Y(t))d\tilde{B}(t). \tag{12.3.22}
\]

By (12.3.10) and (12.3.18) \(Y(t)\) is a weak solution of

\[
dY(t) = \rho(Y(t))Y(t)dt + \sigma(Y(t))d\tilde{B}(t).
\]

Hence, by weak uniqueness (Lemma 5.3.1) we have

\[
w(t,y) = E^y[h(Z(t))] = E^{y_Q}[h(Y(t))] \text{ for all } t. \tag{12.3.23}
\]

Substituting this in (12.3.22) we get:

**Theorem 12.3.3.** Let \(Y(t)\) and \(Z(t)\) be as in (12.3.10) and (12.3.12), respectively, and assume that \(h:\mathbb{R}^n \to \mathbb{R}\) is as in (12.3.13). Assume that (12.3.11) and (12.3.16) hold and define \(Q, \tilde{B}(t)\) by (12.3.17) and (12.3.18). Then

\[
h(Y(T)) = E^{y_Q}[h(Y(T))] + \int_0^T \phi(t,\omega)dB(t),
\]

where \(\phi = (\phi_1, \ldots, \phi_m)\), with

\[
\phi_j(t,\omega) = \sum_{i=1}^n \frac{\partial}{\partial y_i} (E^y[h(Z(T-t))]_{y=Y(t)}\sigma_{ij}(Y(t)); \quad 1 \leq j \leq m. \tag{12.3.24}
\]

In particular, if \(\rho = b = 0\) and \(\sigma = I_m\) then \(u = 0\), \(P = Q\) and \(Y(t) = Z(t) = B(t)\). Hence we get the representation

\[
h(B(T)) = E^{y_Q}[h(B(T))] + \int_0^T \sum_{j=1}^m \frac{\partial}{\partial z_j} E^z[h(B(T-t))]_{z=B(t)}dB_j(t). \tag{12.3.25}
\]

We summarize our results about pricing and hedging of European T-claims as follows:

**Theorem 12.3.4.** Let \(\{X(t)\}_{t \in [0,T]}\) be a complete market. Suppose (12.2.12) and (12.2.13) hold and let \(Q, \tilde{B}\) be as in (12.2.2), (12.2.3). Let \(F\) be a European T-claim such that \(E_Q[\xi(T)F] < \infty\). Then the price of the claim \(F\) is

\[
p(F) = E_Q[\xi(T)F]. \tag{12.3.26}
\]

Moreover, to find a replicating (hedging) portfolio \(\theta(t) = (\theta_0(t), \ldots, \theta_n(t))\) for the claim \(F\) we first find (for example by using Theorem 12.3.3 if possible) \(\phi \in \mathcal{W}^m\) such that
\( \xi(T)F = E_Q[\xi(T)F] + \int_0^T \phi(t, \omega) d\tilde{B}(t) \). \tag{12.3.27}

Then we choose \( \hat{\theta}(t) = (\theta_1(t), \ldots, \theta_n(t)) \) such that

\( \hat{\theta}(t, \omega)\xi(t, \omega)\sigma(t, \omega) = \phi(t, \omega) \) \tag{12.3.28}

and we choose \( \theta_0(t) \) as in (12.1.14).

**Proof.** (12.3.26) is just part b) of Theorem 12.3.2. The relation (12.3.28) follows from (12.3.8). Note that the equation (12.3.28) has the solution

\( \hat{\theta}(t, \omega) = X_0(t)\phi(t, \omega)\Lambda(t, \omega) \) \tag{12.3.29}

where \( \Lambda(t, \omega) \) is the left inverse of \( \sigma(t, \omega) \) (Theorem 12.2.5).

**Example 12.3.5.** Suppose the market is \( X_0(t) = e^{\rho t}, X_1(t) = Y(t) \), where \( \rho > 0 \) is constant and \( Y(t) \) is an Ornstein-Uhlenbeck process

\[ dY(t) = \alpha Y(t)dt + \sigma dB(t) ; \quad Y(0) = y \]

where \( \alpha, \sigma \) are constants, \( \sigma \neq 0 \). How do we hedge the claim

\[ F(\omega) = \exp(Y(T)) \]?

The portfolio \( \theta(t) = (\theta_0(t), \theta_1(t)) \) that we seek is given by (12.3.29), i.e.

\[ \theta_1(t, \omega) = e^{\rho t}\sigma^{-1}\phi(t, \omega) \]

where \( \phi(t, \omega) \) and \( V(0) \) are uniquely given by (12.3.9), i.e.

\[ \xi(T)F(\omega) = z + \int_0^T \phi(t, \omega) d\tilde{B}(t) \]?

To find \( \phi(t, \omega) \) explicitly we apply Theorem 12.3.3: In this case we choose \( h(y) = \exp(y)e^{-\rho t} \) and \( dZ(t) = \rho Z(t)dt + dB(t) \). Then (see Exercise 5.5)

\[ Z(t) = Z(0)e^{\rho t} + \sigma \int_0^t e^{\rho(t-s)} dB(s) \]?

Hence

\[ e^{\rho T}E_Q^y[h(Y(T-t))] = e^{\rho T}E^y[h(Z(T-t))] = E^y[\exp(ye^{\rho(T-t)} + \sigma \int_0^{T-t} e^{\rho(t-s)} dB(s))] = \exp\left( ye^{\rho(T-t)} + \frac{\sigma^2}{4\rho}(e^{2\rho(T-t)} - 1) \right) \text{ if } \rho \neq 0 . \]
This gives
\[ \phi(t, \omega) = \frac{\partial}{\partial y} \left( \exp \left( y e^{\rho(T-t)} + \frac{\sigma^2}{4\rho} (e^{2\rho(T-t)} - 1) \right) \right) \bigg|_{y=Y(t)} \sigma e^{-\rho T} \]
\[ = \sigma e^{-\rho t} \exp \left\{ Y(t) e^{\rho(T-t)} + \frac{\sigma^2}{4\rho} (e^{2\rho(T-t)} - 1) \right\} \]
and hence, if \( \rho \neq 0 \),
\[ \theta_1(t) = \exp \left\{ Y(t) e^{\rho(T-t)} + \frac{\sigma^2}{4\rho} (e^{2\rho(T-t)} - 1) \right\} . \]
If \( \rho = 0 \) then
\[ \theta_1(t) = \exp \left\{ Y(t) + \frac{\sigma^2}{2}(T-t) \right\} . \]

**The Generalized Black & Scholes Model**

Let us now specialize to a situation where the market has just two securities \( X_0(t), X_1(t) \) where \( X_0, X_1 \) are Itô processes of the form
\[ dX_0(t) = \rho(t, \omega) X_0(t) dt \quad \text{(as before)} \quad (12.3.30) \]
\[ dX_1(t) = \alpha(t, \omega) X_1(t) dt + \beta(t, \omega) X_1(t) dB(t) , \quad (12.3.31) \]
where \( B(t) \) is 1-dimensional and \( \alpha(t, \omega), \beta(t, \omega) \) are 1-dimensional processes in \( W \).

Note that the solution of (12.3.31) is
\[ X_1(t) = X_1(0) \exp \left( \int_0^t \beta(s, \omega) dB(s) + \int_0^t \left( \alpha(s, \omega) - \frac{1}{2} \beta^2(s, \omega) \right) ds \right) . \quad (12.3.32) \]
The equation (12.2.12) gets the form
\[ X_1(t) \beta(t, \omega) u(t, \omega) = X_1(t) \alpha(t, \omega) - X_1(t) \rho(t, \omega) \]
which has the solution
\[ u(t, \omega) = \beta^{-1}(t, \omega) [\alpha(t, \omega) - \rho(t, \omega)] \quad \text{if} \quad \beta(t, \omega) \neq 0 . \quad (12.3.33) \]
So (12.2.13) holds iff
\[ E \left[ \exp \left( \frac{1}{2} \int_0^T \frac{(\alpha(s, \omega) - \rho(s, \omega))^2}{\beta^2(s, \omega)} ds \right) \right] < \infty . \quad (12.3.34) \]
In this case we have an equivalent martingale measure \( Q \) given by (12.2.2) and the market has no arbitrage, by Theorem 12.1.8. Moreover, the market is complete by Corollary 12.2.5. Therefore we get by Theorem 12.3.2 that
the price at $t = 0$ of a European option with payoff given by a contingent $T$-claim $F$ is

$$p(F) = q(F) = E_Q[\xi(T)F],$$

provided this quantity is finite.

Now suppose that $\rho(t, \omega) = \rho(t)$ and $\beta(t, \omega) = \beta(t)$ are deterministic and that the payoff $F(\omega)$ has the form

$$F(\omega) = f(X_1(T, \omega))$$

for some lower bounded function $f: \mathbb{R} \to \mathbb{R}$ such that

$$E_Q[f(X_1(T))] < \infty.$$ 

Then by (12.3.35) the price $p = p(F) = q(F)$ is, with $x_1 = X_1(0),$

$$p = \xi(T)E_Q[f\left(x_1 \exp \left(\int_0^T \beta(s)d\tilde{B}(s) + \int_0^T (\rho(s) - \frac{1}{2}\beta^2(s))ds\right)\right)].$$

Under the measure $Q$ the random variable $Y = \int_0^T \beta(s)d\tilde{B}(s)$ is normally distributed with mean 0 and variance $\delta^2 = \int_0^T \beta^2(t)dt$ and therefore we can write down a more explicit formula for $p$. The result is the following:

**Theorem 12.3.6 (The generalized Black & Scholes formula).**

Suppose $X(t) = (X_0(t), X_1(t))$ is given by

$$dX_0(t) = \rho(t)X_0(t)dt; \quad X_0(0) = 1$$

$$dX_1(t) = \alpha(t, \omega)X_1(t)dt + \beta(t)X_1(t)dB(t); \quad X_1(0) = x_1 > 0$$

where $\rho(t), \beta(t)$ are deterministic and

$$E\left[\exp\left(\frac{1}{2} \int_0^T \frac{(\alpha(t, \omega) - \rho(t))^2}{\beta^2(t)} dt\right)\right] < \infty.$$ 

**a)** Then the market $\{X(t)\}$ is complete and the price at time $t = 0$ of the European $T$-claim $F(\omega) = f(X_1(T, \omega))$ where $E_Q[f(X_1(T))] < \infty$ is

$$p = \frac{\xi(T)}{\delta\sqrt{2\pi}} \int_{\mathbb{R}} f(x_1 \exp \left[y + \int_0^T (\rho(s) - \frac{1}{2}\beta^2(s))ds\right] \exp\left(-\frac{y^2}{2\delta^2}\right) dy$$

(12.3.38)

where $\xi(T) = \exp(-\int_0^T \rho(s)ds)$ and $\delta^2 = \int_0^T \beta^2(s)ds$. 

b) If $\rho, \alpha, \beta \neq 0$ are constants and $f \in C^1(\mathbb{R})$, then the self-financing portfolio $\theta(t) = (\theta_0(t), \theta_1(t))$ needed to replicate the $T$-claim $F(\omega) = f(X_1(T, \omega))$ is given by

$$
\begin{align*}
\theta_1(t, \omega) &= \frac{1}{\sqrt{2\pi(T-t)}} \int_{\mathbb{R}} f'(X_1(t, \omega) \exp\{\beta x + (\rho - \frac{1}{2}\beta^2)(T-t)\}) \\
&\quad \cdot \exp\left(\beta x - \frac{x^2}{2(T-t)} - \frac{1}{2}\beta^2(T-t)\right) dx \quad (12.3.39)
\end{align*}
$$

and $\theta_0(t, \omega)$ is given by (12.1.14).

\textbf{Proof.} Part a) is already proved and part b) follows from Theorem 12.3.3 and Theorem 12.3.4: (Strictly speaking condition (12.3.11) is not satisfied for the process $X_1$ unless $x$ is bounded away from 0), but in this case it can be verified directly that $u(t, z)$ given by (12.3.13) belongs to $C^1,2((0, \infty) \times \mathbb{R})$, so Theorem 12.3.3 is still valid.) The portfolio we seek is by (12.3.28) given by

$$
\theta_1(t, \omega) = X_0(t) \beta X_1(t, \omega)^{-1} \phi(t, \omega)
$$

where $\phi(t, \omega)$ is given by (12.3.24) with $h(y) = e^{-\rho T} f(y)$ and

$$
Y(t) = X_1(t) = x_1 \exp\{\beta B(t) + (\alpha - \frac{1}{2}\beta^2)t\}
$$

and

$$
Z^y(t) = y \exp\left\{\beta B(t) + \left(\rho - \frac{1}{2}\beta^2\right)t\right\}.
$$

Hence

$$
\begin{align*}
\theta_1(t, \omega) &= e^{\rho t}(\beta X_1(t, \omega))^{-1} \frac{\partial}{\partial y} \left[ E_{y} [e^{-\rho T} f(Z(T-t))] \right]_{y=Y(t)} \cdot \beta X_1(t, \omega) \\
&= e^{\rho (t-T)} \frac{\partial}{\partial y} E_{y} \left[ f(y \exp\{\beta B(T-t) + (\rho - \frac{1}{2}\beta^2)(T-t)\}) \right]_{y=Y(t)} \\
&= e^{\rho (t-T)} E_{y} \left[ f'(y \exp\{\beta B(T-t) + (\rho - \frac{1}{2}\beta^2)(T-t)\}) \right. \\
&\quad \cdot \exp\{\beta B(T-t) + (\rho - \frac{1}{2}\beta^2)(T-t)\} \left.]_{y=Y(t)} \\
&= \frac{e^{\rho (t-T)}}{\sqrt{2\pi(T-t)}} \int_{\mathbb{R}} f'(Y(t, \omega) \exp\{\beta x + (\rho - \frac{1}{2}\beta^2)(T-t)\}) \\
&\quad \cdot \exp\{\beta x + (\rho - \frac{1}{2}\beta^2)(T-t)\} e^{-\frac{x^2}{2(T-t)}} dx,
\end{align*}
$$

which is (12.3.39). \qed

\textbf{American options}

The difference between European and American options is that in the latter case the buyer of the option is free to choose any exercise time $\tau$ before or at
the given expiration time $T$ (and the guaranteed payoff may depend on both\n$\tau$ and $\omega$.) This exercise time $\tau$ may be stochastic (depend on $\omega$), but only in\nsuch a way that the decision to exercise before or at a time $t$ only depends\non the history up to time $t$. More precisely, we require that for all $t$ we have\n\[
\{\omega; \tau(\omega) \leq t\} \in F_t^{(m)}.
\]
In other words, $\tau$ must be an $F_t^{(m)}$-stopping time (Definition 7.2.1).

**Definition 12.3.7.** An American contingent $T$-claim is an $F_t^{(m)}$-adapted,\n$(t, \omega)$-measurable and a.s. lower bounded continuous stochastic process $F(t) = F(t, \omega); t \in [0, T], \omega \in \Omega$. An American option on such a claim $F(t, \omega)$ gives the owner of the option the right (but not the obligation) to choose\nany stopping time $\tau(\omega) \leq T$ as exercise time for the option, resulting in a\npayment $F(\tau(\omega), \omega)$ to the owner.

Let $F(t) = F(t, \omega)$ be an American contingent claim. Suppose you were\noffered a guarantee to be paid the amount $F(\tau(\omega), \omega)$ at the (stopping) time $\tau(\omega) \leq T$ that you are free to choose. How much would you be willing to pay\nfor such a guarantee? We repeat the argument preceding Definition 12.3.1:\n
If $I$ – the buyer – pay the price $y$ for this guarantee, then $I$ will have an\ninitial fortune (debt) $-y$ in my investment strategy. With this initial fortune $-y$ it must be possible to find a stopping time $\tau \leq T$ and an admissible portfolio $\theta$ such that\n\[
V^\theta_{-y}(\tau(\omega), \omega) + F(\tau(\omega), \omega) \geq 0 \ a.s.
\]
Thus the maximal price $p = p_A(F)$ the buyer is willing to pay is\n\[
(Buyer’s price of the American contingent claim $F$) \quad (12.3.40)
\]
$p_A(F) = \sup\{y; \text{There exists a stopping time } \tau \leq T$\nand an admissible portfolio $\theta$ such that\n$V^\theta_{-y}(\tau(\omega), \omega) = -y + \int_0^{\tau(\omega)} \theta(s)dX(s) \geq -F(\tau(\omega), \omega) \ a.s.\}$\n
On the other hand, the seller could argue as follows: If $I$ – the seller – receive the price $z$ for such a guarantee, then with this initial fortune $z$ it must be possible to find an admissible portfolio $\theta$ which generates a value process which at any time is not less than the amount promised to pay to the buyer:\n\[
V^\theta_z(t, \omega) \geq F(t, \omega) \ a.s. \text{ for all } t \in [0, T].
\]
Thus the minimal price $q = q_A(F)$ the seller is willing to accept is
(Seller’s price of the American contingent claim $F$) \hspace{2cm} (12.3.41)

$q_A(F) = \inf\{z; \text{ There exists an admissible portfolio } \theta$

such that for all \( t \in [0,T] \) we have

\[
V^\theta_z(t, \omega) = z + \int_0^t \theta(s) dX(s) \geq F(t, \omega) \text{ a.s.}
\]

We can now prove a result analogous to Theorem 12.3.2. The result is basically due to Bensoussan (1984) and Karatzas (1988).
Theorem 12.3.8 (Pricing formula for American options).

a) Suppose (12.2.12) and (12.2.13) and let $Q$ be as in (12.2.2). Let $F(t) = F(t, \omega); t \in [0, T]$ be an American contingent $T$-claim such that

$$\sup_{\tau \leq T} E_Q[\xi(\tau)F(\tau)] < \infty \quad (12.3.42)$$

Then

$$p_A(F) \leq \sup_{\tau \leq T} E_Q[\xi(\tau)F(\tau)] \leq q_A(F) \leq \infty \quad (12.3.43)$$

b) Suppose, in addition to the conditions in a), that the market $\{X(t)\}$ is complete. Then

$$p_A(F) = \sup_{\tau \leq T} E_Q[\xi(\tau)F(\tau)] = q_A(F) \quad (12.3.44)$$

Proof. a) We proceed as in the proof of Theorem 12.3.2: Suppose $y \in \mathbb{R}$ and there exists a stopping time $\tau \leq T$ and an admissible portfolio $\theta$ such that

$$V^{-\theta}_{-y}(\tau, \omega) = -y + \int_0^\tau \theta(s)dX(s) \geq -F(\tau) \quad \text{a.s.}$$

Then as before we get

$$-y + \int_0^\tau \sum_{i=1}^n \theta_i(s)\xi(s)\sigma_i(s)d\tilde{B}(s) \geq -\xi(\tau)F(\tau) \quad \text{a.s.}$$

Taking expectations with respect to $Q$ we get

$$y \leq E_Q[\xi(\tau)F(\tau)] \leq \sup_{\tau \leq T} E_Q[\xi(\tau)F(\tau)] .$$

Since this holds for all such $y$ we conclude that

$$p_A(F) \leq \sup_{\tau \leq T} E_Q[\xi(\tau)F(\tau)] \quad (12.3.45)$$

Similarly, suppose $z \in \mathbb{R}$ and there exists an admissible portfolio $\theta$ such that

$$V^\theta_z(t, \omega) = z + \int_0^t \theta(s)dX(s) \geq F(t) \quad \text{a.s. for all } t \in [0, T] .$$

Then, as above, if $\tau \leq T$ is a stopping time we get

$$z + \int_0^\tau \sum_{i=1}^n \theta_i(s)\xi(s)\sigma_i(s)d\tilde{B}(s) \geq \xi(\tau)F(\tau) \quad \text{a.s.}$$
Again, taking expectations with respect to $Q$ and then supremum over $\tau \leq T$ we get
\[ z \geq \sup_{\tau \leq T} E_Q[\xi(\tau)F(\tau)]. \]

Since this holds for all such $z$, we get
\[ q_A(F) \geq \sup_{\tau \leq T} E_Q[\xi(\tau)F(\tau)]. \quad (12.3.46) \]

b) Next, assume in addition that the market is complete. Choose a stopping time $\tau \leq T$. Define
\[ F_k(t) = F_k(t, \omega) = \begin{cases} k & \text{if } F(t, \omega) \geq k \\ F(t, \omega) & \text{if } F(t, \omega) < k \end{cases} \]
and put
\[ G_k(\omega) = X_0(T)\xi(\tau)F_k(\tau). \]

Then $G_k$ is a bounded $T$-claim, so by completeness we can find $y_k \in \mathbb{R}$ and a portfolio $\theta^{(k)}$ such that
\[ -y_k + \int_0^T \theta^{(k)}(s)dX(s) = -G_k(\omega) \quad \text{a.s.} \]
and such that
\[ -y_k + \int_0^t \theta^{(k)}(s)d\bar{X}(s) \]
is a $Q$-martingale. Then, by (12.2.8)–(12.2.9),
\[ -y_k + \int_0^T \theta^{(k)}(s)d\bar{X}(s) = -\xi(T)G_k(\omega) = -\xi(\tau)F_k(\tau) \]
and hence
\[ -y_k + \int_0^\tau \theta^{(k)}(s)d\bar{X}(s) = E_Q\left[ -y_k + \int_0^T \theta^{(k)}(s)d\bar{X}(s) \mid \mathcal{F}^m_{\tau} \right] \]
\[ = E_Q[-\xi(\tau)F_k(\tau) \mid \mathcal{F}^m_{\tau}] = -\xi(\tau)F_k(\tau). \]

From this we get, again by (12.2.8)–(12.2.9),
\[ -y_k + \int_0^\tau \theta^{(k)}(s)dX(s) = -F_k(\tau) \quad \text{a.s.} \]
and

\[ y_k = E_Q[\xi(\tau)F_k(\tau)] . \]

This shows that any price of the form \( E_Q[\xi(\tau)F_k(\tau)] \) for some stopping time \( \tau \leq T \) would be acceptable for the buyer of an American option on the claim \( F_k(t, \omega) \). Hence

\[ p_A(F) \geq p_A(F_k) = \sup_{\tau \leq T} E_Q[\xi(\tau)F_k(\tau)] . \]

Letting \( k \to \infty \) we obtain by monotone convergence

\[ p_A(F) \geq \sup_{\tau \leq T} E_Q[\xi(\tau)F(\tau)] . \]

It remains to show that if we put

\[ z = \sup_{0 \leq \tau \leq T} E_Q[\xi(\tau)F(\tau)] \quad (12.3.47) \]

then there exists an admissible portfolio \( \theta(s, \omega) \) which superreplicates \( F(t, \omega) \), in the sense that

\[ z + \int_0^t \theta(s, \omega)dX(s) \geq F(t, \omega) \quad \text{for a.a. } (t, \omega) \in [0, T] \times \Omega . \quad (12.3.48) \]

The details of the proof of this can be found in Karatzas (1997), Theorem 1.4.3. Here we only sketch the proof:

Define the Snell envelope

\[ S(t) = \sup_{0 \leq \tau \leq T} E_Q[\xi(\tau)F(\tau)|\mathcal{F}_t^{(m)}] ; \quad 0 \leq t \leq T . \]

Then \( S(t) \) is a supermartingale w.r.t. \( Q \) and \( \{\mathcal{F}_t^{(m)}\} \), so by the Doob-Meyer decomposition we can write

\[ S(t) = M(t) - A(t) ; \quad 0 \leq t \leq T \]

where \( M(t) \) is a \( Q, \{\mathcal{F}_t^{(m)}\} \)-martingale with \( M(0) = S(0) = z \) and \( A(t) \) is a nondecreasing process with \( A(0) = 0 \). It is a consequence of Lemma 12.2.1 that we can represent the martingale \( M \) as an Itō integral w.r.t. \( \tilde{B} \). Hence

\[ z + \int_0^t \phi(s, \omega)d\tilde{B}(s) = M(t) = S(t) + A(t) \geq S(t) ; \quad 0 \leq t \leq T \quad (12.3.49) \]

for some \( \mathcal{F}_t^{(m)} \)-adapted process \( \phi(s, \omega) \). Since the market is complete, we know by Theorem 12.2.5 that \( \sigma(t, \omega) \) has a left inverse \( A(t, \omega) \). So if we define \( \hat{\theta} = (\theta_1, \ldots, \theta_n) \) by
\[ \hat{\theta}(t, \omega) = X_0(t)\phi(t, \omega)\Lambda(t, \omega) \]

then by (12.3.49) and Lemma 12.2.4 we get

\[ z + \int_0^t \hat{\theta} \, d\tilde{X} = z + \int_0^t \xi \, d\tilde{B} \geq S(t) ; \quad 0 \leq t \leq T. \]

Hence, by Lemma 12.2.3,

\[ z + \int_0^t \theta(s, \omega)\, dX(s) \geq X_0(t)S(t) \geq X_0(t)\xi(t)F(t) = F(t) ; \quad 0 \leq t \leq T. \]

\[ \square \]

The Itô Diffusion Case: Connection to Optimal Stopping

Theorem 12.3.8 shows that pricing an American option is an optimal stopping problem. In the general case the solution to this problem can be expressed in terms of the Snell envelope. See e.g. El Karoui (1981) and Fakeev (1970).

In the Itô diffusion case we get an optimal stopping problem of the type discussed in Chapter 10. We now consider this case in more detail:

Assume the market is an \((n + 1)\)-dimensional Itô diffusion \( X(t) = (X_0(t), X_1(t), \ldots, X_n(t)); t \geq 0 \) of the form (see (12.1.1)–(12.1.2))

\[ dX_0(t) = \rho(t, X(t))X_0(t)\, dt ; \quad X_0(0) = 1 \] (12.3.50)

and

\[ dX_i(t) = \mu_i(t, X(t))\, dt + \sum_{j=1}^m \sigma_{ij}(t, X(t))\, dB_j(t) \] (12.3.51)

\[ = \mu_i(t, X(t))\, dt + \sigma_i(t, X(t))\, dB(t) ; \quad X_i(0) = x_i , \]

where \( \rho, \mu_i \) and \( \sigma_{ij} \) are given functions satisfying the conditions of Theorem 5.2.1.

Further, assume that the conditions corresponding to (12.2.12)–(12.2.13) are satisfied, i.e. there exists \( u(t, x) \in \mathbb{R}^{m \times 1} \) such that, for all \( t, x = (x_0, x_1, \ldots, x_n) \),

\[ \sigma_i(t, x)u(t, x) = \mu_i(t, x) = \rho(t, x)x_i \quad \text{for } i = 1, \ldots, n . \] (12.3.52)

and

\[ E^x \left[ \exp \left( \frac{1}{2} \int_0^T u^2(t, X(t))\, dt \right) \right] < \infty \quad \text{for all } x \] (12.3.53)

where as usual \( E^x \) denotes the expectation w.r.t. the law of \( X_t \) when starting at \( x = (1, x_1, \ldots, x_n) \). For \( 0 \leq t \leq T \) put
and define, as in (12.2.2), the probability measure $Q$ on $\mathcal{F}_T^{(m)}$ by
\[ dQ(\omega) = M(T, \omega) dP(\omega). \] (12.3.55)

Now assume that $F(t, \omega)$ is an American contingent $T$-claim of Markovian type, i.e.
\[ F(t, \omega) = g(t, X(t, \omega)) \] (12.3.56)
for some continuous, lower bounded function $g: \mathbb{R} \times \mathbb{R}^{n+1} \rightarrow \mathbb{R}$. Then if the market $\{X(t)\}_{t \in [0,T]}$ is complete, the price $p_A(F)$ of this claim is by Theorem 12.3.8 given by
\[ p_A(F) = \sup_{\tau \leq T} E_Q[\xi(\tau)g(\tau, X(\tau))] = \sup_{\tau \leq T} E[M(T)\xi(\tau)g(\tau, X(\tau))] \]
\[ = \sup_{\tau \leq T} E[E[M(T)\xi(\tau)g(\tau, X(\tau))|\mathcal{F}_\tau]] \]
\[ = \sup_{\tau \leq T} E[\xi(\tau)g(\tau, X(\tau))E[M(T)|\mathcal{F}_\tau]] \]
\[ = \sup_{\tau \leq T} E[M(\tau)\xi(\tau)g(\tau, X(\tau))] \] (12.3.57)

where we have used that $M(t)$ is a $P$-martingale and Doob's optional sampling theorem (see Gihman and Skorohod (1975, Theorem 6, p. 11)). Define
\[ K(t) = M(t)\xi(t) = \exp \left( -\int_0^t u(s, X(s))dB(s) \right. \]
\[ - \left. \int_0^t \left[ \frac{1}{2}u^2(s, X(s)) + \rho(s, X(s)) \right] ds \right). \] (12.3.58)

Then
\[ dK(t) = -\rho(t, X(t))K(t)dt - u(t, X(t))K(t)dB(t) \]

Hence if we define the $(n + 3)$ - dimensional Itô diffusion $Y(t)$ by
\[ dY(t) = \begin{bmatrix} dt \\ dK(t) \\ dX_0(t) \\ dX_1(t) \\ \vdots \\ dX_n(t) \end{bmatrix} = \begin{bmatrix} 1 \\ -\rho K \\ \rho X_0 \\ \mu_1 \\ \vdots \\ \mu_n \end{bmatrix} dt + \begin{bmatrix} 0 \\ -uK \\ 0 \\ \sigma_1 \\ \vdots \\ \sigma_n \end{bmatrix} dB(t); \quad Y(0) = y \] (12.3.59)
we see that
\[ p_A(F) = \sup_{\tau \leq T} E[G(Y(\tau))] , \]  
(12.3.60)
where
\[ G(y) = G(s, k, x) = kg(s, x) ; \quad y = (s, k, x) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{n+1} . \]

We have proved:

**Theorem 12.3.9.** The price \( p_A(F) \) of an American contingent \( T \)-claim \( F \) of the Markovian form (12.3.56) is the solution of the optimal stopping problem (12.3.60), with Itô diffusion \( Y(t) \) given by (12.3.59).

We recognize (12.3.60) as a special case of the optimal stopping problem considered in Theorem 10.4.1. We can therefore use the method there to evaluate \( p_A(F) \) in special cases.

**Example 12.3.10.** Consider the Black and Scholes market

\[
\begin{align*}
    dX_0(t) &= \rho X_0(t) dt ; \quad X_0(0) = 1 \\
    dX_1(t) &= \alpha X_1(t) dt + \beta X_1(t) dB(t) ; \quad X_1(0) = x_1 > 0 . 
\end{align*}
\]
where \( \rho, \alpha, \beta \) are constants, \( \beta \neq 0 \). Then equation (12.3.52) becomes

\[ \beta x_1 u(x_1) = \alpha x_1 - \rho x_1 \]
i.e.
\[ u(x_1) = u = \frac{\alpha - \rho}{\beta} \quad \text{for all } x_1 . \]

Hence
\[ K(t) = \exp \left( - \frac{\alpha - \rho}{\beta} B(t) - \left\{ \frac{1}{2} \left( \frac{\alpha - \rho}{\beta} \right)^2 + \rho \right\} t \right) . \]

Suppose the American claim is given by
\[ F(t, \omega) = g(t, X_1(t)) \]
for some continuous lower bounded function \( g(t, x_1) \). Then the price of the American option is
\[ p_A(F) = \sup_{\tau \leq T} E[K(\tau)g(\tau, X_1(\tau))] . \]

If we regard this price \( p_A(F) \) as a function \( \Phi(s, k, x) \) of the starting point \( y = (s, k, x) \) of the process \( dY(t) = (dt, dK(t), dX(t)) \), then to find \( \Phi \) it suffices to find a function \( \phi(s, k, x) \) which satisfies the conditions of Theorem 10.4.1. In this case \( f = 0 \) and
Lφ(s, k, x) = \frac{\partial \phi}{\partial s} - \rho k \frac{\partial \phi}{\partial k} + \alpha x_1 \frac{\partial \phi}{\partial x_1} \\
+ \frac{1}{2} \left( \frac{\alpha - \rho}{\beta} \right)^2 k^2 \frac{\partial^2 \phi}{\partial k^2} - (\alpha - \rho) k x_1 \frac{\partial^2 \phi}{\partial k \partial x_1} + \frac{1}{2} \beta^2 x_1^2 \frac{\partial^2 \phi}{\partial x_1^2}.

If T < \infty then we cannot factor out the dependence on time s as we often did in Chapter 10. Therefore the problem of finding φ is much harder in this case. To illustrate the difficulty let us simplify even further by assuming that 

\alpha = \rho \quad \text{(so that } P = Q) 

and that

\[ g(t, x_1) = (a - x_1)^+ \quad \text{where } a > 0 \text{ is a constant.} \]

Then the problem becomes to find the \textbf{American put option price}

\[ p_A(F) = \sup_{\tau \leq T} E[e^{-\rho \tau}(a - X_1(\tau))^+] \]  

(12.3.61)

which is related to the finite horizon version of Example 10.2.2 (and Example 10.4.2). A description of the American put option is as follows: The owner of this option has the right (but not the obligation) to sell one stock at a specified price a at any time \tau he chooses before or at the terminal time T. If he sells at a time \tau \leq T when the market price is \(X_1(\tau) < a\), he increases his fortune with the difference \(a - X_1(\tau)\). Thus (12.3.61) represents the maximal expected discounted payoff to the owner of the option.

In this case we can disregard the variables \(k\) and \(x_0\), so we search for a function \(\phi(s, x_1) \in C^1(\mathbb{R}^2)\) satisfying the variational inequalities (see Theorem 10.4.1)

\[ \phi(s, x_1) \geq e^{-\rho s}(a - x_1)^+ \quad \text{for all } s, x_1 \]  

(12.3.62)

\[ \frac{\partial \phi}{\partial s} + \rho x_1 \frac{\partial \phi}{\partial x_1} + \frac{1}{2} \beta^2 x_1^2 \frac{\partial^2 \phi}{\partial x_1^2} \leq 0 \quad \text{outside } D \]  

(12.3.63)

and

\[ \frac{\partial \phi}{\partial s} + \rho x_1 \frac{\partial \phi}{\partial x_1} + \frac{1}{2} \beta^2 x_1^2 \frac{\partial^2 \phi}{\partial x_1^2} = 0 \quad \text{on } D, \]  

(12.3.64)

where

\[ D = \{(s, x_1); \phi(s, x_1) > e^{-\rho s}(a - x_1)^+\} \]  

(12.3.65)

is the continuation region.

If such a \(\phi\) is found, and the additional assumptions of Theorem 10.4.1 hold, then we can conclude that

\[ \phi(s, x_1) = \Phi(s, x_1) \]

and hence \(p_A(F) = \phi(0, x_1)\) is the option price at time \(t = 0\). Moreover,
\[ \tau^* = \tau_D = \inf\{t > 0; (s + t, X_1(t)) \notin D\} \]

is the corresponding optimal stopping time, i.e. the optimal time to exercise the American option. Unfortunately, even in this case it seems that an explicit analytic solution is very hard (possibly impossible) to find. However, there are interesting partial results and good approximation procedures. See e.g. Barles et al. (1995), Bather (1997), Jacka (1991), Karatzas (1997), Musiela and Rutkowski (1997) and the references therein. For example, it is known (see Jacka (1991)) that the continuation region \( D \) has the form

\[ D = \{(t, x_1) \in (0, T) \times \mathbb{R}, \ x_1 > f(t)\}, \]

i.e. \( D \) is the region above the graph of \( f \), for some continuous, increasing function \( f: (0, T) \to \mathbb{R} \). Thus the problem is to find the function \( f \). In Barles et al. (1995) it is shown that

\[ f(t) \sim a - \beta a \sqrt{(T - t) \ln(T - t)} \quad \text{as} \quad t \to T^- , \]

in the sense that

\[ \frac{f(t) - a}{\beta a \sqrt{(T - t) \ln(T - t)}} \to 1 \quad \text{as} \quad t \to T^- . \]

This indicates that the continuation region has the shape shown in the figure. But its exact form is still unknown.

For the corresponding American call option the situation is much simpler. See Exercise 12.14.
Exercises

12.1. a) Prove that the price process \( \{X(t)\}_{t \in [0, T]} \) has an arbitrage iff the normalized price process \( \{\overline{X}(t)\}_{t \in [0, T]} \) has an arbitrage.

b) Suppose \( \{X(t)\}_{t \in [0, T]} \) is normalized. Prove that \( \{X(t)\}_{t \in [0, T]} \) has an arbitrage iff there exists an admissible portfolio \( \theta \) such that

\[
V^\theta(0) \leq V^\theta(T) \quad \text{a.s. and} \quad P[V^\theta(T) > V^\theta(0)] > 0. \quad (12.3.66)
\]

In other words, in normalized markets it is not essential that we require \( V^\theta(0) = 0 \) for an arbitrage \( \theta \), only that the gains \( V^\theta(T) - V^\theta(0) \) is nonnegative a.s. and positive with positive probability.

(Hint: If \( \theta \) is as in (12.3.66) define \( \tilde{\theta}(t) = (\tilde{\theta}_0(t), \ldots, \tilde{\theta}_n(t)) \) as follows:

Let \( \tilde{\theta}_i(t) = \theta_i(t) \) for \( i = 1, \ldots, n; t \in [0, T] \). Then choose \( \tilde{\theta}_0(0) \) such that \( V^{\tilde{\theta}}(0) = 0 \) and define \( \tilde{\theta}_0(t) \) according to (12.1.15) to make \( \tilde{\theta} \) self-financing. Then

\[
V^{\tilde{\theta}}(t) = \tilde{\theta}(t) \cdot X(t) = \int_0^t \tilde{\theta}(s)dX(s) = \int_0^t \theta(s)dX(s) = V^\theta(t) - V^\theta(0).
\]

12.2. Let \( \theta(t) = (\theta_0, \ldots, \theta_n) \) be a constant portfolio. Prove that \( \theta \) is self-financing.

12.3. Suppose \( \{X(t)\} \) is a complete normalized market and that (12.2.12) and (12.2.13) hold. Suppose \( n = m \) and that \( \sigma \) is invertible with a bounded inverse. Then any lower bounded claim \( F \) such that

\[
E_Q[F^2] < \infty
\]

is attainable.

(Hint: Use the argument in the proof of Theorem 12.2.5: Choose bounded \( T \)-claims \( F_k \) such that

\[
F_k \to F \quad \text{in} \quad L^2(Q) \quad \text{and} \quad E[F_k] = E[F].
\]

By completeness there exist admissible portfolios \( \theta^{(k)} = (\theta_0^{(k)}, \ldots, \theta_n^{(k)}) \) and constants \( V_k(0) \) such that

\[
F_k(\omega) = V_k(0) + \int_0^T \theta^{(k)}(s)dX(s) = V_k(0) + \int_0^T \hat{\theta}^{(k)}(s)\sigma(s)d\tilde{B}(s)
\]

where \( \hat{\theta}^{(k)} = (\hat{\theta}_1^{(k)}, \ldots, \hat{\theta}_n^{(k)}) \). It follows that \( V_k(0) = E_Q[F_k] \to E_Q[F] \) as \( k \to \infty \).
By the Itô isometry the sequence $\{\hat{\theta}^{(k)}\}_{k}$ is a Cauchy sequence in $L^2(\lambda \times Q)$ and hence converges in this space. Conclude that there exists an admissible $\theta$ such that

$$F(\omega) = EQ[F] + \int_0^T \theta(s)dX(s).$$

12.4. Let $B(t)$ be 1-dimensional Brownian motion. Show that there exist $\theta_1(t, \omega), \theta_2(t, \omega) \in \mathcal{W}$ such that if we define

$$V_1(t) = 1 + \int_0^t \theta_1(s, \omega)dB(s), \quad V_2(t) = 2 + \int_0^t \theta_2(s, \omega)dB(s); \quad t \in [0, 1]$$

then

$$V_1(1) = V_2(1) = 0$$

and

$$V_1(t) \geq 0, \quad V_2(t) \geq 0$$

for a.a. $(t, \omega)$.

Therefore both $\theta_1(t, \omega)$ and $\theta_2(t, \omega)$ are admissible portfolios for the claim $F(\omega) = 0$ in the normalized market with $n = 1$ and $X_1(t) = B(t)$.

In particular, if we drop the martingale condition in Definition 12.2.4b) we have no uniqueness of replicating portfolios, even if we require the portfolio to be admissible. (Note, however, that we have uniqueness if we require that $\theta \in \mathcal{V}(0, 1)$, by Theorem 4.3.3).

(Hint: Use Example 12.1.4 with $a = -1$ and with $a = -2$. Then define, for $i = 1, 2$,

$$\theta_i(t) = \begin{cases} \frac{1}{\sqrt{1-t}} & \text{for } 0 \leq t < \alpha_{-i} \\ 0 & \text{for } \alpha_{-i} \leq t \leq 1 \end{cases}$$

and

$$V_i(t) = i + \int_0^t \theta_i(s)dB(s) = i + Y(t \wedge \alpha_{-i}); \quad 0 \leq t \leq 1.$$)

12.5. Prove the first part of Lemma 12.2.2, i.e. that $\tilde{B}(t)$ given by (12.2.3) is an $\mathcal{F}_t^{(m)}$-martingale (see the Remark b) following this lemma).

12.6. Determine if the following normalized markets $\{X(t)\}_{t \in [0, T]}$ allow an arbitrage. If so, find one.

a) $(n = m = 2)$

$$dX_1(t) = 3dt + dB_1(t) + dB_2(t),$$

$$dX_2(t) = -dt + dB_1(t) - dB_2(t).$$
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b) $(n = 2, m = 3)$
\[ dX_1(t) = dt + dB_1(t) + dB_2(t) - dB_3(t) \]
\[ dX_2(t) = 5dt - dB_1(t) + dB_2(t) + dB_3(t) \]

c) $(n = 2, m = 3)$
\[ dX_1(t) = dt + dB_1(t) + dB_2(t) - dB_3(t) \]
\[ dX_2(t) = 5dt - dB_1(t) - dB_2(t) + dB_3(t) \]

d) $(n = 2, m = 3)$
\[ dX_1(t) = dt + dB_1(t) + dB_2(t) - dB_3(t) \]
\[ dX_2(t) = -3dt - 3dB_1(t) - 3dB_2(t) + 3dB_3(t) \]

12.7. Determine which of the nonarbitrage markets \( \{X(t)\}_{t \in [0,T]} \) of Exercise 12.6 a)–f) are complete. For those which are not complete, find a \( T \)-claim which is not attainable.

12.8. Let \( B_t \) be 1-dimensional Brownian motion. Use Theorem 12.3.3 to find \( z \in \mathbb{R} \) and \( \phi(t, \omega) \in \mathcal{V}(0,T) \) such that
\[ F(\omega) = z + \int_{0}^{T} \phi(t, \omega) dB(t) \]
in the following cases:
(i) \( F(\omega) = B^2(T, \omega) \)
(ii) \( F(\omega) = B^3(T, \omega) \)
(iii) \( F(\omega) = \exp(B(T, \omega)) \).
(Compare with the methods you used in Exercise 4.14.)

12.9. Let \( B_t \) be \( n \)-dimensional Brownian motion. Use Theorem 12.3.3 to find \( z \in \mathbb{R} \) and \( \phi(t, \omega) \in \mathcal{V}^n(0,T) \) such that
\[ F(\omega) = z + \int_{0}^{T} \phi(t, \omega) dB(t) \]
in the following cases
(i) \( F(\omega) = B^2(T, \omega) \) (\( = B_1^2(T, \omega) + \cdots + B_n^2(T, \omega) \))
(ii) \( F(\omega) = \exp(B_1(T, \omega) + \cdots + B_n(T, \omega)) \).
12.10. Let $X(t)$ be a geometric Brownian motion given by
\[dX(t) = \alpha X(t)dt + \beta X(t)dB(t),\]
where $\alpha$ and $\beta$ are constants. Use Theorem 12.3.3 to find $z \in \mathbb{R}$ and $\phi(t, \omega) \in \mathcal{V}(0, T)$ such that
\[X(T, \omega) = z + \int_0^T \phi(t, \omega)dB(t).\]

12.11. Suppose the market is given by
\[dX_0(t) = \rho X_0(t)dt; \quad X_0(0) = 1\]
\[dX_1(t) = (m - X_1(t))dt + \sigma dB(t); \quad X_1(0) = x_1 > 0.\]

The mean-reverting Ornstein-Uhlenbeck process where $\rho > 0$, $m > 0$ and $\sigma \neq 0$ are constants.

a) Find the price $E_Q[\xi(T)F]$ of the European $T$-claim
\[F(\omega) = X_1(T, \omega).\]

b) Find the replicating portfolio $\theta(t) = (\theta_0(t), \theta_1(t))$ for this claim.
(Hint: Use Theorem 12.3.4, as in Example 12.3.5.)

12.12. Consider a market $(X_0(t), X_1(t)) \in \mathbb{R}^2$ where
\[dX_0(t) = \rho X_0(t)dt; \quad X_0(0) = 1 \quad \rho > 0 \text{ constant}\]
\[dX_1(t) = \alpha X_1(t)dt + \beta X_1(t)dB(t); \quad X_1(0) = x_1 > 0.\]

Find the price $E_Q[\xi(T)F]$ of the European $T$-claim
\[F(\omega) = B(T, \omega)\]
and find the corresponding replicating portfolio $\theta(t) = (\theta_0(t), \theta_1(t))$ in the following cases
a) $dX_1(t) = \alpha X_1(t)dt + \beta X_1(t)dB(t); \quad \alpha, \beta \text{ constants}, \beta \neq 0$

b) $dX_1(t) = c dB(t); \quad c \neq 0 \text{ constant}$

c) $dX_1(t) = \alpha X_1(t)dt + \sigma dB(t); \quad \alpha, \sigma \text{ constants}, \sigma \neq 0.$

12.13. (The classical Black & Scholes formula).
Suppose $X(t) = (X_0(t), X_1(t))$ is given by
\[dX_0(t) = \rho X_0(t)dt; \quad X_0(0) = 1\]
\[dX_1(t) = \alpha X_1(t)dt + \beta X_1(t)dB(t); \quad X_1(0) = x_1 > 0\]

where $\rho, \alpha, \beta$ are constants, $\beta \neq 0$. Moreover, suppose that the European $T$-claim is the European call, defined by
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\[ F(\omega) = (X_1(T, \omega) - K)^+ = \begin{cases} X_1(T, \omega) - K & \text{if } X_1(T, \omega) > K \\ 0 & \text{if } X_1(T, \omega) \leq K \end{cases} \]

where \( K > 0 \) is a given constant (the exercise price). Prove that in this case the option pricing formula (12.3.38) of Theorem 12.3.6 can be written

\[ p = x_1 \Phi(u) - e^{-\rho T} K \Phi(u - \beta \sqrt{T}) \quad (12.3.67) \]

where

\[ \Phi(u) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{u} e^{-\frac{x^2}{2}} dx \quad (12.3.68) \]

is the distribution function of the standard normal density and

\[ u = \frac{\ln(\frac{X_1}{K}) + (\rho + \frac{1}{2} \beta^2)T}{\beta \sqrt{T}}. \quad (12.3.69) \]

This is the celebrated Black & Scholes formula (Black and Scholes (1973)), which is of fundamental importance in today’s finance.

12.14. (The American call)

Let \( X(t) = (X_0(t), X_1(t)) \) be as in Exercise 12.13. If the American \( T \)-claim is given by

\[ F(t, \omega) = (X_1(t, \omega) - K)^+, \quad 0 \leq t \leq T, \]

then the corresponding option is called the American call.

According to Theorem 12.3.8 the price of an American call is given by

\[ p_A(F) = \sup_{\tau \leq T} E_Q[e^{-\rho \tau}(X_1(\tau) - K)^+] . \]

Prove that

\[ p_A(F) = e^{-\rho T} E_Q[(X_1(T) - K)^+] , \]

i.e. that it is always optimal to exercise the American call at the terminal time \( T \), if at all. Hence the price of an American call option coincides with that of a European call option.

(Hint: Define

\[ Y(t) = e^{-\rho t}(X_1(t) - K) . \]

a) Prove that \( Y(t) \) is a \( Q \)-submartingale (Appendix C), i.e.

\[ Y(t) \leq E_Q[Y(s) | \mathcal{F}_t] \quad \text{for } s > t . \]

b) Then use the Jensen inequality (Appendix B) to prove that

\[ Z(t) = e^{-\rho t}(X_1(t) - K)^+ \]

is also a \( Q \)-submartingale.
c) Complete the proof by using Doob’s optional sampling theorem (see the proof of Lemma 10.1.3 e)).

12.15. (The perpetual American put)
Solve the optimal stopping problem

$$\Phi(s, x) = \sup_{\tau \geq 0} E^x [e^{-\rho(s+\tau)}(a - X(\tau))^+]$$

where

$$dX(t) = \alpha X(t)dt + \beta X(t)dB(t) ; \quad X(0) = x > 0 .$$

Here $\rho > 0$, $a > 0$, $\alpha$ and $\beta \neq 0$ are constants.
If $\alpha = \rho$ then $\Phi(s, x)$ gives the price of the American put option with infinite horizon ($T = \infty$). (Hint: Proceed as in Example 10.4.2.)
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Appendix A: Normal Random Variables

Here we recall some basic facts which are used in the text.

**Definition A.11.** Let $(\Omega, \mathcal{F}, P)$ be a probability space. A random variable $X: \Omega \to \mathbb{R}$ is normal if the distribution of $X$ has a density of the form

$$p_X(x) = \frac{1}{\sigma \sqrt{2\pi}} \cdot \exp \left( -\frac{(x - m)^2}{2\sigma^2} \right), \quad (A.1)$$

where $\sigma > 0$ and $m$ are constants. In other words,

$$P[X \in G] = \int_G p_X(x) dx, \quad \text{for all Borel sets } G \subset \mathbb{R}.$$  

If this is the case, then

$$E[X] = \int_{\Omega} X dP = \int_{\mathbb{R}} x p_X(x) dx = m \quad (A.2)$$

and

$$\text{var}[X] = E[(X - m)^2] = \int_{\mathbb{R}} (x - m)^2 p_X(x) dx = \sigma^2. \quad (A.3)$$

More generally, a random variable $X: \Omega \to \mathbb{R}^n$ is called (multi-) normal $\mathcal{N}(m, C)$ if the distribution of $X$ has a density of the form

$$p_X(x_1, \cdots, x_n) = \sqrt{|A|} \cdot \frac{1}{(2\pi)^{n/2}} \cdot \exp \left( -\frac{1}{2} \cdot \sum_{j,k} (x_j - m_j) a_{jk} (x_k - m_k) \right) \quad (A.4)$$

where $m = (m_1, \cdots, m_n) \in \mathbb{R}^n$ and $C^{-1} = A = [a_{jk}] \in \mathbb{R}^{n \times n}$ is a symmetric positive definite matrix.

If this is the case then

$$E[X] = m \quad (A.5)$$

and

$$A^{-1} = C = [c_{jk}] \quad \text{is the covariance matrix of } X, \ i.e. \ c_{jk} = E[(X_j - m_j)(X_k - m_k)] \quad (A.6)$$
Definition A.12. The characteristic function of a random variable \( X : \Omega \to \mathbb{R}^n \) is the function \( \phi_X : \mathbb{R}^n \to \mathbb{C} \) (where \( \mathbb{C} \) denotes the complex numbers) defined by

\[
\phi_X(u_1, \cdots, u_n) = E[\exp(i(u_1X_1 + \cdots + u_nX_n))] = \int_{\mathbb{R}^n} e^{i(u,x)} \cdot P[X \in dx], \quad (A.7)
\]

where \( (u,x) = u_1x_1 + \cdots + u_nx_n \) (and \( i \in \mathbb{C} \) is the imaginary unit). In other words, \( \phi_X \) is the Fourier transform of \( X \) (or, more precisely, of the measure \( P[X \in dx] \)). Therefore we have

**Theorem A.13.** The characteristic function of \( X \) determines the distribution of \( X \) uniquely.

It is not hard to verify the following:

**Theorem A.14.** If \( X : \Omega \to \mathbb{R}^n \) is normal \( \mathcal{N}(m, C) \), then

\[
\phi_X(u_1, \cdots, u_n) = \exp \left( -\frac{1}{2} \sum_{j,k} u_j c_{jk} u_k + i \sum_j u_j m_j \right), \quad (A.8)
\]

Theorem A.4 is often used as a basis for an extended concept of a normal random variable: We define \( X : \Omega \to \mathbb{R}^n \) to be normal (in the extended sense) if \( \phi_X \) satisfies (A.8) for some symmetric non-negative definite matrix \( C = [c_{jk}] \in \mathbb{R}^{n \times n} \) and some \( m \in \mathbb{R}^n \). So by this definition it is not required that \( C \) be invertible. From now on we will use this extended definition of normality. In the text we often use the following result:

**Theorem A.15.** Let \( X_j : \Omega \to \mathbb{R} \) be random variables; \( 1 \leq j \leq n \). Then \( X = (X_1, \cdots, X_n) \) is normal if and only if

\[
Y = \lambda_1X_1 + \cdots + \lambda_nX_n \quad \text{is normal for all } \lambda_1, \ldots, \lambda_n \in \mathbb{R}.
\]

**Proof.** If \( X \) is normal, then

\[
E[\exp(iu(\lambda_1X_1 + \cdots + \lambda_nX_n))] = \exp \left( -\frac{1}{2} \sum_{j,k} u_j c_{jk} u_k + i \sum_j u_j m_j \right)
\]

\[
= \exp \left( -\frac{1}{2} u^2 \sum_{j,k} \lambda_j c_{jk} \lambda_k + i u \sum_j \lambda_j m_j \right),
\]

so \( Y \) is normal with \( E[Y] = \sum \lambda_j m_j \), \( \text{var}[Y] = \sum \lambda_j c_{jk} \lambda_k \).

Conversely, if \( Y = \lambda_1X_1 + \cdots + \lambda_nX_n \) is normal with \( E[Y] = m \) and \( \text{var}[Y] = \sigma^2 \), then
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\[ E[\exp(iu(\lambda_1X_1 + \cdots + \lambda_nX_n))] = \exp(-\frac{1}{2}u^2\sigma^2 + iun) , \]

where

\[ m = \sum \lambda_j E[X_j], \sigma^2 = E\left[ \left( \sum \lambda_j X_j - \sum \lambda_j E[X_j] \right)^2 \right] \]

\[ = E\left[ \left( \sum \lambda_j (X_j - m_j) \right)^2 \right] = \sum \lambda_j \lambda_k E[(X_j - m_j)(X_k - m_k)] , \]

where \( m_j = E[X_j] \). Hence \( X \) is normal.

**Theorem A.16.** Let \( Y_0, Y_1, \ldots, Y_n \) be real, random variables on \( \Omega \). Assume that \( X = (Y_0, Y_1, \ldots, Y_n) \) is normal and that \( Y_0 \) and \( Y_j \) are uncorrelated for each \( j \geq 1 \), i.e.

\[ E[(Y_0 - E[Y_0])(Y_j - E[Y_j])] = 0 ; \quad 1 \leq j \leq n . \]

Then \( Y_0 \) is independent of \( \{Y_1, \ldots, Y_n\} \).

**Proof.** We have to prove that

\[ P[Y_0 \in G_0, Y_1 \in G_1, \ldots, Y_n \in G_n] = P[Y_0 \in G_0] \cdot P[Y_1 \in G_1, \ldots, Y_n \in G_n] , \]

(A.9)

for all Borel sets \( G_0, G_1, \ldots, G_n \subset \mathbb{R} \).

We know that in the first line (and the first column) of the covariance matrix \( c_{jk} = E[(Y_j - E[Y_j])(Y_k - E[Y_k])] \) only the first entry \( c_{00} = \text{var}[Y_0] \), is non-zero. Therefore the characteristic function of \( X \) satisfies

\[ \phi_X(u_0, u_1, \ldots, u_n) = \phi_{Y_0}(u_0) \cdot \phi_{Y_1,\ldots,Y_n}(u_1, \ldots, u_n) \]

and this is equivalent to (A.9).

Finally we establish the following:

**Theorem A.17.** Suppose \( X_k: \Omega \to \mathbb{R}^n \) is normal for all \( k \) and that \( X_k \to X \) in \( L^2(\Omega) \), i.e.

\[ E[|X_k - X|^2] \to 0 \quad \text{as } k \to \infty . \]

Then \( X \) is normal.

**Proof.** Since \( |e^{i(u,x)} - e^{i(u,y)}| < |u| \cdot |x - y| \), we have

\[ E[\{\exp(i(u, X_k)) - \exp(i(u, X))\}^2] \leq |u|^2 \cdot E[|X_k - X|^2] \to 0 \quad \text{as } k \to \infty . \]

Therefore

\[ E[\exp(i(u, X_k))] \to E[\exp(i(u, X))] \quad \text{as } k \to \infty . \]

So \( X \) is normal, with mean \( E[X] = \lim E[X_k] \) and covariance matrix \( C = \lim C_k \), where \( C_k \) is the covariance matrix of \( X_k \).
Appendix B: Conditional Expectation

Let $(\Omega, \mathcal{F}, P)$ be a probability space and let $X: \Omega \to \mathbb{R}^n$ be a random variable such that $E[|X|] < \infty$. If $\mathcal{H} \subset \mathcal{F}$ is a $\sigma$-algebra, then the conditional expectation of $X$ given $\mathcal{H}$, denoted by $E[X|\mathcal{H}]$, is defined as follows:

**Definition B.1.** $E[X|\mathcal{H}]$ is the (a.s. unique) function from $\Omega$ to $\mathbb{R}^n$ satisfying:

1. $E[X|\mathcal{H}]$ is $\mathcal{H}$-measurable
2. $\int_H E[X|\mathcal{H}]dP = \int_H XdP$, for all $H \in \mathcal{H}$.

The existence and uniqueness of $E[X|\mathcal{H}]$ comes from the Radon-Nikodym theorem: Let $\mu$ be the measure on $\mathcal{H}$ defined by

$$
\mu(H) = \int_H XdP ; \quad H \in \mathcal{H}.
$$

Then $\mu$ is absolutely continuous w.r.t. $P|\mathcal{H}$, so there exists a $P|\mathcal{H}$-unique $\mathcal{H}$-measurable function $F$ on $\Omega$ such that

$$
\mu(H) = \int_H FdP \quad \text{for all } H \in \mathcal{H}.
$$

Thus $E[X|\mathcal{H}] := F$ does the job and this function is unique a.s. w.r.t. the measure $P|\mathcal{H}$.

Note that (2) is equivalent to

$$(2)' \quad \int_{\Omega} Z \cdot E[X|\mathcal{H}]dP = \int_{\Omega} Z \cdot XdP \quad \text{for all } \mathcal{H}\text{-measurable } Z .$$

We list some of the basic properties of the conditional expectation:

**Theorem B.2.** Suppose $Y: \Omega \to \mathbb{R}^n$ is another random variable with $E[|Y|] < \infty$ and let $a, b \in \mathbb{R}$. Then

a) $E[aX + bY|\mathcal{H}] = aE[X|\mathcal{H}] + bE[Y|\mathcal{H}]$
b) $E[E[X|\mathcal{H}]] = E[X]$
c) $E[X|\mathcal{H}] = X$ if $X$ is $\mathcal{H}$-measurable
d) $E[X|H] = E[X]$ if $X$ is independent of $H$.

e) $E[Y \cdot X|H] = Y \cdot E[X|H]$ if $Y$ is $H$-measurable, where $\cdot$ denotes the usual inner product in $\mathbb{R}^n$.

**Proof.** d): If $X$ is independent of $H$ we have for $H \in H$

$$\int_{H} XdP = \int_{H} X \cdot X_{H}dP = \int_{H} XdP \cdot \int_{H} X_{H}dP = E[X] \cdot P(H) ,$$

so the constant $E[X]$ satisfies (1) and (2).

e): We first establish the result in the case when $Y = X_{H}$ (where $X$ denotes the indicator function), for some $H \in H$.

Then for all $G \in H$

$$\int_{G} Y \cdot E[X|H]dP = \int_{G \cap H} E[X|H]dP = \int_{G \cap H} XdP = \int_{G} YXdP ,$$

so $Y \cdot E[X|H]$ satisfies both (1) and (2). Similarly we obtain that the result is true if $Y$ is a simple function

$$Y = \sum_{j=1}^{m} c_{j}X_{H_{j}} , \quad \text{where } H_{j} \in H .$$

The result in the general case then follows by approximating $Y$ by such simple functions. \hfill \Box

**Theorem B.3.** Let $\mathcal{G}, \mathcal{H}$ be $\sigma$-algebras such that $\mathcal{G} \subset \mathcal{H}$. Then

$$E[X|\mathcal{G}] = E[E[X|\mathcal{H}]|\mathcal{G}] .$$

**Proof.** If $G \in \mathcal{G}$ then $G \in \mathcal{H}$ and therefore

$$\int_{G} E[X|\mathcal{H}]dP = \int_{G} XdP .$$

Hence $E[E[X|\mathcal{H}]|\mathcal{G}] = E[X|\mathcal{G}]$ by uniqueness. \hfill \Box

The following useful result can be found in Chung (1974), Theorem 9.1.4:

**Theorem B.4 (The Jensen inequality).**

If $\phi : \mathbb{R} \to \mathbb{R}$ is convex and $E[|\phi(X)|] < \infty$ then

$$\phi(E[X|\mathcal{H}]) \leq E[\phi(X)|\mathcal{H}] .$$

**Corollary B.5.** (i) $|E[X|\mathcal{H}]| \leq E[|X| | \mathcal{H}]$

(ii) $|E[X|\mathcal{H}]|^{2} \leq E[|X|^{2} | \mathcal{H}] .$

**Corollary B.6.** If $X_n \to X$ in $L^2$ then $E[X_n | \mathcal{H}] \to E[X | \mathcal{H}]$ in $L^2$. 
Appendix C: Uniform Integrability and Martingale Convergence

We give a brief summary of the definitions and results which are the background for the applications in this book. For proofs and more information we refer to Doob (1984), Liptser and Shiryaev (1977), Meyer (1966) or Williams (1979).

**Definition C.1.** Let \((\Omega, \mathcal{F}, P)\) be a probability space. A family \(\{f_j\}_{j \in J}\) of real, measurable functions \(f_j\) on \(\Omega\) is called uniformly integrable if

\[
\lim_{M \to \infty} \left( \sup_{j \in J} \left\{ \int_{\{|f_j| > M\}} |f_j| dP \right\} \right) = 0.
\]

One of the most useful tests for uniform integrability is obtained by using the following concept:

**Definition C.2.** A function \(\psi: [0, \infty) \to [0, \infty)\) is called a u.i. (uniform integrability) test function if \(\psi\) is increasing, convex (i.e. \(\psi(\lambda x + (1 - \lambda)y) \leq \lambda \psi(x) + (1 - \lambda) \psi(y)\) for all \(x, y \in [0, \infty)\), \(\lambda \in [0, 1]\)) and

\[
\lim_{x \to \infty} \frac{\psi(x)}{x} = \infty.
\]

So for example \(\psi(x) = x^p\) is a u.i. test function if \(p > 1\), but not if \(p = 1\).

The justification for the name in Definition C.2 is the following:

**Theorem C.3.** The family \(\{f_j\}_{j \in J}\) is uniformly integrable if and only if there is a u.i. test function \(\psi\) such that

\[
\sup_{j \in J} \left\{ \int |f_j| dP \right\} < \infty.
\]

One major reason for the usefulness of uniform integrability is the following result, which may be regarded as the ultimate generalization of the various convergence theorems in integration theory:

**Theorem C.4.** Suppose \(\{f_k\}_{k=1}^\infty\) is a sequence of real measurable functions on \(\Omega\) such that
\[ \lim_{k \to \infty} f_k(\omega) = f(\omega) \quad \text{for a.a. } \omega. \]

Then the following are equivalent:
1) \( \{f_k\} \) is uniformly integrable
2) \( f \in L^1(P) \) and \( f_k \to f \) in \( L^1(P) \), i.e. \( \int |f_k - f|dP \to 0 \) as \( k \to \infty \).

An important application of uniform integrability is within the convergence theorems for martingales:

Let \( (\Omega, \mathcal{N}, P) \) be a probability space and let \( \{N_t\}_{t \geq 0} \) be an increasing family of \( \sigma \)-algebras, \( N_t \subset \mathcal{N} \) for all \( t \). A stochastic process \( N_t: \Omega \to \mathbb{R} \) is called a supermartingale (w.r.t. \( \{N_t\} \)) if \( N_t \) is \( N_t \)-adapted, \( E[|N_t|] < \infty \) for all \( t \) and
\[
N_t \geq E[N_s | N_t] \quad \text{for all } s > t. \tag{C.1}
\]

Similarly, if (C.1) holds with the inequality reversed for all \( s > t \), then \( N_t \) is called a submartingale. And if (C.1) holds with equality then \( N_t \) is called a martingale.

As in customary we will assume that each \( N_t \) contains all the null sets of \( \mathcal{N} \), that \( t \to N_t(\omega) \) is right continuous for a.a. \( \omega \) and that \( \{N_t\} \) is right continuous, in the sense that \( N_t = \bigcap_{s > t} N_s \) for all \( t \geq 0 \).

**Theorem C.5 (Doob’s martingale convergence theorem I).**

Let \( N_t \) be a right continuous supermartingale with the property that
\[
\sup_{t > 0} E[N_t^-] < \infty,
\]
where \( N_t^- = \max(-N_t, 0) \). Then the pointwise limit
\[ N(\omega) = \lim_{t \to \infty} N_t(\omega) \]
exists for a.a. \( \omega \) and \( E[N^-] < \infty \).

Note, however, that the convergence need not be in \( L^1(P) \). In order to obtain this we need uniform integrability:

**Theorem C.6 (Doob’s martingale convergence theorem II).**

Let \( N_t \) be a right-continuous supermartingale. Then the following are equivalent:
1) \( \{N_t\}_{t \geq 0} \) is uniformly integrable
2) There exists \( N \in L^1(P) \) such that \( N_t \to N \) a.e. \( (P) \) and \( N_t \to N \) in \( L^1(P) \), i.e. \( \int |N_t - N|dP \to 0 \) as \( t \to \infty \).

Combining Theorems C.6 and C.3 (with \( \psi(x) = x^p \)) we get
Corollary C.7. Let $M_t$ be a continuous martingale such that
\[ \sup_{t>0} E[|M_t|^p] < \infty \quad \text{for some } p > 1. \]
Then there exists $M \in L^1(P)$ such that $M_t \to M$ a.e. $(P)$ and
\[ \int |M_t - M|dP \to 0 \quad \text{as } t \to \infty. \]

Finally, we mention that similar results can be obtained for the analogous
discrete time super/sub-martingales \{${N_k, \mathcal{N}_k}$, $k = 1, 2, \ldots$\}. Of course, no
continuity assumptions are needed in this case. For example, we have the
following result, which is used in Chapter 9:

Corollary C.8. Let $M_k; k = 1, 2, \ldots$ be a discrete time martingale and assume that
\[ \sup_k E[|M_k|^p] < \infty \quad \text{for some } p > 1. \]
Then there exists $M \in L^1(P)$ such that $M_k \to M$ a.e. $(P)$ and
\[ \int |M_k - M|dP \to 0 \quad \text{as } k \to \infty. \]

Corollary C.9. Let $X \in L^1(P)$, let \{${N_k}$\}$_{k=1}^{\infty}$ be an increasing family of $\sigma$-
apr algebras, $N_k \subset F$ and define $N_\infty$ to be the $\sigma$-algebra generated by \{${N_k}$\}$_{k=1}^{\infty}$.

Then
\[ E[X|\mathcal{N}_k] \to E[X|\mathcal{N}_\infty] \quad \text{as } k \to \infty, \]
a.e. $P$ and in $L^1(P)$.

Proof. $M_k := E[X|\mathcal{N}_k]$ is a u.i. martingale, so there exists $M \in L^1(P)$ such that $M_k \to M$ a.e. $P$ and in $L^1(P)$, as $k \to \infty$. It remains to prove that $M = E[X|\mathcal{N}_\infty]$: Note that
\[ \|M_k - E[M|\mathcal{N}_k]\|_{L^1(P)} = \|E[M_k|\mathcal{N}_k] - E[M|\mathcal{N}_k]\|_{L^1(P)} \leq \|M_k - M\|_{L^1(P)} \to 0 \quad \text{as } k \to \infty. \]

Hence if $F \in \mathcal{N}_{k_0}$ and $k \geq k_0$ we have
\[ \int_F (X-M)dP = \int_F E[X-M|\mathcal{N}_k]dP = \int_F (M_k-E[M|\mathcal{N}_k])dP \to 0 \quad \text{as } k \to \infty. \]

Therefore
\[ \int_F (X-M)dP = 0 \quad \text{for all } F \in \bigcup_{k=1}^{\infty} \mathcal{N}_k \]
and hence
\[ E[X|\mathcal{N}_\infty] = E[M|\mathcal{N}_\infty] = M. \]
Appendix D: An Approximation Result

In this Appendix we prove an approximation result which was used in Theorem 10.4.1. We use the notation from that Theorem.

**Theorem C.1.** Let $D \subset V \subset \mathbb{R}^n$ be open sets such that

$$\partial D \text{ is a Lipschitz surface}$$  \hspace{1cm} (C.1)

and let $\phi: V \to \mathbb{R}$ be a function with the following properties

$$\phi \in C^4(V) \cap C(\overline{V})$$  \hspace{1cm} (C.2)

$$\phi \in C^2(V \setminus \partial D) \text{ and the second order derivatives}$$  \hspace{1cm} (C.3)

of $\phi$ are locally bounded near $\partial D$.

Then there exists a sequence $\{\phi_j\}_{j=1}^{\infty}$ of functions $\phi_j \in C^2(V) \cap C(\overline{V})$ such that

$$\phi_j \to \phi \text{ uniformly on compact subsets of } V, \text{ as } j \to \infty$$  \hspace{1cm} (C.4)

$$L\phi_j \to L\phi \text{ uniformly on compact subsets of } V \setminus \partial D, \text{ as } j \to \infty$$  \hspace{1cm} (C.5)

$$\{L\phi_j\}_{j=1}^{\infty} \text{ is locally bounded on } V.$$  \hspace{1cm} (C.6)

**Proof.** We may assume that $\phi$ is extended to a continuous function on the whole of $\mathbb{R}^n$. Choose a $C^\infty$ function $\eta: \mathbb{R}^n \to [0, \infty)$ with compact support such that

$$\int_{\mathbb{R}^n} \eta(y)dy = 1$$  \hspace{1cm} (C.7)

and put

$$\eta_\epsilon(x) = \epsilon^{-n} \eta\left(\frac{x}{\epsilon}\right) \quad \text{for } \epsilon > 0, \ x \in \mathbb{R}^n.$$  \hspace{1cm} (C.8)

Fix a sequence $\epsilon_j \downarrow 0$ and define

$$\phi_j(x) = (\phi \ast \eta_{\epsilon_j})(x) = \int_{\mathbb{R}^n} \phi(x - z)\eta_{\epsilon_j}(z)dz = \int_{\mathbb{R}^n} \phi(y)\eta_{\epsilon_j}(x - y)dy,$$  \hspace{1cm} (C.9)
i.e. $\phi_j$ is the convolution of $\phi$ and $\eta_j$. Then it is well-known that $\phi_j(x) \to \phi(x)$ uniformly on compact subsets of any set in $V$ where $\phi$ is continuous. See e.g. Folland (1984), Theorem 8.14 (c). Note that since $\eta$ has compact support we need not assume that $\phi$ is globally bounded, just locally bounded (which follows from continuity).

We proceed to verify (D.4)–(D.6): Let $W \subset V$ be open with a Lipschitz boundary. Put $V_1 = W \cap D$, $V_2 = W \setminus D$.

Then $V_1, V_2$ are Lipschitz domains and integration by parts gives, for $i = 1, 2$ and $x \in W \setminus \partial D$

\[
\int_{V_i} \phi(y) \frac{\partial^2}{\partial y_k \partial y_\ell} \eta_{x_j}(x-y) dy = \\
\int_{\partial V_i} \phi(y) \frac{\partial}{\partial y_k} \eta_{x_j}(x-y) n_{ik} d\nu(y) - \int_{V_i} \frac{\partial^2 \phi}{\partial y_k \partial y_\ell}(y) \eta_{x_j}(x-y) dy ,
\]

where $n_{ik}$ is component number $k$ of the outer unit normal $n_i$ from $V_i$ at $\partial V_i$. (This outer normal exists a.e. with respect to the surface measure $\nu$ on $\partial V_i$ since $\partial V_i$ is a Lipschitz surface.)

Another integration by parts yields

\[
\int_{V_i} \frac{\partial \phi}{\partial y_k}(y) \frac{\partial}{\partial y_\ell} \eta_{x_j}(x-y) dy = \\
\int_{\partial V_i} \frac{\partial \phi}{\partial y_k}(y) \eta_{x_j}(x-y) n_{i\ell} d\nu(y) - \int_{V_i} \frac{\partial^2 \phi}{\partial y_k \partial y_\ell}(y) \eta_{x_j}(x-y) dy .
\]

Combining (D.10) and (D.11) we get

\[
\int_{V_i} \phi(y) \frac{\partial^2}{\partial y_k \partial y_\ell} \eta_{x_j}(x-y) dy = \\
\int_{\partial V_i} \phi(y) \frac{\partial}{\partial y_k} \eta_{x_j}(x-y) n_{ik} d\nu(y) - \int_{V_i} \frac{\partial^2 \phi}{\partial y_k \partial y_\ell}(y) \eta_{x_j}(x-y) dy .
\]
\[ \int_{\partial V_i} \left[ \phi(y) \frac{\partial}{\partial y_k} \eta_{e_j}(x-y) \nu_i - \frac{\partial \phi}{\partial y_k}(y) \eta_{e_j}(x-y) \nu_i \right] \, dv(y) \]

\[ + \int_{V_i} \frac{\partial^2 \phi}{\partial y_k \partial y_\ell}(y) \eta_{e_j}(x-y) \, dy ; \quad i = 1, 2 . \]  

(C.12)

Adding (D.12) for \( i = 1, 2 \) and keeping in mind that the outer unit normal for \( V_i \) is the inner unit normal for \( V_1 - i \) on \( \partial V_1 \cap \partial V_2 \), we get

\[ \int_{W} \phi(y) \frac{\partial^2}{\partial y_k \partial y_\ell} \eta_{e_j}(x-y) \, dy = \]

\[ + \int_{\partial W} \left\{ \phi(y) \frac{\partial}{\partial y_k} \eta_{e_j}(x-y) N_k - \frac{\partial \phi}{\partial y_k}(y) \eta_{e_j}(x-y) N_\ell \right\} dv(y) \]

\[ + \int_{W} \frac{\partial^2 \phi}{\partial y_k \partial y_\ell}(y) \eta_{e_j}(x-y) \, dy , \]  

(C.13)

where \( N_k, N_\ell \) are components number \( k, \ell \) of the outer unit normal \( N \) from \( W \) at \( \partial W \).

If we fix \( x \in W \setminus \partial D \) then for \( j \) large enough we have \( \eta_{e_j}(x-y) = 0 \) for all \( y \) outside \( W \) and for such \( j \) we get from (D.13)

\[ \int_{\mathbb{R}^n} \phi(y) \frac{\partial^2}{\partial y_k \partial y_\ell} \eta_{e_j}(x-y) \, dy = \int_{\mathbb{R}^n} \frac{\partial^2 \phi}{\partial y_k \partial y_\ell}(y) \eta_{e_j}(x-y) \, dy . \]  

(C.14)

In other words, we have proved that

\[ \frac{\partial^2}{\partial x_k \partial x_\ell} \phi_j(x) = \left( \frac{\partial^2 \phi}{\partial y_k \partial y_\ell} \ast \eta_{e_j} \right)(x) \quad \text{for} \quad x \in V \setminus \partial D . \]  

(C.15)

Similarly, integration by parts applied to \( W \) gives, if \( j \) is large enough

\[ \int_{W} \phi(y) \frac{\partial}{\partial y_k} \eta_{e_j}(x-y) \, dy = - \int_{W} \frac{\partial \phi}{\partial y_k}(y) \eta_{e_j}(x-y) \, dy \]

from which we conclude that

\[ \frac{\partial}{\partial x_k} \phi_j(x) = \left( \frac{\partial \phi}{\partial y_k} \ast \eta_{e_j} \right)(x) \quad \text{for} \quad x \in V . \]  

(C.16)

From (D.15) and (D.16), combined with Theorem 8.14 (c) in Folland (1984), we get that

\[ \frac{\partial \phi_j}{\partial x_k} \rightarrow \frac{\partial \phi}{\partial x} \quad \text{uniformly on compact subsets of} \ V \ as \ j \rightarrow \infty \]  

(C.17)
and

$$\frac{\partial^2 \phi_j}{\partial x_k \partial x_\ell} \to \frac{\partial^2 \phi}{\partial x_k \partial x_\ell}$$
uniformly on compact subsets of $V \setminus \partial D$ as $j \to \infty$. \hfill (C.18)

Moreover, $\left\{ \frac{\partial \phi_j}{\partial x_k} \right\}_{j=1}^\infty$ and $\left\{ \frac{\partial^2 \phi_j}{\partial x_k \partial x_\ell} \right\}_{j=1}^\infty$ are locally bounded on $V$, by (D.15), (D.16) combined with the assumptions (D.2), (D.3).

We conclude that (D.4)–(D.6) hold. \hfill \square
Solutions and Additional Hints to Some of the Exercises

2.13. \( P^0[B_t \in D_\rho] = 1 - e^{-\frac{\rho^2}{2t}} \).

2.14. \( E^x[\int_0^\infty X_K(B_t)dt] = \int_0^\infty P^x[B_t \in K]dt = \int_0^\infty (2\pi t)^{-n/2} e^{-\frac{(x-y)^2}{2t}} dy dt = 0 \) for all \( x \in \mathbb{R}^n \), if \( K \subset \mathbb{R}^n \) has \( n \)-dimensional Lebesgue measure equal to 0.

2.15. \( P[\tilde{B}_{t_1} \in F_1, \ldots, \tilde{B}_{t_k} \in F_k] = P[B_{t_1} \in U^{-1}F_1, \ldots, B_{t_k} \in U^{-1}F_k] \)

\[
= \int_{U^{-1}F_1 \times \cdots \times U^{-1}F_k} p(t_1,0,x_1) \cdots p(t_k-1,x_{k-1},x_k) dx_1 \cdots dx_k
\]

\[
= \int_{F_1 \times \cdots \times F_k} p(t_1,0,y_1) \cdots p(t_k-1,y_{k-1},y_k) dy_1 \cdots dy_k
\]

by (2.2.1), using the substitutions \( y_j = Ux_j \) and the fact that \( |Ux_j - Ux_{j-1}|^2 = |x_j - x_{j-1}|^2 \).

2.17. a) \( E[(Y_n(t,\cdot) - t)^2] = E\left[ \left( \sum_{k=0}^{2^n-1} (\Delta B_k)^2 - \sum_{k=0}^{2^n-1} 2^{-n}t \right)^2 \right] \)

\[
= E\left\{ \sum_{k=0}^{2^n-1} ((\Delta B_k)^2 - 2^{-n}t)^2 \right\}
\]

\[
= E\left[ \sum_{k=0}^{2^n-1} ((\Delta B_j)^2 - 2^{-n}t)((\Delta B_k)^2 - 2^{-n}t) \right]
\]

\[
= \sum_{k=0}^{2^n-1} E[(\Delta B_k)^2 - 2^{-n}t]^2
\]

\[
= \sum_{k=0}^{2^n-1} E[\Delta B_k]^4 - 2 \cdot 2^{-2n}t^2 - 2^{-2n}t^2
\]

\[
= \sum_{k=0}^{2^n-1} 2 \cdot 2^{-2n}t^2 = 2 \cdot 2^{-n}t^2 \to 0 \quad \text{as} \; n \to \infty .
\]

b) This follows from the following general result: If the quadratic variation of a real function over an interval is positive, then the total variation of the function over that interval is infinite.
3.1. \( t B_t = \sum_{j=0}^{n-1} \Delta(s_j B_j) = \sum_{j=0}^{n-1} s_j \Delta B_j + \sum_{j=0}^{n-1} B_{j+1} \Delta s_j \)
\( \rightarrow \int_0^t s dB_s + \int_0^t B_s ds \) as \( n \to \infty \).

3.4. The processes in (iii) and (iv) are martingales, but those in (i) and (ii) are not.

3.9. \( \int_0^T B_t \circ dB_t = \frac{1}{2} B_T^2 \) if \( B_0 = 0 \).

3.12. (i) \( a) \ dx_t = (\gamma + 2\alpha^2 X_t)dt + \alpha X_t dB_t. \)
\( b) \ dx_t = \frac{1}{2} \sin X_t(\cos X_t - t^2)dt + (t^2 + \cos X_t)dB_t. \)
(ii) \( a) \ dx_t = (r - \frac{1}{2} \alpha^2 X_t)dt + \alpha X_t dB_t. \)
\( b) \ dx_t = (2e^{-X_t} - X_t^3)dt + X_t^2 dB_t. \)

4.1. (i) \( a) \ dx_1 = 2B_t dB_t + dt. \)
\( b) \ dx_1 = (1 + 2e^B)dt + eB dB. \)
\( c) \ dx_1 = 2dt + 2B_1 dB_1(t) + 2B_2 dB_2(t). \)
\( d) \ dx_2 = \begin{bmatrix} dt \\ dB_t \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \end{bmatrix} dt + \begin{bmatrix} 0 \\ 1 \end{bmatrix} dB_t. \)
\( e) \ dx_2(t) = dB_1(t) + dB_2(t) + dB_3(t) \)
\( \int_0^t (dB_1(t)dB_1(t) + 2dB_2(t)dB_2(t) - B_1(t)dB_3(t)) \)
\( \int_0^t dB_3(t) \)
\( \text{or} \)
\( dx_2 = \begin{bmatrix} dx_1(t) \\ dx_2(t) \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix} dt + \begin{bmatrix} 1 \\ -B_3(t) \\ 2B_2(t) \\ -1 \end{bmatrix} \begin{bmatrix} dB_1(t) \\ dB_2(t) \\ dB_3(t) \end{bmatrix}. \)

4.5. \( E[B_t^3] = 15e^\gamma \) if \( B_0 = 0 \).

5.3. \( X_t = X_0 \cdot \exp \left( \left( r - \frac{1}{2} \sum_{k=1}^n \alpha_k^2 \right) t + \sum_{k=1}^n \alpha_k B_k(t) \right) \) (if \( B(0) = 0 \)).

5.4. (i) \( X_1(t) = X_1(0) + t + B_1(t), \)
\( X_2(t) = X_2(0) + X_1(0)B_2(t) + \int_0^t s dB_2(s) + \int_0^t B_1(s)dB_2(s), \)
assuming (as usual) that \( B(0) = 0. \)
(ii) \( X_t = e^t X_0 + \int_0^t e^{t-s} dB_t. \)
(iii) \( X_t = e^{-t} X_0 + e^{-t} B_t \) (assuming \( B_0 = 0 \)).

5.6. \( Y_t = \exp(\alpha B_t - \frac{1}{2} \alpha^2 t)[Y_0 + \int_0^t \exp(-\alpha B_s + \frac{1}{2} \alpha^2 s) ds] \) (if \( B_0 = 0 \)).

5.7. (a) \( X_t = m + (X_0 - m)e^{-t} + \sigma \int_0^t e^{-t} dB_s. \)
\( b) E[X_t] = m + (X_0 - m)e^{-t}. \)
\( \text{Var}[X_t] = \sigma^2 [1 - e^{-2t}]. \)

5.8. \( X(t) = \begin{bmatrix} X_1(t) \\ X_2(t) \end{bmatrix} = \exp(tJ)X(0) + \exp(tJ) \int_0^t \exp(-sJ)MdB(s), \) where
\( J = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \), \( M = \begin{bmatrix} \alpha & 0 \\ 0 & \beta \end{bmatrix} \), \( dB(s) = \begin{bmatrix} dB_1(s) \\ dB_2(s) \end{bmatrix} \)

and

\[
\exp(tJ) = I + tJ + \frac{t^2}{2} J^2 + \cdots + \frac{t^n}{n!} J^n + \cdots \in \mathbb{R}^{2 \times 2}.
\]

Using that \( J^2 = -I \) this can be rewritten as

\[
X_1(t) = X_1(0) \cos(t) + X_2(0) \sin(t) + \int_0^t \alpha \cos(t-s) dB_1(s)
\]

\[
+ \int_0^t \beta \sin(t-s) dB_2(s),
\]

\[
X_2(t) = -X_1(0) \sin(t) + X_2(0) \cos(t) - \int_0^t \alpha \sin(t-s) dB_1(s)
\]

\[
+ \beta \int_0^t \cos(t-s) dB_2(s).
\]

**5.11.** Hint: To prove that \( \lim_{t \to 1} (1-t) \int_0^t \frac{dB_s}{1-s} = 0 \) a.s., put \( M_t = \int_0^t \frac{dB_s}{1-s} \) for \( 0 \leq t < 1 \) and apply the martingale inequality to prove that

\[
P[\sup \{ (1-t) |M_t|; t \in [1-2^{-n}, 1-2^{-n-1}] \} > \epsilon] \leq 2\epsilon^2 \cdot 2^{-n}.
\]

Hence by the Borel-Cantelli lemma we obtain that for a.a. \( \omega \) there exists \( n(\omega) < \infty \) such that

\[
n \geq n(\omega) \Rightarrow \omega \notin A_n,
\]

where

\[
A_n = \{ \omega; \sup \{ (1-t) |M_t|; t \in [1-2^{-n}, 1-2^{-n-1}] \} > 2^{-n} \}.
\]

**5.16.** c) \( X_t = \exp(\alpha B_t - \frac{1}{2} \alpha^2 t) \left[ x^2 + 2 \int_0^t \exp(-2\alpha B_s + \alpha^2 s)ds \right]^{1/2} \).

**7.1.** a) \( Af(x) = \mu x f'(x) + \frac{1}{2} \alpha^2 f''(x); \quad f \in C^2_0(\mathbb{R}). \)

b) \( Af(x) = \mu x f'(x) + \frac{1}{2} \alpha^2 x^2 f''(x); \quad f \in C^2_0(\mathbb{R}). \)

c) \( Af(y) = \mu y f'(y) + \frac{1}{2} \alpha^2 y^2 f''(y); \quad f \in C^2_0(\mathbb{R}). \)

d) \( Af(t, x) = \frac{\partial f}{\partial t} + \mu x \frac{\partial f}{\partial x} + \frac{1}{2} \sigma^2 \frac{\partial^2 f}{\partial x^2}; \quad f \in C^2_0(\mathbb{R}^2). \)

\[
e) Af(x_1, x_2) = \frac{\partial f}{\partial x_1} + x_2 \frac{\partial f}{\partial x_2} + \frac{1}{2} \sigma^2 x_1 \frac{\partial^2 f}{\partial x_2^2}; \quad f \in C^2_0(\mathbb{R}^2).
\]

g) \( Af(x_1, \ldots, x_n) = \sum_{k=1}^n r_k x_k \frac{\partial f}{\partial x_k} + \frac{1}{2} \sum_{i,j=1}^n x_i x_j \sum_{k=1}^n \alpha_{ik} \alpha_{jk} \frac{\partial^2 f}{\partial x_i \partial x_j}; \quad f \in C^2_0(\mathbb{R}^n). \)

**7.2.** a) \( dX_t = dt + \sqrt{2} dB_t. \)
b) \( dX(t) = \begin{bmatrix} dX_1(t) \\ dX_2(t) \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ cX_2(t) & \alpha X_2(t) \end{bmatrix} dt + \begin{bmatrix} 1 \\ 0 \end{bmatrix} dB_t. \)

c) \( dX(t) = \begin{bmatrix} dX_1(t) \\ dX_2(t) \end{bmatrix} = \begin{bmatrix} 2X_2(t) \\ \ln(1+X_1^3(t)+X_2^2(t)) \end{bmatrix} dt + \begin{bmatrix} X_1(t) & 1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} dB_1(t) \\ dB_2(t) \end{bmatrix}. \)

(Several other diffusion coefficients are possible.)

7.4. a), b). Let \( \tau_k = \inf\{ t > 0; B_t^x = 0 \text{ or } B_t^k = k \}; k > x > 0 \) and put \( \rho_k = P^x[B_{\tau_k} = k]. \)

Then by Dynkin’s formula applied to \( f(y) = y^2 \) for \( 0 \leq y \leq k \) we get

\[
E^x[\tau_k] = k^2 \rho_k - x^2. \tag{S1}
\]

On the other hand, Dynkin’s formula applied to \( f(y) = y \) for \( 0 \leq y \leq k \) gives \( kp_k = x \). \( \tag{S2} \)

Combining these two identities we get that

\[
E^x[\tau] = \lim_{k \to \infty} E^x[\tau_k] = \lim_{k \to \infty} x(k - x) = \infty. \tag{S3}
\]

Moreover, from (S2) we get

\[
P^x[3t < \infty \text{ with } B_t = 0] = \lim_{k \to \infty} P^x[B_{\tau_k} = 0] = \lim_{k \to \infty} (1 - \rho_k) = 1, \tag{S4}
\]

so \( \tau < \infty \) a.s. \( P^x \).

7.18. c) \( p = \frac{\exp(-\frac{2x}{\sigma^2}) - \exp(-\frac{2k}{\sigma^2})}{\exp(-\frac{2k}{\sigma^2}) - \exp(-\frac{2x}{\sigma^2})} \).

8.1. a) \( g(t, x) = E^x[\phi(B_t)] \).

b) \( u(x) = E^x[\int_0^\infty e^{-at}\psi(B_t)dt] \).

8.12. \( dQ(\omega) = \exp(3B_1(T) - B_2(T) - 5T)dP(\omega) \).

9.1. a) \( dX_t = \begin{bmatrix} \alpha \\ 0 \end{bmatrix} dt + \begin{bmatrix} 0 \\ \beta \end{bmatrix} dB_t. \)

b) \( dX_t = \begin{bmatrix} a \\ b \end{bmatrix} dt + \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} dB_t. \)

c) \( dX_t = \alpha X_t dt + \beta dB_t. \)

d) \( dX_t = \alpha dt + \beta X_t dB_t. \)

e) \( dX_t = \begin{bmatrix} dX_1(t) \\ dX_2(t) \end{bmatrix} = \begin{bmatrix} \ln(1+X_1^3(t)) \\ X_2(t) \end{bmatrix} dt + \sqrt{2} \begin{bmatrix} X_2(t) & 0 \\ X_1(t) & X_1(t) \end{bmatrix} \begin{bmatrix} dB_1(t) \\ dB_2(t) \end{bmatrix}. \)

9.3. a) \( u(t, x) = E^x[\phi(B_{T-t})]. \)

b) \( u(t, x) = E^x[\psi(B_t)]. \)
9.8. a) Let \( X_t \in \mathbb{R}^2 \) be uniform motion to the right, as described in Example 9.2.1. Then each one-point set \( \{(x_1, x_2)\} \) is thin (and hence semipolar) but not polar.

b) With \( X_t \) as in a) let \( H_k = \{(a_k, 1)\}; k = 1, 2, \ldots \) where \( \{a_k\}_{k=1}^\infty \) is the set of rational numbers. Then each \( H_k \) is thin but \( Q^{(x_1,1)}[T_H = 0] = 1 \) for all \( x_1 \in \mathbb{R} \).

9.10. Let \( Y_t = Y^{s,x}_t = (s + t, X^s_t) \) for \( t \geq 0 \), where \( X^s_t \) satisfies
\[
dX^s_t = \alpha X^s_t dt + \beta X^s_t dB_t ; \quad t \geq 0, \quad X^s_0 = x > 0 .
\]
Then the generator \( \hat{A} \) of \( Y_t \) is given by
\[
\hat{A}f(s, x) = \frac{\partial f}{\partial s} + x \frac{\partial f}{\partial x} + \frac{1}{2} \beta^2 x^2 \frac{\partial^2 f}{\partial x^2} ; \quad f \in C^2_0(\mathbb{R}^2) .
\]
Moreover, with \( D = \{(t, x); x > 0 \text{ and } t < T\} \) we have
\[
\tau_D := \inf\{t > 0; Y_t \notin D\} = \inf\{t > 0; s + t > T\} = T - s .
\]
Hence
\[
Y_{\tau_D} = (T, X_T^{T-s}) .
\]
Therefore, by Theorem 9.3.3 the solution is
\[
f(s, x) = E \left[ e^{-\rho T} \phi(X_T^{T-s}) + \int_0^{T-s} e^{-\rho(s+t)} K(X^s_t) dt \right] .
\]

10.1. a) \( g^*(x) = \infty, \quad \tau^* \) does not exist.

b) \( g^*(x) = \infty, \quad \tau^* \) does not exist.

c) \( g^*(x) = 1, \quad \tau^* = \inf\{t > 0; B_t = 0\} \).

d) If \( \rho < \frac{1}{2} \) then \( g^*(s, x) = \infty \) and \( \tau^* \) does not exist.

If \( \rho \geq \frac{1}{2} \) then \( g^*(s, x) = g(s, x) = e^{-\rho s} \cosh x \) and \( \tau^* = 0 \).

10.3. \( x_0 > 0 \) is given implicitly by the equation
\[
x_0 = \sqrt{\frac{2}{\rho} \cdot \frac{e^{2\sqrt{\rho} x_0}}{e^{2\sqrt{\rho} x_0} - 1}} ,
\]
and \( g^*(s, x) = e^{-\rho s} x_0^2 \frac{\cosh(\sqrt{2\rho} x)}{\cosh(\sqrt{2\rho} x_0)} \) for \( -x_0 \leq x \leq x_0 \), where \( \cosh \xi = \frac{1}{2}(e^\xi + e^{-\xi}) \).

10.9. If \( 0 < \rho \leq 1 \) then \( \gamma(x) = \frac{1}{\rho} x^2 + \frac{1}{\rho} \) but \( \tau^* \) does not exist. If \( \rho > 1 \) then
\[
\gamma(x) = \begin{cases} 
\frac{1}{\rho} x^2 + \frac{1}{\rho} + C \cosh(\sqrt{2\rho} x) & \text{for } |x| \leq x^* \\
\frac{C}{x^*} & \text{for } |x| > x^*
\end{cases}
\]
where \( C > 0, \ x^* > 0 \) are the unique solutions of the equations.
\[ C \cosh(\sqrt{2 \rho} x^*) = \left( 1 - \frac{1}{\rho} \right) (x^*)^2 - \frac{1}{\rho^2} \]
\[ C \sqrt{2 \rho} \sinh(\sqrt{2 \rho} x^*) = 2 \left( 1 - \frac{1}{\rho} \right) x^* . \]

10.12. If \( \rho > r \) then \( g^*(s, x) = e^{-\rho s}(x_0 - 1)^+ \left( \frac{q}{x_0} \right)^\gamma \) and \( \tau^* = \inf \{ t > 0; X_t \geq x_0 \} \), where
\[
\gamma = \alpha^{-2} \left[ \frac{1}{2} \alpha^2 - r + \sqrt{\left( \frac{1}{2} \alpha^2 - r \right)^2 + 2 \alpha^2 \rho} \right]
\]
and
\[ x_0 = \frac{\gamma}{\gamma - 1} \quad (\gamma > 1 \iff \rho > r) . \]

10.13. If \( \alpha \leq \rho \) then \( \tau^* = 0 \).
If \( \rho < \alpha < \rho + \lambda \) then
\[ G^*(s, p, q) = \left\{ \begin{array}{ll}
    e^{-\rho s} p q ; & \text{if } 0 < pq < y_0 \\
    e^{-\rho s} (C_1(pq)^{\gamma_1} + \frac{\lambda}{\rho + \lambda - \alpha} \cdot pq - \frac{K}{\rho}) ; & \text{if } pq \geq y_0
\end{array} \right.
\]
where
\[
\gamma_1 = \beta^{-2} \left[ \frac{1}{2} \beta^2 + \lambda - \alpha - \sqrt{\left( \frac{1}{2} \beta^2 + \lambda - \alpha \right)^2 + 2 \rho \beta^2} \right] < 0 ,
\]
\[ y_0 = \frac{(-\gamma_1)K(\rho + \lambda - \alpha)}{(1 - \gamma_1)\rho(\alpha - \rho)} > 0 \]
and
\[ C_1 = \frac{(\alpha - \rho) y_0^{1-\gamma_1}}{(-\gamma_1)(\rho + \lambda - \alpha)} . \]
The continuation region is
\[ D = \{ (s, p, q); pq > y_0 \} . \]
If \( \rho + \lambda \leq \alpha \) then \( G^* = \infty \).

11.6. \( u^* = \frac{a_1 - a_2 - \sigma_1^2(1-\gamma)}{\sigma_1^2 + \sigma_2^2(1-\gamma)} \) (constant),
\[ \Phi(s, x) = e^{\lambda(t-t_1)} x^\gamma \quad \text{for } t < t_1, x > 0 \]
where
\[
\lambda = \frac{1}{2} \gamma(1-\gamma)[\sigma_1^2(u^*)^2 + \sigma_2^2(1-u^*)^2] - \gamma[a_1 u^* + a_2(1-u^*)] . \]
11.11. Additional hints:

For the solution of the unconstrained problem try a function \( \phi_\lambda(s, x) \) of the form
\[
\phi_\lambda(s, x) = a_\lambda(s)x^2 + b_\lambda(s) ,
\]
for suitable functions \( a_\lambda(s), b_\lambda(s) \) with \( \lambda \in \mathbb{R} \) fixed. By substituting this into the HJB equation we arrive at the equations
\[
a'_\lambda(s) = \frac{1}{\theta} a^2_\lambda(s) - 1 \quad \text{for } s < t_1
\]
\[
a_\lambda(t_1) = \lambda
\]
and
\[
b'_\lambda(s) = -\sigma^2 a_\lambda(s) \quad \text{for } s < t_1
\]
\[
b_\lambda(t_1) = 0 ,
\]
with optimal control \( u^*(s, x) = -\frac{1}{\theta} a_\lambda(s)x \).

Now substitute this into the equation for \( X^u_{t_1} \) and use the terminal condition to determine \( \lambda_0 \).

If we put \( s = 0 \) for simplicity, then \( \lambda = \lambda_0 \) can be chosen as any solution of the equation
\[
A\lambda^3 + B\lambda^2 + C\lambda + D = 0 ,
\]
where
\[
A = m^2(e^{t_1} - e^{-t_1})^2 ,
B = m^2(e^{2t_1} + 2 - 3e^{-2t_1}) - \sigma^2(e^{t_1} - e^{-t_1})^2 ,
C = m^2(-e^{2t_1} + 2 + 3e^{-2t_1}) - 4x^2 - 2\sigma^2(1 - e^{-2t_1})
D = -m^2(e^{t_1} + e^{-t_1})^2 + 4x^2 + \sigma^2(e^{2t_1} - e^{-2t_1}) .
\]

12.6. a) no arbitrage
b) no arbitrage
c) \( \theta(t) = (0, 1, 1) \) is an arbitrage
d) no arbitrage
e) arbitrage exists
f) no arbitrage.

12.7. a) complete
b) not complete. For example, the claim
\[
F(\omega) = \int_0^T B_3(t)dB_3(t) = \frac{1}{2}B_3^2(T) - \frac{1}{2}T
\]
cannot be hedged.
c) (arbitrages exist)
d) not complete
e) (arbitrages exist)
f) complete.

12.12. c) \(E_Q[\xi(T)F] = \sigma^{-1}x_1(1 - \frac{a}{\rho})(1 - e^{-\rho T})\). The replicating portfolio is \(\theta(t) = (\theta_0(t), \theta_1(t))\), where

\[
\theta_1(t) = \sigma^{-1} \left[ 1 - \frac{\alpha}{\rho} (1 - e^{\rho(t-T)}) \right]
\]

and \(\theta_0(t)\) is determined by (12.1.14).

12.15. \(\Phi(s, x) = \begin{cases} e^{-\rho s}(a-x) & \text{for } x \leq x^* \\ e^{-\rho s}(a-x^*)(\frac{x}{x^*})^\gamma & \text{for } x > x^* \end{cases}\)

where

\[
\gamma = \beta^{-2} \left[ \frac{1}{2} \beta^2 - \alpha - \sqrt{\left( \frac{1}{2} \beta^2 - \alpha \right)^2 + 2 \rho \beta^2} \right] < 0
\]

and

\[
x^* = \frac{a \gamma}{\gamma - 1} \in (0, a).
\]

Hence it is optimal to stop the first time \(X(t) \leq x^*\).

If \(\alpha = \rho\) this simplifies to

\[
\gamma = - \frac{2 \rho}{\beta^2} \quad \text{and} \quad x^* = \frac{a 2 \rho}{\beta^2 + 2 \rho}.
\]
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List of Frequently Used Notation and Symbols

\( \mathbb{R}^n \): \( n \)-dimensional Euclidean space
\( \mathbb{R}^+ \): the non-negative real numbers
\( \mathbb{Q} \): the rational numbers
\( \mathbb{Z} \): the integers
\( \mathbb{Z}^+ = \mathbb{N} \): the natural numbers
\( \mathbb{C} \): the complex plane
\( \mathbb{R}^{n \times m} \): the \( n \times m \) matrices (real entries)
\( A^T \): the transposed of the matrix \( A \)
\( |C| \): the determinant of the \( n \times n \) matrix \( C \)
\( \mathbb{R}^n \cong \mathbb{R}^{n \times 1} \): i.e. vectors in \( \mathbb{R}^n \) are regarded as \( n \times 1 \)-matrices
\( \mathbb{C}^n = \mathbb{C} \times \cdots \times \mathbb{C} \): the \( n \)-dimensional complex space
\( |x|^2 = x^2 \): \( \sum_{i=1}^{n} x_i^2 \) if \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \)
\( x \cdot y \): the dot product \( \sum_{i=1}^{n} x_i y_i \) if \( x = (x_1, \ldots, x_n), y = (y_1, \ldots, y_n) \)
\( x^+ \): \( \max(x, 0) \) if \( x \in \mathbb{R} \)
\( x^- \): \( \max(-x, 0) \) if \( x \in \mathbb{R} \)
\( \text{sign } x \): \( \begin{cases} 1 & \text{if } x \geq 0 \\ -1 & \text{if } x < 0 \end{cases} \)
\( C(U, V) \): the continuous functions from \( U \) into \( V \)
\( C(U) \): the same as \( C(U, \mathbb{R}) \)
\( C_0(U) \): the functions in \( C(U) \) with compact support
\( C^k(U) \): the functions in \( C(U, \mathbb{R}) \) with continuous derivatives up to order \( k \)
\( C_0^k(U) \): the functions in \( C^k(U) \) with compact support in \( U \)
\( C^k+\alpha(U) \): the functions in \( C^k(U) \) whose \( k \)'th derivatives are Lipschitz continuous with exponent \( \alpha \)
\( C^{1,2}(\mathbb{R} \times \mathbb{R}^n) \): the functions \( f(t, x): \mathbb{R} \times \mathbb{R}^n \to \mathbb{R} \) which are \( C^1 \) w.r.t. \( t \in \mathbb{R} \) and \( C^2 \) w.r.t. \( x \in \mathbb{R}^n \)
\( C_b(U) \): the bounded continuous functions on \( U \)
\( f|K \): the restriction of the function \( f \) to the set \( K \)
\( A = A_X \): the generator of an Itô diffusion \( X \)
\( \mathcal{A} = \mathcal{A}_X \): the characteristic operator of an Itô diffusion \( X \)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L = L_X$</td>
<td>the second order partial differential operator which coincides with $A_X$ on $C^2$ and with $A_X$ on $C^2$</td>
</tr>
<tr>
<td>$B_t$ (or $(B_t, \mathcal{F}, \Omega, P^x)$)</td>
<td>Brownian motion</td>
</tr>
<tr>
<td>$\mathcal{D}_A$</td>
<td>the domain of definition of the operator $A$</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>the gradient: $\nabla f = \left( \frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_n} \right)$</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>the Laplace operator: $\Delta f = \sum_{i} \frac{\partial^2 f}{\partial x_i^2}$</td>
</tr>
<tr>
<td>$L$</td>
<td>a semielliptic second order partial differential operator of the form $L = \sum_i b_i \frac{\partial}{\partial x_i} + \sum_{i,j} a_{ij} \frac{\partial^2}{\partial x_i \partial x_j}$</td>
</tr>
<tr>
<td>$R_\alpha$</td>
<td>the resolvent operator</td>
</tr>
<tr>
<td>a.a., a.e., a.s.</td>
<td>almost all, almost everywhere, almost surely</td>
</tr>
<tr>
<td>w.r.t.</td>
<td>with respect to</td>
</tr>
<tr>
<td>s.t.</td>
<td>such that</td>
</tr>
<tr>
<td>$\simeq$</td>
<td>coincides in law with (see Section 8.5)</td>
</tr>
<tr>
<td>$E[Y] = E^\mu[Y] = \int Y d\mu$</td>
<td>the expectation of the random variable $Y$ w.r.t. the measure $\mu$</td>
</tr>
<tr>
<td>$E[Y</td>
<td>N]$</td>
</tr>
<tr>
<td>$\mathcal{F}_\infty$</td>
<td>the $\sigma$-algebra generated by $\bigcup_{t&gt;0} \mathcal{F}_t$</td>
</tr>
<tr>
<td>$\mathcal{B}$</td>
<td>the Borel $\sigma$-algebra</td>
</tr>
<tr>
<td>$\mathcal{F}_t, \mathcal{F}_t^{(m)}$</td>
<td>the $\sigma$-algebra generated by ${B_s; s \leq t}$, $B_s$ is $m$-dimensional</td>
</tr>
<tr>
<td>$\mathcal{F}_\tau$</td>
<td>the $\sigma$-algebra generated by ${B_{s\wedge \tau}; s \geq 0}$ ($\tau$ is a stopping time)</td>
</tr>
<tr>
<td>$\perp$</td>
<td>orthogonal to (in a Hilbert space)</td>
</tr>
<tr>
<td>$\mathcal{M}_t$</td>
<td>the $\sigma$-algebra generated by ${X_s; s \leq t}$ ($X_t$ is an Itô diffusion)</td>
</tr>
<tr>
<td>$\mathcal{M}_\tau$</td>
<td>the $\sigma$-algebra generated by ${X_{s\wedge \tau}; s \geq 0}$ ($\tau$ is a stopping time)</td>
</tr>
<tr>
<td>$\partial G$</td>
<td>the boundary of the set $G$</td>
</tr>
<tr>
<td>$\overline{G}$</td>
<td>the closure of the set $G$</td>
</tr>
<tr>
<td>$G \subset\subset H$</td>
<td>$\overline{G}$ is compact and $\overline{G} \subset H$</td>
</tr>
<tr>
<td>$d(y, K)$</td>
<td>the distance from the point $y \in \mathbb{R}^n$ to the set $K \subset \mathbb{R}^n$</td>
</tr>
<tr>
<td>$\tau_G$</td>
<td>the first exit time from the set $G$ of a process $X_t$</td>
</tr>
<tr>
<td>$\mathcal{V}(S, T), \mathcal{V}^n(S, T)$</td>
<td>Definition 3.3.1</td>
</tr>
<tr>
<td>$\mathcal{W}, \mathcal{W}^n$</td>
<td>Definition 3.3.2</td>
</tr>
<tr>
<td>$(H)$</td>
<td>Hunt’s condition (Chapter 9)</td>
</tr>
<tr>
<td>HJB</td>
<td>the Hamilton-Jacobi-Bellman equation (Chapter 11)</td>
</tr>
<tr>
<td>$I_n$</td>
<td>the $n \times n$ identity matrix</td>
</tr>
<tr>
<td>$\mathcal{X}_G$</td>
<td>the indicator function of the set $G$ $\mathcal{X}_G(x) = 1$ if $x \in G$, $\mathcal{X}_G(x) = 0$ if $x \notin G$</td>
</tr>
</tbody>
</table>
- \( P_x \): the probability law of \( B_t \) starting at \( x \)
- \( P = P^0 \): the probability law of \( B_t \) starting at 0
- \( Q^x \): the probability law of \( Y_t = (s + t, X^s_t)_{t \leq 0} \) with \( Y_0 = (s, x) \) (Chapter 10)
- \( Q^{s,x} \): the probability law of \( Y_t = (s + t, X^{s,x}_t)_{t \geq 0} \) with \( Y_0 = (s, x) \) (Chapter 11)
- \( P \ll Q \): the measure \( P \) is absolutely continuous w.r.t. the measure \( Q \)
- \( P \sim Q \): \( P \) is equivalent to \( Q \), i.e. \( P \ll Q \) and \( Q \ll P \)
- \( E^x, E^{(s,x)}, E^{s,x} \): the expectation operator w.r.t. the measures \( Q^x \), \( R^{(s,x)} \) and \( Q^{s,x} \), respectively
- \( E_Q \): the expectation w.r.t. the measure \( Q \)
- \( E \): the expectation w.r.t. a measure which is clear from the context (usually \( P^0 \))
- \( s \land t \): the minimum of \( s \) and \( t \) (\( = \min(s, t) \))
- \( s \lor t \): the maximum of \( s \) and \( t \) (\( = \max(s, t) \))
- \( \sigma^T \): the transposed of the matrix \( \sigma \)
- \( \delta_x \): the unit point mass at \( x \)
- \( \delta_{ij} \): \( \delta_{ij} = 1 \) if \( i = j \), \( \delta_{ij} = 0 \) if \( i \neq j \)
- \( \theta_t \): the shift operator: \( \theta_t(f(X_s)) = f(X_{t+s}) \) (Chapter 7)
- \( \theta(t) \): portfolio (see (12.1.3))
- \( V^0(t) \): \( V^0(t) = \theta(t) \cdot X(t) \), the value process (see (12.1.4))
- \( V^0_s(t) \): \( V^0_s(t) = z + \int_0^t \theta(s)dX(s) \), the value generated at time \( t \) by the self-financing portfolio \( \theta \) if the initial value is \( z \) (see (12.1.7))
- \( X(t) \): the normalized price vector (see (12.1.8)–(12.1.11))
- \( \xi(t) \): the discounting factor (see (12.1.9))
- \( := \): equal to by definition
- \( \lim, \lim \): the same as \( \liminf, \limsup \)
- \( \text{ess inf } f \): \( \sup \{ M \in \mathbb{R} : f \geq M \text{ a.s.} \} \)
- \( \text{ess sup } f \): \( \inf \{ N \in \mathbb{R} : f \leq N \text{ a.s.} \} \)
- \( \square \): end of proof

"Increasing" is used with the same meaning as "nondecreasing", "decreasing" with the same meaning as "nonincreasing". In the strict cases "strictly increasing/strictly decreasing" are used.
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