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Preface

One hundred years ago Hermann Minkowski (1904) has started the problem:
to reconstruct an even function f on the sphere S2 from knowledge of the integrals

Mf (C) =

∫

C

fds

over big circles C. Paul Funk (1916) has found an explicit reconstruction for-
mula for f from data of big circle integrals. Johann Radon studied the similar
problem for the Euclidean plane and space. The interest to reconstruction prob-
lems like Minkowski-Funk’s and Radon’s ones grew tremendously in the last four
decades, stimulated by the spectrum of new problems and methods of image
reconstruction. These are X-ray, MRI, gamma and positron radiography, ultra-
sound, thermoacoustic, seismic tomography, electron microscopy, synthetic radar
imaging and others. Analytic methods of reconstruction in two and three dimen-
sions from plane, ray or spherical averages are now in the focus of studies, being
motivated by applications.

The objective of the Chapters 2-5 and 7 of this book is to represent the scope
of recent results and new methods in the reconstructive integral geometry 1 in a
uniform way. Keeping in mind the applications to real problems, the problems
with incomplete data are studied in Chapter 6. The phase space analysis is
applied to show the limits of stable reconstruction. We do not touch here the
problems arising in adaptation of analytic methods to numerical reconstruction
algorithms. We refer to the books [63],[64] which are focused on these problems.

Various aspects of relations between integral geometry and differential equa-
tions are discussed in Chapter 8. The results presented here are partially new.
Necessary information from the harmonic analysis and the distribution theory is
collected in Chapter 1.

The book is an extended version of the lecture course which was read for
students of Tel Aviv University. Not much of additional knowledge is necessary
for reading Chapters 1-4.

1Blaschke’s term ”Integralgeometrie” looks somehow redundant; the word ’geometry’ means

itself, since the old Greek time, calculation of lengths, areas, volumes, i.e. some integrals.

Integral geometry in Blaschke’s sense is rather contemplative point of view on the subject,

whereas reconstructive integral geometry is the application motivated part of the geometry.
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Notations

R,C - the field of real, respectively, of complex numbers
j
.
= 2πı, ı

.
=
√
−1

V - a vector space over R of finite dimension V ∗ - the dual space
dx or dV - a volume form in V
F (f) = f̂ - the Fourier transform of a function f or of the density fdx defined
in V
f̂ (ξ) =

∫

V
exp (−jξx) f (x) dx

F ∗ (f) =
∫

V ∗
exp (jξx) f (ξ) dξ - the adjoint Fourier transform

D (V ) - the space of smooth functions of compact support (test functions) in the
vector space V
K (V ) - the space of smooth densities of compact support (test densities) in V
S (V ) - the Schwartz space of smooth fast decreasing functions in V
Γ (λ) - Euler Gamma-function; basic formulae:

Γ (1) = 1,Γ (1/2) =
√
π,Γ (λ+ 1) = λΓ (λ) , res

−k
Γ (λ) dλ =

(−1)k

k!
, k = 0, 1, 2, ...

Γ (λ) Γ (1− λ) = π/ sinπλ, Γ (2λ) = π−1/222λ−1Γ (λ) Γ (λ+ 1/2) .
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Chapter 1

Fourier transform and

distribution theory

1.1 Fourier transform

Let X be a space supplied with a Lebesgue measure dx. A (measurable) function
f : V → C is called integrable in (X, dx) , if the integral of

∫
|f | dx is finite. We

shall use few facts from the Lebesgue theory:

Theorem 1.1 [Dominated convergence theorem] Let F be an integrable function
in V and fi, i = 1, 2, ... a sequence of (measurable) functions such that |fi| ≤ F
and fi → f almost everywhere in X . Then

∫

V

fidx→

∫

V

fdx

Theorem 1.2 [Fubini’s theorem] Let X,Y be spaces endowed with the Lebesgue
measures dx, dy, respectively, and f be a function in X×Y integrable with respect
to the measure dxdy in X × Y . Then the function f(·, y) is integrable in X for
almost all y ∈ Y, the function g (y)

.
=
∫
X
f (x, y) dx is integrable in Y and

∫

Y

dy

∫

X

f (x, y) dx =

∫

X×Y

f (x, y) dxdy.

From Fubini’s theorem we conclude that

∫ (∫
f(x, y)dx

)
dy =

∫ (∫
f(x, y)dy

)
dx
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.e. we may change the order of integrations for any integrable f in X × Y .
For an arbitrary number p ≥ 1 the notation Lp = Lp(X), p ≥ 1 stands for the
set of functions in V such that the function |f |p is integrable. This is a C-vector
space, moreover, it is a Banach space with the norm

‖f‖p =

(∫
|f |pdx

)1/p

The space L2(V ) of square-integrable functions is a Hilbert space with the scalar
(inner) product

〈f, g〉 =

∫
f ḡ dx

which satisfies the inequality: |〈f, g〉|2 ≤ ‖f‖2‖g‖2. (which is attributed to Cauchy,
Bunyakovsky and H.Schwarz). We call it triangle inequality since it is equivalent
to ‖f + g‖2 ≤ (‖f‖+ ‖g‖)2 for L2-norms.

Let V be a finite dimensional vector space over the field R. Fix a coordinate
system x = (x1, ..., xn) in V and consider the volume density dx

.
= dx1∧ ...∧dxn.

This density gives rise to the Lebesgue theory in (V, dx). We need one more fact
from this special theory. Let G ⊂ V be a (measurable) set; the indicator of this
set is the function g that is equal to 1 in G and g = 0 otherwise. Fix a system
of coordinates in a finite dimensional space V ; we call a function g in V a step
function if it is equal to a linear combinations of indicators of cubes Q ⊂ V . In
the case V = R, an arbitrary finite interval is a cube.

Theorem 1.3 [Density theorem] For any p ≥ 1 the set of step functions is dense
in the space Lp (V ) .

The Fourier transform of a function f ∈ L1 (R) is the integral transformation

F (f) = f̂(ξ)
.
=

∫ ∞

−∞

exp(−jξx)f(x)dx =

∫ ∞

−∞

exp(−jξx)f(x)dx

with the parameter ξ running over the dual line R∗, i.e. over the space of all
linear functionals on R.
Example 1. For the Gauss distribution function f(x) = π−1/2σ−1 exp(−σ−2(x−
y)2) with the mean value y and dispersion σ we have

f̂(ξ) = exp(−jyξ) exp(−π2σ2ξ2)

It satisfies the inequality
|f̂(ξ)| ≤ ‖f‖1 (1.1)
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since

|f̂(ξ)| ≤

∫
| exp(−jξx)f(x)|dx =

∫
|f(x)|dx = ‖f‖1.

Exercise. Prove the Theorem: for an arbitrary function f ∈ L1(R) its Fourier
image f̂ is a continuous function in R∗ such that f̂(ξ)→ 0 as |ξ| → ∞ such that
f̂(ξ)→ 0 as |ξ| → ∞.
Some properties. For a point y ∈ R we denote by Ty the translation operator
Tyf(x) = f(x + y). We have F (Tyf) = exp (jξy)F (f). Taking derivative with
respect to y we come to

Proposition 1.4 If a function f ∈ L1 (R) is continuous and possesses almost
everywhere the derivative f ′ = df/dx ∈ L1, then

f̂ ′(ξ) = jξf̂(ξ)

If f, xf ∈ L1 (R), then the Fourier image of f has a continuous derivative and

dF (f)

dξ
= −jF (xf)

J To check the first assertion we note that the condition f ′ ∈ L1 implies that
f → 0 as |x| → ∞. We integrate partially in the integral

∫ t
−t

exp(−jξx)f ′(x)dx
and pass on to the limit as t → ∞. For the second statement we commute the
derivative and the Fourier integral. I

Convolution. The integral

(f ∗ g)(x) =

∫
f(x− y)g(y)dy (1.2)

is called convolution of functions f, g ∈ L2. The mapping (f, g) 7→ f ∗g is bilinear
commutative and associative operation. It satisfies

|f ∗ g| ≤ ‖f‖2‖g‖2 (1.3)

which follows from the triangle inequality.

Proposition 1.5 If f, g ∈ L1 the integral (1.2) converges almost everywhere and

‖f ∗ g‖1 ≤ ‖f‖1‖g‖1

J By Fubini’s theorem and by changing the variables z = x− y we get
∫
|

∫
f(y)g(x− y)dy|dx ≤

∫
|f(y)||g(x− y)|dxdy =

∫
|f(y)|dy

∫
|g(z)|dz. I
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Theorem 1.6 [Parseval] For an arbitrary function f ∈ L1∩L2 the Fourier image
f̂ belongs to L2(R∗) and satisfies

∫
|f |2dx =

∫
|f̂ |2dξ (1.4)

For arbitrary functions f, g ∈ L1 ∩ L2 we have

〈f̂ , ĝ〉 = 〈f, g〉. (1.5)

In other terms, the operator F : f 7→ f̂ is an isometry in L2 (R)→ L2 (R∗).
J Take a finite interval, say I = [a, b] ⊂ R; the function hI is called indicator

of this interval if hI = 1 in I and hI = 0 otherwise. First we check (1.5) for
f = hI , g = hJ for arbitrary intervals I, J. We have

ĥI =

∫ b

a

exp(−jξx)dx = −
1

jξ
[exp (−jbξ)− exp (−jaξ)]

= − exp

(
−jξ

a+ b

2

)
sin(πξ(b− a))

πξ

We see that the right side is a holomorphic function in the whole plane C (more-
over, a bandlimited function, see sec.1.8). Similarly for J = [c, d] we have

ĥJ = −
1

jξ

[
e−jdξ − e−jcξ

]
,

∫
ĥI ĥjdξ =

∫ ∞

−∞

[
ej(d−b)ξ − ej(d−a)ξ − ej(c−b)ξ + ej(c−a)ξ

] dξ

(2πξ)2

There is no pole at the point ξ = 0 and we can integrate over the line ξ = η − ı.
The first term in the bracket gives zero after integration, if d − b < 0, since the
function exp (j (d− b) ξ) decreases fast in the bottom half-plane. Otherwise the
integral of this term is equal to j2 (d− b) (apply the residue theory). Therefore
the result of integration equals

∫
ĥI ĥjdξ = − (d− b)+ + (d− a)+ + (c− b)+ − (c− a)+

where we set e+ = e if e > 0 and e+ = 0 otherwise. It is easy to see that the right
side coincides with the length of the interval I∩ J which is equal to

∫
hIhJdx.

This proves the (1.5) for f = hI , g = hJ and for arbitrary step functions f, g.
Take an arbitrary f ∈ L1 ∩ L2 and an arbitrary t > 0; set ft(x) = f(x) for

|x| ≤ t and ft(x) = 0 otherwise (the function ft is called the truncation of f). We
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have ‖f − ft‖1 → 0 and ‖f − ft‖2 → 0 as t → ∞. By Density theorem we can
choose a function ht that is equal to a linear combination of indicator functions
of some intervals [a, b] ⊂ [−t, t] such that ‖ft − ht‖2 ≤ 1/t.We have ‖ft − ht‖1 ≤

(2t)1/2 /t = (2/t)1/2 by the triangle inequality, consequently ‖f − ht‖1 → 0 as

t→∞. By 1.1 ĥt → f̂ uniformly. On the other hand, ‖f − ht‖2 → 0, which yields

that {ht} is a Cauchy sequence in L2 (R) . By (1.5)
{
ĥt

}
is a Cauchy sequence

in the space L2 (R∗) and by completeness of this space ĥt → φ in L2 (R∗) . We
conclude that φ = f̂ since the same sequence converges to f̂ uniformly. Finally

∥∥∥f̂
∥∥∥
2
= ‖φ‖2 = lim

∥∥∥ĥt
∥∥∥
2
= lim ‖ht‖ = ‖f‖2

which proves (1.4). The equation (1.5) follows from the identity 2Re〈λf, g〉 =
‖λf + g‖2 − |λ|2‖f‖2 − ‖g‖2, where λ is an arbitrary complex number. I

1.2 Fourier-Plancherel transform and inversion

Theorem 1.7 [Plancherel] For an arbitrary function f ∈ L2 (R) the sequence of
functions

Ft(f)(ξ) =

∫ t

−t

exp(−jξx)f(x)dx, t > 0

converges in L2 (R) to a function f̃ as t→∞. The limit satisfies (1.4).

J The integral Ft (f)equals to the Fourier transform of the truncation ft of f.
The sequence {ft} converges in L2 to f as t→∞ hence it is a Cauchy sequence
in L2. We can apply the Parseval equation since ft ∈ L1: ‖f̂t− f̂s‖2 = ‖ft− fs‖2,
It follows that f̂t, t = 1, 2, ... is a Cauchy sequence L2. Denote by f̃ its limit. We
have ‖ft − f‖ → 0 hence ‖f̃‖2 = ‖f‖2. I

We call the function f̃ Fourier-Plancherel transform of f . This transform is
a continuation of the Fourier transformation, since the function f̃ coincides with
(1.1) if f ∈ L1 ∩ L2. The continuation is the unique that keeps the Parseval
equation. We use henceforth the same notation F : f 7→ f̂ for the Fourier-
Plancherel transform. The Parseval equation means that this operator is unitary
as an operator in L2. Define the adjoint Fourier transform by means of the
complex conjugated kernel:

F ∗ (g) (x) =

∫

R∗

exp (jxξ) g (ξ) dξ

It possesses the similar properties and can be extended to the space L2 (R∗) ; the
Parseval equation is preserved.
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Proposition 1.8 For any ϕ ∈ L2(R), ψ ∈ L2(R∗) we have the equation

〈F (ϕ), ψ〉 = 〈ϕ, F ∗(ψ)〉 (1.6)

J First assume that both functions ϕ, ψ are integrable and change the order
of integration as follows

〈F (ϕ), ψ〉 =

∫ ∫
exp(−jξx)ϕ(x)dxψ̄(ξ)dξ

=

∫ ∫
ϕ(x)exp(jξx)ψ(ξ)dξdx = 〈ϕ, F ∗(ψ)〉

For arbitrary square-integrable functions ϕ, ψ we can apply this equation to the
truncated functions ϕt, ψt. Then we pass on to the limit as t→∞ and get (1.6).
I

Theorem 1.9 The operators F, F ∗ are mutually inverse, i.e.

F ∗F = id, FF ∗ = id,

where I means the identity operator in L2(R) and in L2(R∗).

J The second equation is similar to the first one. The composition F ∗F is a
isometry. Therefore it is sufficient to prove the first equation on a dense subset
of L2. For indicator functions we can change the order of integrations and apply
Parseval’s equation:

〈F ∗F (hI) , hJ〉 = 〈F (hI) , F (hJ)〉 = 〈hI , hJ〉 .

This implies that F ∗F (hI) = hI and by continuity of the operator F ∗F this
equation holds for any function f ∈ L2 (R∗) . I

Theorem 1.10 For arbitrary f, g ∈ L1 we have

F (f ∗ g) = F (f)F (g) (1.7)

If moreover, f, g ∈ L2 the symmetric equation is valid:

F (fg) = F (f) ∗ F (g) (1.8)

too. These equations hold for the conjugated transform F ∗ as well.
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J First we prove (1.7):

F (f ∗ g)(ξ) =

∫
exp(−jξx)

∫
f(x− y)g(y)dydx

=

∫
exp(−jξz)

∫
exp(−jξy)f(z)g(y)dydz

=

∫
exp(−jξz)f(z)dz

∫
exp(−jξy)g(y)dy

The coordinate change z = x − y is eligible, since the integrand belongs to
the Lebesgue space L1(R × R). The right side is equal F (f)F (g). To prove
(1.8) we apply (1.7) to the adjoint Fourier transforms of the truncated functions
F (f)t, F (g)t. These functions are integrable since they are bounded, this yields

F ∗(F (f)t ∗ F (g)t) = F ∗(F (f)t) · F
∗(F (g)t) (1.9)

By Plancherel’s theorem the sequence F ∗(F (f)t) converges in mean to F ∗(F (f))
as t → ∞ and F ∗(F (f)) = f by Theorem 1.9. Similarly F ∗(F (g)t) → g in
mean. The right side of (1.9) converges to the function fg in the space L1 by the
triangle inequality. Apply the Fourier transform to both sides and get uniform
convergence of the sequence FF ∗(F (f)t ∗ F (g)t) → fg. At the other hand the
convolution F (f)t ∗F (g)t has compact support and is bounded in virtue of (1.3).
It belongs to L2 hence FF

∗(F (f)t ∗F (g)t) = F (f)t ∗F (g)t by Theorem (1.9). By
(1.3) F (f)t ∗ F (g)t converges uniformly to F (f) ∗ F (g) which implies (1.8). I

Poisson formula

Theorem 1.11 Let f be a function in R such that f, x2f, f ′′ ∈ L2 (R) . Then
the equation holds ∑

Z

f̂ (k) =
∑

Z

f (k) (1.10)

J Take small positive parameter ε and regularize the left side of (1.10) as
follows: ∑

k6=0

f̂ (k) = lim
ε↘0

∑∫
exp (−jk (x− sgn k εı)) f (x) dx (1.11)

We show that the limit in the right side exists. From the inequality |xf | ≤
|f |+x2 |f | follows that xf ∈ L2 (R) , and by Parseval’s theorem also f ′ ∈ L2 (R) .
By the triangle inequality

∫
|f | dx =

∫
q−1/2

∣∣q1/2f
∣∣ dx ≤

(∫
q−1dx

∫
q |f |2 dx

)1/2
<∞
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where q = x2 + 1, which yields f ∈ L1 (R) . Integrating by parts yields

−〈xf ′, xf ′〉 =
〈
x2f, f ′′

〉
+ 2 〈xf, f ′〉

It follows that xf ′ ∈ L2 which also yields f ′ ∈ L1 (R) . Integrating by parts in
(1.11) yields

∑∫
e−jk(x−sgn k εı)f (x) dx =

1

j

∫ [∑

k6=0

1

k
e−jk(x−sgn k ε ı)

]
f ′ (x) dx (1.12)

The sum in brackets is 1-periodic. Calculate it for 0 < x < 1 :

∑

k6=0

1

k
exp (−jk (x− sgn kεı)) = − ln (1− exp (−j (x− εı))) + ln (exp (j (x+ εı))− 1)

= jx+ 2πε+ ln r (x) , r (x)
.
=

sinπ (x+ εı)

sin π (x− εı)

We have |r (x)| = 1and Im r (x) > 0 which yield ln r (x) = ı arg r (x), 0 ≤
arg r (x) ≤ π. Obviously r (x) → 0 as x 6= mπ. By Dominated convergence
theorem, we can pass to limit in (1.12) as ε→ 0. This gives the convergent sum

∑

m

∫ 1

0

xf ′ (m+ x) dx =
∑[

f (m)−

∫ 1

0

f (x+m) dx

]
=
∑

f (m)−

∫
f (x) dx

This implies convergence of the right side of (1.10) and also existence of the limit
in (1.11). Taking in account that the last term coincides with f̂ (0) we complete
the proof. I

1.3 Distributions and generalized functions

Let V be a finite dimensional vector space, U is an open set in V. Consider the
space D = D (U) if C∞-functions φ in V with compact support suppφ b U (test
functions). This is a vector space over the field C of complex numbers. The
natural convergence in D (U) is defined as follows: {φk, k = 1, 2, ...} converges to
φ, if (i) ∪ suppφk ⊂ K b U and (ii) Dq (φk − φ)⇒ 0 uniformly in U for arbitrary
q = (q1, ..., qn) where

Dq =
∂q1+...+qn

(∂x1)q1 ...(∂xn)qn

and x1, ..., xn is linear coordinate system in V. Any linear functional u : D (U)→
C that is continuous with respect to the natural convergence is called distribution
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in U. The space of all distributions is denoted D ′ (U) . A rest density in U is a
smooth density ρ with compact support. For a choice of the coordinate system
we can write ρ = φdx where dx = dx1 ∧ ... ∧ dxn and φ = ρ/dx. The space of
test densities with support in U is denoted K (U) . This space is supplied with
the natural convergence: a sequence ρk converges to ρ is the sequence of test
functions φk = ρk/dx converges to φ

.
= ρ/dx. A linear continuous functional

on the space K (U) is called generalized function in U. The linear operations,
multiplication by a smooth function and derivatives are well defined in the space
D ′ (U) of distributions and in the space K ′ (U) of generalized functions.
Example 2. Dirac-function at a point a ∈ V is the functional δa(φdx) = ϕ(a)
on the space K (V ) .
Dirac-distribution δadx is the continuous functional on D (V ) : δadx (φ) = φ (a) .
Example 3. The integral

lim
ε↘0

∫

|x|>ε

φdx

x

is called the principal value of the divergent integral. It is a continuous functional
in D (R) , i.e. a distribution; we shall denote it by [dx/x].
Hilbert operator. For a function a ∈ L2(R) we consider the operator

Ha(p)
.
=

1

π

∫
a(p− q)dq

q

The integral has the sense of principal value ( Example 3) and converges for each
p, if a is a Lipschitz function. For any function a ∈ S (R) we can write this
equation in the form

Ha(p) = [
dq

q
](ap), ap(q) = a(p− q)

i.e. H is the convolution with the distribution [dq/q]. It is easy to check the
formula

F (H(a)(λ)) = −ı sgn(λ)â(λ) (1.13)

By Parseval’s theorem this implies that the Hilbert operator H is an isometry in
L2 (R) . From (1.13) it follows that H2 = −I where I is the identity operator in
L2.
Example 4. Euler kernels. For an arbitrary complex λ, Reλ > 0 we define
the functional on D (R)

Hλ (φ) =
xλ−1+ dx

Γ (λ)
(φ)

.
=

1

Γ (λ)

∫ ∞

0

xλφ (x) dx,
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where xλ−1
.
= exp ((λ− 1) lnx) , ln x ∈ R for x > 0. This is a tempered distribu-

tion which depends analytically on λ, i.e. Hλ (φ) is a holomorphic function of λ
for each φ.

Proposition 1.12 The family Hλ has holomorphic continuation at the whole
complex plane C. We have H−k = δ(k) (0) for k = 0, 1, 2, ...

J We have for Reλ > 1

d

dx
Hλ (φ) = −Hλ (φ′) = −

1

Γ (λ)

∫
xλ−1φ′ (x) dx =

λ− 1

Γ (λ)

∫
xλ−2φ (x) dx

where we integrated by parts and took in account that xλ−1φ (x) vanishes at x = 0
and at x =∞. The right side is equal to Hλ−1 (φ) hence the differential equation
dHλ/dx = Hλ−1 holds. Now we can define Hλ .

= dHλ+1/dx for Reλ > −1.
This formula defines analytic family Hλ which coincides with the Euler family
for Reλ > 0. Next we can extend this family for Reλ > −2 and so on. The union
of these continuations gives the holomorphic family in the whole complex plane.
This continuation fulfils the differential equation. Calculate H0; take a function
ψ0 ∈ S that coincides with exp (−x) for x > 0. We have for Reλ > 0

Hλ (φ) = Hλ (φ− φ (0)ψ) + φ (0)Hλ (ψ) ,

Hλ (ψ) =
1

Γ (λ)

∫ ∞

0

xλ−1 exp (−x) dx = 1,

Hλ (φ− φ (0)ψ) =
1

Γ (λ)

∫
xλ−1 (φ (x)− φ (0)ψ (x)) dx

The last integral has analytic continuation for Reλ > −1 since the function
φ (x) − φ (0)ψ (x) vanishes at x = 0. On the other hand the dominator Γ has a
pole at λ = 0 and the right sides vanishes at λ = 0. Therefore Hλ (φ)→ φ (0) as

λ → 0, i.e. H0 = δ0. From the differential equation we find H−k = H0(k) = δ
(k)
0 ,

k = 1, 2, .... I We have suppHλ ⊂ R, hence the convolution Hλ and Hµ is always
defined.

Proposition 1.13 Hλ ∗Hµ = Hλ+µ for λ, µ ∈ C.

J The equation is easy to check for Reλ > 0,Reµ > 0. It keeps true for all
λ, µ since of uniqueness of analytic continuation. I

We define Hλ
− = xλ−1− /Γ (λ)

.
= (−x)λ−1+ /Γ (λ) for Reλ > 0 and extend for all λ

by Hλ
− (φ) = Hλ (ψ) where ψ (x) = φ (−x) .
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Example 5. Boundary values of holomorphic forms. Consider the
Cauchy integral

lim
ε↘0

∫
(x± εı)λϕ(x)dx

for a test function ϕ ∈ S(R). This limit exits and is a tempered distribution in
R. They are denoted by (x± 0ı)λ, respectively (a more correct notation could be
(x± 0ı)λdx). Two important equations hold:

(x+ 0ı)−1 + (x− 0ı)−1 = 2

[
dx

x

]
, (x− 0ı)−1 − (x+ 0ı)−1 = jδ0dx (1.14)

Problem 1. To prove it.

1.4 Tempered distributions and Fourier-Schwartz

transform

Laurent Schwartz introduced the space S = S(V ) of test functions in V as a
socle space for his theory of the Fourier transform of distributions. The space
S consists of smooth (i.e. of C∞-) functions ϕ in V such that it satisfies the
inequality

|xpDqϕ(x)| ≤ C(p, q), xp
.
= xp11 ...x

pn

n (1.15)

for any vectors p, q ∈ Zn and some constant C(p, q).

Theorem 1.14 The Fourier transform and the adjoint Fourier transforms are
defined in the Schwartz spaces:

F : S(V )→ S(V ′), F ∗ : S(V ′)→ S(V )

These operators are continuous and inverse one to another.

J Both the operators are well-defined, because of the Schwartz space is a
subspace of L2 ∩ L1. Now we state the inclusion F (S (V )) ⊂ S (V ′). Take an
arbitrary function ϕ ∈ S. Any derivative ϕ(q) belongs to S, hence by Proposition
1.4, the function ϕ̂ is equalO(|ξ|−q) for arbitrary q. At the other hand the function
xpϕ(x) is again in S for any p. By Proposition 1.4,II this implies that the Fourier
image ϕ̂ has derivatives of arbitrary order and any derivative is bounded in R∗.
Moreover, for arbitrary p, q we have

(−1)|q|j|q|−|p|F (Dp
xx

qϕ) = ξpDq
ξF (ϕ)
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The left side is the Fourier image of a function which is a linear combination of
functions xkϕ(l), ki ≤ qi, li ≤ pi. These functions belong to L1, hence the left
side is bounded by (1.1). The equation implies that the function F (ϕ) belongs
to S(V ′). It is easy to check by means of this equation that the operator F :
S(V )→ S(V ′) is continuous. The same arguments are valid for the operator F ∗.
I

Example 6. Let q : V → R be a positive quadratic form: q(x) =
∑
qijxixj.

Then
F (exp(−πq(x))) = | det q| exp(−πq∗(ξ))

where det q = det{qij} and q∗
.
=
∑
qijξ

iξj is the dual form, i.e. the matrix qj is
the inverse to qij.
Definition. The Fourier transform of tempered distributions is the dual operator

F ′ : S ′(V ′)→ S ′(V ) F ′(v)(ϕ)
.
= v(F (ϕ))

We call this operator the Fourier-Schwartz transform. The adjoint Fourier trans-
form is the dual operator

(F ∗)′ : S ′(V )→ S ′(V ′), (F ∗)′(u)(ψ)
.
= u(F ∗(ψ))

Properties:

I. The operators F ′, (F ∗)′ are linear and continuous with respect to the weak
convergence in S ′(V ) and S ′(V ′).
II. They are compatible with the Fourier and Fourier-Plancherel transforms. This
can be seen from the equation F ′[f ] = [F (f)] for an arbitrary function f ∈ L1.
To prove this equation we write

F ′([f ])(ρ) = [f ](F (ρ)) =

∫
f(x)dx

∫
exp(−jxξ)ϕdξ,

where we set ρ ∈ S. The density in the right side is defined in the product R×R∗
and integrable. Therefore we can change the order of integration:

F ′[f ](ρ) =

∫
f(x)dx

∫
exp(−jxξ)ρ(ξ)dξ

=

∫ (∫
f(x) exp(−jξx)dx

)
ρ(ξ)dξ = [F (f)](ρ)

III. The operators F ′, (F ∗)′ are inverse one to another. This follows from Theo-
rem 1.14.
The properties of the Fourier-Plancherel transform given in Sec.1.4 are fulfilled
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also by the Fourier-Schwartz operators F ′ and (F ∗)′. We shall write F, F ∗instead
of F ′ and F ∗′

Example 7. F ′(δ0) = [1].
Example 8.

F ′(

[
dx

x

]
) = −πı sgn ξ,

where sgn ξ = ±1 for ±ξ > 0.
Example 9. We have

F ′((x+ 0ı)−1dx) = −jξ0+, F ′((x− 0ı)−1dx) = jξ0−

where ξ0± = 1 for ±ξ > 0 and ξ0± = 0 otherwise. It follows from the previous
calculations and (1.14).
Example 10. F

(
Hλ
)
= (jξ + 0)−λ , F

(
Hλ
−

)
= F (Hλ) = (jξ + 0)−λ , λ ∈ C.

Example 11. We define the distributions x−k± for k = 1, 2, ... as follows

x−k± = lim
λ→−k

(
xλ± − (±1)k−1 Γ (λ+ 1) δ

(k−1)
0

)

We have

F
(
x−k+ dx

)
= lim

λ→−k
(λ+ k) Γ (λ+ 1)

1

(λ+ k)

[
(j (ξ − 0ı))−λ−1 − (jξ)k−1

]

= − lim
λ→−k

(λ+ k) Γ (λ+ 1)
∂

∂µ
(jξ + 0)µ |µ=k−1

=
(−1)k

(k − 1)!
(jξ + 0)k−1 [ln (2π (ξ − 0ı)) + ıπ/2]

and F
(
x−k− dx

)
= F

(
x−k+ dx

)
.

Example 12. The Poisson formula implies F (
∑
δkdx) =

∑
δk. By (1.18) for an

arbitrary h 6= 0

F
(∑

δkhdx
)
= |h|−1

∑
δk/h.

1.5 Bandlimited functions and interpolation

Theorem 1.15 [Paley-Wiener] If the support of a function f ∈ L2(R) is contained
in the interval [a, b] for some a, b, then its Fourier transform ϕ

.
= F (f) has

analytic continuation at the complex plane that satisfies the inequality

|ϕ (ζ)| ≤ C exp (2πmax (bη, aη)) , ζ = ξ + ıη (1.16)

If a function ϕ ∈ L2 (R) has a holomorphic continuation in C that fulfils (1.16),
then the function f

.
= F ∗ (ϕ) vanishes almost everywhere in R\ [a, b] .
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J The kernel of the Fourier integral

ϕ (ξ) =

∫ a

−a

exp (−jξx) f (x) dx

has holomorphic continuation exp (−jζx) which is bounded in the segment [−a, a] .We
have |exp (jζx)| = exp (2πηx) ≤ exp (2πmax (bη, aη)) which proves the first state-
ment.

Suppose that ϕ fulfils (1.16) and f = F ∗ (ϕ) .We show now that 〈f, g〉 = 0 for
an arbitrary function g ∈ D (R) with compact support supp g ⊂ [c, d] where c > b
or d < a.. This will imply the second statement. By Parseval’s 〈f, g〉 = 〈ϕ, ψ〉
where ψ = F (g) . By the first statement the function ψ has analytic continuation
at the complex plane which fulfils an estimate like (1.16). Suppose that c > b
and consider the function ψ∗ (ζ) = ψ̄

(
ζ̄
)
; it is analytic too and fulfils:

|ψ (ζ)| ≤ C (|ζ|+ 1)−2 exp (−2πcη) , η > 0

By Cauchy’s Theorem we can move the chain of integration:b

〈ϕ, ψ〉 =

∫
ϕ (ξ) ψ̄ (ξ) dξ =

∫
ϕ (ξ + ıη)ψ∗ (ξ + ıη) dξ

By (1.16) for an arbitrary η > 0 we have

|ϕ (ζ)ψ∗ (ζ)| ≤ C
(
|ζ|2 + 1

)
exp (2π (bη − cη))

which implies |〈ϕ, ψ〉| ≤ C exp (2π (b− c) η) . Taking η → ∞, yields 〈ϕ, ψ〉 = 0,
q.e.d. In the case d < a we take η → −∞. I

Example 13. Consider the function ψ
.
= (1− x2)λ+ where (1− x2)+

.
= max{1−

x2, 0} and λ ∈ C. It belongs to L2 provided λ > −1/2. We have

ψ̂ =

∫ 1

−1

(1− x2)λ exp (−jξx) dx = Γ(λ+ 1)π−λ|ξ|−λ−1/2Jλ+1/2(ξ)

where Jν is the Bessel function of order ν. The product |ξ|−νJν(ξ) can be con-
tinued to an entire function.
Definition. A function f ∈ L2(R) is called a-bandlimited function for some
number a > 0, if supp f̂ ⊂ [−a, a].
Example 14. The function sincx is a-bandlimited with a = 1/2π.
Properties:
1. If f is a-bandlimited function and γ 6= 0 is a real number, then the function
fγ(x) = f(γx) is a |γ|a-bandlimited function.
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2. If g ∈ L2 and supp ĝ ⊂ [b, c] sore some b < c, then the function f(x)
.
=

exp(−(b+ c)πıx)g(x) is a-bandlimited for a = (c− b)/2.
3. If f is a a-bandlimited function and g is a b-bandlimited function, then fg is a
a+ b-bandlimited function. The estimate |fg| ≤ C exp(2π(a+ b)|y|) follows from
the (1.16). The statement 4 follows from the Paley-Wiener Theorem.
4. If f is a-bandlimited function, then shift Thf is again a a-bandlimited function.
The derivative f ′ is a-bandlimited too and ‖f ′‖2 ≤ 2πa‖f‖2. For a proof we take
in account the equation f̂ ′ = jξf̂ . From this |f̂ ′| ≤ 2πa|f̂ | since f̂ vanishes for
|ξ| > a and ∫

|f̂ ′|2dξ ≤ (2πa)2
∫
|f̂ |2dξ

We apply the Parseval Theorem and get 4.
A bandlimited function can be interpolated by the following integral operator:

Proposition 1.16 For arbitrary positive a and ρ any a-bandlimited function φ ∈
L2 (R) can be interpolated in (−ρ, ρ) as follows

φ(ζ) = exp
(
2πa

√
ρ2 − ζ2

)∫ ∞

ρ

−

∫ −ρ

−∞

sin
(
2πa

√
z2 − ρ2

)

π (z − ζ)
φ(z)dz

where the branch is defined by Re
√
ρ2 − ζ2 > 0.

J Denote Γ+ = [ρ,∞),Γ− = (−∞, ρ],Γ = Γ+∪(−Γ−) . Take the meromorphic
form

α (z) =
exp

(
−2πa

√
ρ2 − z2

)
φ (z) dz

j (z − ζ)

defined in C\Γ. It tends to zero at infinity since of the Paley-Wiener theorem
and absolutely integrable on each side of Γ. Take the ε-neighborhood Γ± (ε) of
Γ± and the chain γ (ε)

.
= ∂Γ+ (ε)− ∂Γ− (ε) . By the residue theorem for a point

ζ ∈ C\Γ+ (ε) ∪ Γ− (ε)

exp
(
−π
√
ρ2 − ζ2

)
φ (ζ) = −

∫

γ(ε)

α

Choose now ζ ∈ Γ. For two close points ζ± ∈ γ (ε) such that ± Im ζ± > 0, Re ζ± >
0 we have

exp

(
−π
√
ρ2 − ζ2+

)
− exp

(
−π
√
ρ2 − ζ2−

)
≈ 2ı sin

(
π
√
ζ2 − ρ2

)
,
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where 2ζ = ζ++ζ−. In the case Re ζ± < 0 we get the quantity≈ −2ı sin
(
π
√
ζ2 − ρ2

)

instead. Therefore

−

∫

γ(ε)

α→

∫

Γ

sin
(
π
√
z2 − ρ2

)

π (z − ζ)
φ(z)dz

as ε→ 0. I

1.6 Distributions of several variables

The foregoing constructions and results are generalized to the spaces of functions
defined in an open subset U of a real vector space V of arbitrary finite dimension
n.
Example 15. Let f be a real smooth function in an open set U ⊂ V such that
df 6= 0 as f = 0. We define the generalized Euler kernel generated by f as follows

Hλ
f (ρ) =

fλ−1+ dx

Γ (λ)
(ρ)

.
=

1

Γ (λ)

∫

f>0

fλ−1φdx, φ ∈ D (U) , Reλ > 0

In the case n = 1, f = x this is just the Euler kernel as in Sec.1.4. In the general
it possesses the similar properties:

Proposition 1.17 The family Hλ
f has analytic continuation to C with values

in K ′ (U) . The functional δ(k) (f)
.
= H−k

f is supported by the hypersurface Z
.
=

{f = 0} for k = 0, 1, 2, ...

J Define the function

r (t)
.
=

∫

f=t

φdx

df

where the hypersurface is oriented by the form df. The function r has compact
support since ρ has such support. It belongs to C∞ in a neighborhood of the
point t = 0 since df 6= 0. Therefore we can apply the Euler distribution to the
test function r. By Fubini’s Theorem

Hλ (r) = Hλ
f (φ) , Reλ > 0

The left side has analytic continuation at the complex plane. This gives analytic
continuation for Hλ

f . We have

H−k
f (φ) = δ(k) (r) = r(k) (0) =

dk

dtk

∫

φ=t

φdx

df
|t=0. I
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Fourier transform in several variables. We fix an coordinate system
x = (x1, ..., xn) in V ; it generates the bijection V ∼= Rn and the volume density
dx

.
= dx1 ∧ ... ∧ dxn. For any p ≥ 1 the space Lp(V ) is constructed by means of

the Lebesgue measure dx in V . The Fourier transform of a function f ∈ L1(V )
is given by the integral

f̂(ξ1, ..., ξn) =

∫

V

f(x1, ..., xn) exp(−j(ξ1x1 + ...+ ξnxn))dx

We interpret the vector ξ = (ξ1, ..., ξn) as a point in the dual space V ∗ in such a
way the duality is given by the bilinear form (x, ξ) 7→ ξx

.
= ξ1x1 + ...+ ξnxn and

write the Fourier integral in the abbreviated form

F (f)(ξ) = f̂(ξ)
.
=

∫
f(x) exp(−jξx)dx

The adjoint Fourier integral can be written in the similar form

F ∗(g)(x)
.
=

∫
g(ξ) exp(jξx)dξ (1.17)

Constructions of the test space D (V ) , of the Schwartz space S (V ) and of the
space of tempered distributions S ′ (X) are generalized for the vector space V
of arbitrary dimension with obvious modifications. The Fourier transform of
tempered distribution is defined as in the previous section. The properties of the
Fourier transform are similar to that described in Sec.1.4 and 1.6.

Distributions and generalized functions have different behavior with respect
to coordinate change. Apply a smooth invertible f : U → W ⊂ Y in an open
set U ⊂ X. Then any test function ψ ∈ D (W ) is transformed to a test function
φ ∈ D (U) by φ (x) = f ∗ (ψ) (x)

.
= ψ (f (x)) . The inverse image of a test density

ρ = ψdx is equal to σ = f ∗ (ρ)
.
= φ |det ∂y/∂x| dx where ∂y/∂x is the jacobian of

the mapping f. The direct image (push forward) of a distribution u and inverse
image (pull back) of a generalized function v are defined in the natural way: for
u ∈ D ′ (U) , v ∈ K ′ (U) we set

f∗ (u) (ψ) = u (f ∗ (ψ)) , f ∗ (v) (ρ) = v (g∗ (ρ)) , where g = f−1. (1.18)

If v = v (x) is a locally integrable function, we have f ∗ (v) (x) = v (f (x)) .
Example 16. Take a linear invertible transformation A : Rn → Rn. For the
Dirac distribution δ0dx we have A∗ (δ0dx) = δ0dy, to the opposite for the Dirac-
function we have A∗ (δ0) = |detA|

−1 δ0.
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Riesz kernels. Let Q be a positive quadratic form in a space V, say Q (x) =
1/2

∑
qijxixj. Let Q

∗ be the dual quadratic form in the dual space V ∗ : Q∗ (ξ) =
1/2

∑
qijξiξj where the matrix {qij} is inverse to {qij} . The family of distributions

R (λ)
.
=
Qλ−n/2dx

Γ (λ)

admits holomorphic continuation at the complex plane and R (λ) is a tempered
distribution for any λ ∈ C.
Problem 2. To prove this fact. Hint: apply the method of Proposition 1.12 and
the identityQ∗ (D)R (λ) = (λ− n/2)R (λ− 1) whereQ∗ (D) = 1/2

∑
qij∂2/∂xi∂xj.

Problem 3. To check the formula

R (−k) =
(2π)n/2

Γ (n/2 + k)
(−Q∗(D))k δ0dx, k = 0, 1, 2, ...

Define the family generalized functions λ 7→ R∗ (λ)
.
= Q∗ (ξ)λ−n/2 /Γ (λ) in the

dual space. Take analytic continuation of this family at the complex plane.

Proposition 1.18 The Fourier-Schwartz transform of any Riesz kernel is again
a Riesz kernel, namely

(2π)λ−n/2 F (R (λ)) = (2π)−λR∗ (n/2− λ)

In particular,

F

(
(2πQ)λ−n/2 dx

Γ (λ)

)
=

(2πQ∗ (ξ))−λ

Γ (n/2− λ)
, λ ∈ C

for λ 6= 0,−1,−2, ...;λ 6= n/2, n/2 + 1, n/2 + 2, ....

Problem 4. To prove this Proposition. Hint: check the equation

∫

V

exp (j (tQ (x)− 〈ξ, x〉)) dx = exp
(
jt−1Q∗ (ξ)

)

and calculate the integrals I (s, ξ)
.
=
∫
Q=s

exp (−j 〈ξ, x〉) dx/dQ. Then apply the

equation Γ (λ)F (R (λ)) =
∫
I (s, ξ) s

λ−n/2
+ ds. See also [36].
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1.7 Manifolds and differential forms

Differential forms and orientation. Let

α =
∑

ai1,...,ikdxi1 ∧ ... ∧ dxik (1.19)

be a differential form in a manifold X. The form a is called even if its coefficients
ai1,...,ik are changed in the standard way when we pass from one local coordinate
system to another, namely, the vector {ai1,...,ik} is equal to the vector {bj1,...,jk} of
coefficients of α in coordinates system y multiplied by the matrix of k-minors of
the Jacobian matrix ∂y/∂x. The (exterior) differential of the form is defined by

dα =
∑

dai1,...,ik ∧ dxi1 ∧ ... ∧ dxik

Let X be a smooth manifold and U be an open set in X; an orientation of U
is a choice of an atlas of systems of local coordinates x = (x1, ..., xn) such that
the jacobian det ∂y/∂x is always positive for any two coordinate system in the
atlas. The set U is called oriented, if an orientation of U is fixed. If X is oriented
manifold of dimension n, orientation form on X is an arbitrary even n-form σ on
X such that σ (∂/∂x1, ..., ∂/∂xn) > 0 for any coordinates system x1, ..., xn that
belongs to atlas of the orientation.

If X is oriented, the integral
∫
X
α is well defined for any even differential

form with compact support and continuous coefficients. For any even form α the
”Stokes” integral formula holds

∫

U

dα =

∫

∂U

α

where ∂U is the smooth boundary of a compact oriented open set U ⊂ X. The
orientation of ∂U is defined by means of the form df where f is a function that
fulfils the conditions: f < 0 in U and f = 0, df 6= 0 on ∂U. This means that a
local coordinate system y = (y2, ..., yn) belongs to atlas of the orientation of U, if
the coordinate system y1 = f (x) , z2, ..., zn belongs to the atlas of orientation of
U and yj = zj|∂U, j = 2, ..., n.

The form α is called odd, if there is one more factor sgn det ∂y/∂x in the
transformation formula from coordinates y to coordinates x. Any odd form with
compact support can be integrated over the manifold X with no orientation.
There is no Stokes theorem for odd forms. See [17] for more information.
Example 17. A measure, a charge, a surface density = area element, a curve
element are odd forms.
Critical points. Let f : X → Y be a smooth mapping of manifolds of local
dimensions dim (X, x) , dim (Y, y) . A point x0 ∈ X is called critical, if the rank of
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the linear mapping df (x0) is less than dim (Y, f (x0)) Note that the mapping df
(x0) is give by the jacobian matrix {∂yj/∂xi} in local coordinate system {xi} at
x0 and {yj} at f (x0) respectively, and rank df (x0) = rank {∂yj/∂xi} . A point
y0 ∈ Y is called critical value of f if y0 = f (x0) for, at least one critical point x0.
By Sard’s theorem the set of critical values has zero measure in Y.
Degree of a mapping. Let f : X → Y be a smooth proper mapping of
oriented manifolds of the same dimension n = dimX = dimY. Take an arbitrary
non-critical point z ∈ Y and consider the sum

deg (f, z)
.
=
∑

sgn
∂y

∂x
|f(x)=z (1.20)

The sum is finite since the mapping f is proper and each sign is well-defined since
z is non-critical value.

Proposition 1.19 If Y is connected, the number deg (f, z) is constant.

J If we move the point z along a generic curve in Y, then either each term in
(1.20) stays constant or two terms 1 and −1 disappear or appear simultaneously.
I

The number (1.20) is called degree of the mapping f and will be denoted by
deg (f). The degree depends on the orientations and change its sign if an orienta-
tion is changed to the opposite one. The basic property of the degree is as follows:
If α is a even differential n-form on Y with compact support (more general, an
integrable form on Y ), then

∫

X

f ∗ (α) = deg (f)

∫

Y

α.

Example 18. Consider the mapping p : C → C defined by a complex polynomial
p = p (z). Critical points of p are the roots of p′. The degree of this mapping
coincides with the degree of the polynomial p (basic theorem of algebra).
Tangent vectors and covectors. Let x be a point in a smooth manifold
X, Ox be the algebra of smooth functions defined in a neighborhood of x. Any
functional t : Ox → R satisfying the equation t (ab) = t (a) b (x)+a (x) t (b) , a, b ∈
Ox is called tangent vector in X at x. The space of all tangent vectors at x is
denoted Tx (tangent space at x). The dual vector space T ∗x is called cotangent
space. An element τ of the cotangent space is called differential form of order
1 or covector at x. Let Y be a submanifold of X. A vector t is tangent to Y if
t (a) = 0 for any function a ∈ Ox that vanishes in Y. Any functional τ ∈ T ∗x such
that τ (t) = 0 for any tangent vector t to Y is called conormal covector to Y
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at x. The union of spaces T (X)
.
= ∪Tx, T

∗ (X)
.
= ∪T ∗x are referred as tangent

and cotangent bundles, respectively. If X is an open set in a space V
.
= Rn,

the tangent bundle is isomorphic to X × V and the cotangent bundle has the
structure T ∗ (X) = X × V ∗ where V ∗ is the space dual to V. Let O (X) be the
algebra of smooth functions defined in X. A linear operator t in this algebra is
called tangent field, if it satisfies the Leibniz condition: t (ab) = t (a) b + at (b) .
Any tangent field t defines in each point x ∈ X the tangent vector tx : Ox → R
such that tx (a) = t (a) for functions a defined on X. A differential form α or
order k at a point x ∈ X is alternating multilinear mapping Tx × ... × Tx → C,
i.e. α (t1, ..., tn) ∈ C, i.e. it is linear in each argument and changes its sign if two
neighboring arguments permute. If the form α is given by (1.19), then

α (t1, ..., tk) = ai1,...,ik
∑

(−1)π dxi1 (s1) ∧ ... ∧ dxik (sk) ,

where the inner sum is taken over all permutations s1, ..., sk of the vectors t1, ..., tk
and π is the parity of the permutation. Vice versa, any differential from at a point
x can be written as the sum (1.19) with some coefficients a... ∈ C. A differential
form α on a manifold X a multilinear alternating mapping V (X)× ...×V (X)→
O (X) , where V (X) is the space of tangent fields in X.
Contraction. Let s be a tangent field in X and α be a differential form of
order k > 0. The contraction of α by means of s is the differential form β or order
k − 1 (denoted by s ` α) such that

β (t1, ..., tk−1) = α (s, t1, ..., tk−1) .

We have always s ` (s ` α) = 0 and t1 ` (t2 ` ... (tk ` α)) = α (t1, ..., tk) . An odd
form α in Xn degree n is called volume form, if α (t1, ..., tn) > 0 for some tangent
fields t1, ..., tn in X.

1.8 Pull down and pull back

Distributions and generalized functions behave differently under mapping of man-
ifolds: a generalize function may have pull back, whereas a distribution may have
pull down. We consider here only the first operation.
Quotient of forms. A form β of degree k is called non-degenerated at x
if β (t1, ..., tk) 6= 0 for some tangent vectors at x. Let β be a nondegenerated
form and α be an arbitrary differential form of degree n = dimX. The Leray
form or quotient α/β is an arbitrary n − k-form γ such that β ∧ γ = α. Let
f1, .., fk be some smooth functions in X such that the form β = df1 ∧ .. ∧ dfk is
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nondegenerated. Then the quotient α/β is uniquely defined up an additive term
of the form df1 ∧ β1 + ...+ dfk ∧ βk.
Pull down. Let X,Y be smooth oriented manifolds and f : X → Y be a sub-
mersion, i.e. a smooth mapping without critical points, i.e.such that rank df (x) =
dim (Y, f (x)) for any x ∈ X. Take an orientation form σ inX, an orientation from
ρ in Y and consider the pull back f ∗ (ρ) ; this is a non-degenerated form of degree
dimY. Take a test density ϕ ∈ K (X) and consider the quotient ϕ/f ∗ (ρ) ; it is a
differential form of order dimX−dimY, its restriction to each fibre Xy = f−1 (y)
is uniquely defined. Consider the integral

ψ (y) =

∫

Xy

ϕ

f ∗ (σ)
,

where Xy is oriented by the form σ/f ∗ (ρ) . The integral converges since the sup-
port of ϕ is a compact set. The function ψ is smooth in Y, since f is submersion.
The product f∗ (ϕ)

.
= ψ (y) ρ is defined in Y and does not depend on the choice

of ρ : for another choice ρ′ we have ρ′ = aρ where a 6= 0 and ϕ/ρ′ = a−1ϕ/ρ,
ψ′ = a−1ψ, ψ′ρ′ = ψρ. The form f∗ (ϕ) is called the pull down of ϕ. We can say
in non formal way: pull down of a form is the result of integration of the form
along fibres of the mapping. It is easy to check that the form f∗ (ϕ) is smooth
and has compact support, i.e. f∗ (ϕ) ∈ K (Y ).
Pull back. For an arbitrary generalized function v in Y we set

f ∗ (v) (ϕ)
.
= v (f∗ (ϕ)) .

The functional u = f ∗ (v) is well defined and continuous on the space K (X) , i.e.
u is a generalized function on X. It is called the pull back of v.
Example 19.Take a submersion f : X → R and the Dirac function v = δ0. By
the above definition the pull back denoted δ (f)

.
= f ∗ (δ0) , is well defined and

δ (f) (ϕ) =

∫

f=0

ϕ

df
= lim

ε→+0

1

2ε

∫

|f |≤ε

ϕ

Here t = f (x) is the coordinate form of the mapping f, dt is the orientation form
in R. Formally df = f ∗ (dt) . If X is an open set in an Euclidean space E, dV is
the volume form in E and ϕ = α dV, then we can write

δ (f) (ϕ) =

∫

f=0

α

|∇f |
dS,

where dS is the hypersurface area form in E. If we replace f by the function
g = af, where a 6= 0 is a smooth function, then

δ (g) =
1

|a|
δ (f)
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Pull backs of derivatives of the Dirac function can be written in a similar way:
taking v = δ

(k)
0 yields

δ(k) (f)
.
=

(
d

dt

)k ∫

f=t

ϕ

df
|t=0.

Replacing f by g = af for a constant a 6= 0, gives

δ(k) (g) =
1

|a| ak
δ(k) (f) .
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Chapter 2

Radon transform

2.1 Properties

Let E be an Euclidean space with the interior product (x, y) 7→ 〈x, y〉 . Take
a hyperplane H ⊂ E, choose a unit orthogonal vector ω to H and denote by
p the distance from the origin to H in the direction ω, i.e. 〈ω, x〉 = p is the
equation of H = H(p, ω). At the same time −〈ω, x〉 = −p is another equation
of the same hyperplane: H(−p,−ω) = H(p, ω). Thus we have two-fold covering
Sn−1×R → An−1 (E) where Sn−1 is the unit sphere in E and An−1 (E) is the man-
ifold of all hyperplanes in E. The topological space An−1 (E) is homeomorphic to
the projective space of dimension n without one point. This point corresponds
to the infinite hyperplane in the projective closure of E.

The Euclidean structure in E generates the Lebesgue measure (density) dV as
well as the measure dS on any hyperplane H in V . Take an arbitrary integrable
function f in E and define the Radon transform

Rf(H)
.
=

∫

H

fdS, Rf(p, ω) =

∫

H(ω,p)

fdS

This integral is well-defined for any ω and for almost all p ∈ R. The function Rf
is even which means that Rf (−p,−ω) = Rf (p, ω) .

Proposition 2.1 For an arbitrary f ∈ L1(E) the equation holds

Fx→ξ (f) (σω) = Fp→σRf(p, ω)

This fact is called ”slice theorem”.
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J For a proof we use Fubini’s theorem:

Fp→σRf(p, ω) =

∫

exp(−jσp)

(
∫

〈ω,x〉=p

fdS

)

dp =

∫

exp(−jσωx)f dSdp

The product dSdp is equal the Euclidean density in E if we take an Euclidean
coordinate system of the form (y1 = 〈ω, x〉 , y2, ..., yn). This density is invariant
with respect to all orthogonal transformations of E hence dSdp = dx and the
right side is equal to

∫

exp(−jσωx)fdx = F (f) (σω). I

Corollary 2.2 The inversion of the Radon transform can be implemented by
inverting of the Fourier transform: f = F ∗σω→x (Fp→σRf(p, ω)) .

The adjoint Fourier transform F ∗ is defined in (1.17).
Backprojection operator This is the operator that transforms an even func-
tion g = g(ω, p) defined on Sn−1 × R to the function

R∗g(x)
.
=
1

2

∫

Sn−1

g(〈ω, x〉 , ω)dω

We put here coefficient 1/2 since the contributions of the opposite points ω and
−ω are equal. In other words the function g(〈ω, x〉 , ω) is well-defined on the
projective space Pn−1 .

= Sn−1/Z2 and R
∗g(x) is the integral over this space.

Proposition 2.3 The equation holds for any continuous integrable function f

R∗Rf (x) =
π

n−1

2

Γ
(

n−1
2

)

∫

f (y)

|x− y|
dy

J We can assume that x = 0 since both sides commute with translations in
V.

2R∗Rf (0) =

∫

Sn−1

Rf (0, ω) dω =

∫

Sn−1

∫

〈ω,y〉=0

f (y) dSdω =

∫

Sn−1

δ〈ω,y〉 (f) dω

(2.1)
where dS is the area element in the plane 〈ω, y〉 = 0. The Euler kernels Hλ

φ =

φλ−1
+ /Γ (λ) (see Sec.1.6) tend to the Dirac kernel δφ as λ → 0. Take φ = 〈ω, y〉
and calculate the integral

∫

Sn−1

Hλ
〈ω,y〉 (f) dω =

1

Γ (λ)

∫

Sn−1

∫

V

〈ω, y〉λ−1
+ f (y) dy dω

=
1

Γ (λ)

∫

V

∫

Sn−1

〈ω, z〉λ−1
+ dω |y|−1 f (y) dy

34



where we set z
.
= |y|−1 y. Apply Fubini’s theorem to the inner integral :

∫

Sn−1

〈ω, z〉λ−1
+ dω =

∫ 1

0

sλ−1ds

∫

〈ω,z〉=s

dω

ds
.

We have dω/ds = (1− s2)
n/2−1

dυ where dυ is the area element in the unit sphere
Sn−2. Therefore this integral is equal to

∣

∣Sn−2
∣

∣

∫ 1

0

sλ−1
(

1− s2
)n/2−1

ds =
Γ (λ/2) Γ (n/2)

2Γ ((λ+ n) /2)

∣

∣Sn−2
∣

∣

and
∫

Sn−1

Hλ
〈ω,y〉 (f) dω =

Γ (λ/2) Γ (n/2)

2Γ (λ) Γ ((λ+ n) /2)

∣

∣Sn−2
∣

∣

∫

|y|−1 f (y) dy

The left side tends to (2.1) as λ → 0 and the first factor in the right side tends
to 1. This completes the proof since |Sn−2| = 2π(n−1)/2/Γ ((n− 1) /2) . I

2.2 Inversion formulae

For n even we do the substitution p = 〈ω, x〉+ q in (2.6) and take in account that
g(n−1)(p, ω) = ∂n−1

p g (p, ω) is an odd function in p

jnf(x) = lim
ε→0

∫

Sn−1

∫

|q|≥ε

g(n−1)(〈ω, x〉+ q, ω)dq

q
dω

= lim

∫ ∫

q≥ε

g(n−1)(〈ω, x〉+ q, ω)− g(n−1)(−〈ω, x〉+ q, ω)

q
dq

The limit exists if g(n−1)(p, ω) is a Lipschitz function with respect to p. Now we
change the order of integration and write the right side as follows

∫ ∞

0

dq

q

[
∫

Sn−1

[

g(n−1)(〈ω, x〉+ q, ω)− g(n−1)(−〈ω, x〉+ q, ω)
]

dω

]

Make the substitution ω 7→ −ω in the second integral and see that it gives the
same quantity as the first one. Therefore we obtain

f(x) =
(−1)n/2

2n−2πn/2Γ (n/2)

∫ ∞

0

F (n−1)(q)
dq

q
(2.2)

35



where

F (q)
.
=

1

|Sn−1|

∫

g(〈ω, x〉+ q, ω)dω

is the normalized back projection and |Sn−1| = 2πn/2/Γ(n/2) is the area of the
unit sphere.

Theorem 2.4 If f ∈ S(E) and g = Rf , then

f(x) =
(n− 1)!

(−j)n

∫

Sn−1

∫

Rf(p, ω)dp

(〈ω, x〉 − p+ 0ı)n
dω (2.3)

J According to Proposition 2.1 we can reconstruct the function by means of
two Fourier transforms:

Rf 7→ Fp→σRf 7→ F ∗σω→x (Fp→σRf) = f

Write down the right side

F ∗σω→x (Fp→σRf) =

∫

exp(jσ 〈x, ω〉)

∫

exp(−jσp)g(p, ω)dpdξ (2.4)

where we have set ξ = σω and g = Rf. We pass to the spherical coordinates in
the exterior integral. Apply the equation dξ = σn−1dσdω and change the order
of integrations:

f(x)
?
=

∫ ∞

0

exp(jσ(〈x, ω〉 − p))σn−1dσ

∫

g(p, ω)dpdω

The question mark ? means that the change of variables is not legit since the
integration with respect to σ obviously diverges. To make it correct we introduce
in (2.4) the increasing factor exp(−εσ) and write

f = lim
ε→0

∫

exp(jxσω − εσ)

∫

exp(−jσp)g(p, ω)dpdξ

=

∫

exp(−εσ + jσ(〈x, ω〉 − p))σn−1dσ

∫ ∫

g(p, ω)dpdω

Now our treatment is legit and we need only to calculate the interior integral

I(z)
.
=

∫ ∞

0

exp(−zσ)σn−1dσ, z
.
= ε− j(〈x, ω〉 − p)

The integrand exp(−zσ)σn−1dσ is the trace on the chain of integration R+ =
{σ;σ > 0} of a holomorphic form which decreases in the upper half-plane C+

.
=
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{Re σ > 0}. By Cauchy theorem we can replace this chain by the chain {σ = z−1t,
t > 0} :

I(z) = z−n
∫ ∞

0

exp(−t)tn−1dt = z−nΓ(n) =
(n− 1)!

(−j)n(〈x, ω〉 − p+ ε′ı)n

where ε′
.
= (2π)−1ε. Therefore

f(x) =
(n− 1)!

(−j)n

∫

lim
ε→0

∫

g(p, ω)dp

(〈x, ω〉 − p+ ε′ı)n
dω

The interior limit is equal to the distribution (〈x, ω〉 − p+ 0ı)−n. I

Taking the real part of (2.3) we get the expansion of the Dirac function in
plane waves:

Corollary 2.5 For any n ≥ 1

δ0 (x) =
(n− 1)!

2jn

∫

Sn−1

[

1

〈ω, x− 0ı〉n
+

(−1)n

〈ω, x+ 0ı〉n

]

dω (2.5)

Now we obtain inversion formulas in the real form:

Corollary 2.6 For an arbitrary integrable function f that satisfies the above con-
ditions and g

.
= Rf we have

f(x) =
(−1)n/2−1

(2π)n

∫

Sn−1

∫

g(n−1)(〈ω, x〉 − p, ω)dp

p
dω (2.6)

for even n (the principal value of the inner integral is taken) and

f(x) =
(−1)(n−1)/2

2(2π)n−1

∫

Sn−1

g(n−1)(〈ω, x〉 , ω)dω (2.7)

for odd n.

Remark. The integrand is an even function of ω, therefore we can remove the
coefficient 1/2, replacing the sphere S by an arbitrary hemisphere S+.

J We may assume that the function f is real-valued. Then g is real-valued
too and we can replace the kernel in (2.3) by its complex conjugate. Taking the
sum, we get

2f(x) =
(n− 1)!

(−j)n

∫

Sn−1

∫

Rf(p, ω)
[

(q + 0ı)−n + (−1)n (q − 0ı)−n
]

dqdω (2.8)
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where we set q
.
= 〈ω, x〉 − p. Calculate the kernel

Qn(q)
.
= (q + 0ı)−n + (−1)n (q − 0ı)−n.

Integrating by parts n− 1 times, yields

∫

Qn(q)a(q)dq = lim
ε→0

∫

[

(q + εı)−n + (−1)n (q − εı)−n
]

a(q)dq.

=
1

(n− 1)!
lim

∫

[

(q + εı)−1 + (−1)n (q − εı)−1
]

a(n−1)(q)dq

By (1.14) we have for n odd

lim

∫

[

(q + εı)−1 + (−1)n (q − εı)−1
]

a(n−1)(q)dq

=
[

(q + 0ı)−1 − (q − 0ı)−1
]

(a(n−1)) = −jδ0(a
(n−1)) = −ja(n−1)(0).

Apply this equation for a(q)
.
= Rf(q, ω) and substitute this to (2.8). This gives

(2.7). For n even we have by (1.14)

lim

∫

[

(q + εı)−1 + (q − εı)−1
]

a(n−1)(q)dq = 2
[

q−1
]

(a(n−1)).

This together with (2.8) implies (2.6). I

Remark. The formulas (2.7) are local, i.e. for reconstruction of the value of f
in a point x we only need to know the values of R(n−1)f for hyperplanes H(p, ω)
through the point x. Whereas the formulas (2.6) are non-local since we need to
know R(n−1)f for all hyperplanes.

Now we write both formulas (2.6) and (2.7) in a uniform way by means of the
Hilbert operator H.
For any n the following reconstruction formula holds

f = R∗
(

H
2π

∂

∂p

)n−1

Rf (2.9)

This formula coincides with (2.6) and (2.7) if we take in account that the
operators H and ∂/∂p commute, Hq = (−1)q/2I for any even q and the function
(−H)n−1R(n−1)f is even in Sn−1 × R.
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2.3 Alternative formulae

For even n we can rewrite (2.6) in the following way

(2π)nf(x) = −(−1)n/2
∫

Sn−1

∫

g(n−1)(p, ω)dp

〈ω, x〉 − p
dω

= (−1)n/2
∫

g(n−1)(〈ω, x〉+ q, ω)dq

q
dω

where the substitution p = 〈ω, x〉+ q is applied. We have
∫

g(n−1)(〈ω, x〉+ q, ω)dq

q
= lim

ε→0

(
∫

q≥ε

+

∫

q≤−ε

)

= lim

∫

q≥ε

g(n−1)(〈ω, x〉+ q, ω)− g(n−1)(−〈ω, x〉+ q,−ω)

q
dq

since g(n−1)(〈ω, x〉−q, ω) = −g(n−1)(−〈ω, x〉+q,−ω) because of g(n−1)(p, ω) is an
odd function. The limit exists if g(n−1)(p, ω) is a Lipschitz function with respect
to p. Now we change the order of integration and we get

(2π)nf(x) = (−1)n/2
∫ ∞

0

dq

q

∫

[

g(n−1)(〈ω, x〉+ q, ω)− g(n−1)(−〈ω, x〉+ q,−ω)
]

dω

Make the substitution ω 7→ −ω in the second integral and see that it gives the
same quantity as the first one. Therefore we obtain

f(x) =
4 (−1)n/2

(2π)n

∫ ∞

0

F (n−1)(q)
dq

q
, (2.10)

where

F (q)
.
=
1

2

∫

g(〈ω, x〉+ q, ω)dω

is the backprojection. of g.
For odd n we can commute the backprojection operator and derivatives in

(2.9):

Proposition 2.7 A reconstruction can be done by

f =

(

−∆

4π2

)(n−1)/2

R∗Rf,

where the power of −∆ is the pseudodifferential operator
(

−∆

4π2

)p

g = F ∗
(

|ξ|2p F (g) (ξ)
)

. (2.11)

39



J By Proposition 2.3 we haveR∗Rf = K∗f whereK (x) = const |x|−1 . Theorem
1.10 yields F (R∗Rf) = F (K) F (f) . We have F (K) = |ξ|1−n by Proposition
1.18. This together with (2.11) implies Proposition 2.7. I

Specify the above formulae for small dimensions.
2D case. (2.9) coincides with Radon’s original formula

f(x) = −
1

π

∫ ∞

0

dF (q)

q
. (2.12)

Alternative forms of this equation are:

f (x, y) = −
1

2π2

∫ π

0

dφ

∫ ∞

−∞

g′ (p, φ) dp

cosφx+ sinφ y − p

=
1

2π2

∫ π

0

dφ

∫ ∞

0

[g (q + p, φ) + g (q − p, φ)− 2g (q, φ)] dp

p2
,

where q = cosφx+ sinφ y.
3D case. From (2.7) we find

f(x) = −
1

8π2

∫

Sn−1

g′′(〈ω, x〉 , ω)dω = −
1

8π2
∆

∫

Sn−1

g(〈ω, x〉 , ω)dω (2.13)

Replacing integration by summation yields another reconstruction method:

Theorem 2.8 [Gindikin-Vvedenskaya] Let f be an arbitrary function in Rn, n > 1
supported by the cube [0, 1]n , such that Dif ∈ L2 (Rn) for |i| ≤ n/2 + 1. If
∫

fdx = 0 it can be reconstructed by means of the infinite series

f (x) =
∑

k∈Z0

1

|k|

∑

q∈Z

Rf

(

k

|k|
,
〈k, x〉+ q

|k|

)

, (2.14)

where G ⊂ Zn is the set of vectors (k1, ..., kn) such that gcd (k1, ..., kn) = 1 and
k1 ≥ 0.

Remark. Only countable number of directions ω = |k|−1 k is used for this
reconstruction called ’discrete’.

J From the smoothness assumptions follows that the Fourier series absolutely
converges:

f (x) =
∑

i∈Zn

f̂i exp (j 〈i, x〉) , f̂0 = 0

40



Write i = qk where k ∈ Z0 and q ∈ Z. The number q is uniquely defined for i 6= 0
which yields

f (x) =
∑

k∈G

∑

q

f̂i exp (jq 〈k, x〉) =
∑

k∈G

∑

q

∫

f (y) exp (jq 〈k, x− y〉) dy

=
∑

k∈G

∫ ∫

〈k,y−x〉=s

f (y)
dy

d 〈k, y〉

∑

q

exp (−jqs) ds

=
∑

k∈G

1

|k|

∫

Rf

(

k

|k|
,
〈k, x〉+ s

|k|

)

∑

q

exp (−jqs) ds.

The function h (s)
.
= Rf

(

|k|−1 k, |k|−1 (〈k, x〉+ s)
)

fulfils the hypothesis of Pois-
son’s summation formula (Sec.1.2). Therefore we can replace the q-sum by the
sum of Dirac functions δ (s− q) taken over all integers q :

f (x) =
∑

k∈G

1

|k|

∑

q

∫

Rf

(

k

|k|
,
〈k, x〉+ q

|k|

)

. I

Remark. Glue the square [0, 1]2 to 2-torus T. The sum

∑

q∈Z

Rf

(

k

|k|
,
〈k, x〉+ q

|k|

)

can be thought as the integral over the line Γk in T that is image of the straight
line {y : 〈k, x− y〉+ q = 0} in R2. This is a geodesic of length |k| in the Euclidean
metric in the torus. Therefore each term in (2.14) is the average of the function
f over a closed geodesic and the right side is the sum over all such means.

In the general case the discrete reconstruction formula of [102] looks as follows:

Theorem 2.9 Under the same assumption on f the equation holds

f (x) = f̂0 +
∑

k∈G

[

1

|k|

∑

q∈Z

Rf

(

k

|k|
,
〈k, x〉+ q

|k|

)

− f̂0

]

,

where f̂0 =
∫

fdx.

A proof can be done in the same lines.
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2.4 Range conditions

Let Sn−1 be the unit sphere in Euclidean space En. It is a smooth manifold: take
a hyperplane H in V and consider the orthogonal projection pH : Sn−1 → H.
The mapping pH is a local coordinate system for any point s ∈ Sn−1 where the
tangent plane is not orthogonal to H. If φ is a function on the sphere we can
extend it to the function Φ(x) = φ(ω) that is defined in V \{0} and is constant in
any ray x = rω, r > 0. Apply the Laplace operator ∆ to it and take restriction
to the sphere:

∆Sφ
.
= ∆Φ|Sn−1

where ∆S is the spherical Laplace operator. A function h on the sphere is C
∞-

function if and only if the function ∆j
Sh is well-defined and continuous for any

j.
Denote by S(Sn−1×R) the Schwartz space of functions in the product Sn−1×R,

i.e. the space of C∞-functions h = h(p, ω) in Sn−1× R such that |pk∆j
Sh

(i)(p, ω)|
is bounded for any i, j, k. It is easy to check that Rf ∈ S(Sn−1×R) if f ∈ S(Rn).
We show now that the range of the Radon operator R : S(Rn) → S(Sn−1 × R)
is far from to fulfil the whole space S(Sn−1 × R). First we note that by Fubini’s
theorem

∫

Rf(p, ω)dp =

∫

f(x)dx

hence this integral does not depend on ω! This equation contains a continuum
consistency conditions. The image of the Radon operator satisfies much more
conditions:

Proposition 2.10 If f ∈ S(Rn) then for arbitrary integer k ≥ 0 the function

mk (ω)
.
=

∫

pkRf(p, ω)dp (2.15)

is equal the restriction to Sn−1 of a homogeneous polynomial of degree k.

J We have by Fubini’s theorem
∫

pkRf(p, ω)dp =

∫

pk
(
∫

H(p,ω)

f(x)dS

)

dp =

∫

(〈ω, x〉)kf(x)dx

The function ξ 7→ 〈ξ, x〉k is a homogeneous polynomial of degree ξ hence the
integral of the function 〈ξ, x〉k f(x) is a polynomial of degree k too. The restriction
of this polynomial to unit sphere coincides with (2.15). I

This is, in fact, a complete set of consistency conditions in virtue of Helgason-
Ludwig theorem [42].
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Theorem 2.11 Let g ∈ S(Sn−1 × R) be any function such that for any k =
0, 1, 2, .. the moment

mk(ω)
.
=

∫

pkg(p, ω)dp

is equal restriction of a homogeneous polynomial of degree k. Then there exists a
function f ∈ S(Rn) such that Rf = g.

J Consider the integral

φ(ξ)
.
=

∫ ∞

−∞

exp(−j|ξ|p)g

(

p,
ξ

|ξ|

)

dp

The function f
.
= F ∗φ will solve the equation Rf = g if we show that f ∈ S(V ).

For this we need to show that φ is in the Schwartz space S(V ′). The crucial point
is to check that φ is smooth at the origin. Choose a number k and write

exp(−j|ξ|p) = 1 + j|ξ|p+
j2

2
(|ξ|p)2 + ...+

jk

k!
(|ξ|p)k + rk (|ξ|p)

where rk is a smooth function that vanishes at the origin with its derivatives up
to the order k. Substitute to the above integral:

φ(ξ) =
k

∑

0

ji

i!
|ξ|k

∫

pig

(

p,
ξ

|ξ|

)

dp+

∫

rk(|ξ|p)g

(

p,
ξ

|ξ|

)

dp (2.16)

The ith term in the sum is equal ci|ξ|
imi(|ξ|

−1ξ). This is a homogeneous polyno-
mial of degree i of the variables ξ. Therefore the first term in (2.16) is a polynomial
of order ≤ k. We can take any ξ-derivatives of the second term up to the order
k. Therefore the sum is, at least, in Ck(V ∗). The function φ belongs to C∞(V ∗)
since the number k is arbitrary. It is easy to check the all derivatives of φ are
fast decreasing, hence φ is in the Schwartz space. I

Remark. It follows that the moment conditions imply that the function g is
even.

2.5 Frequency analysis of the Radon transform

The range condition of the Radon transform are related to the property of its
harmonic decomposition. The Radon transform Rf of a function f with com-
pact support in an Euclidean space En is an even function on the manifold
Λ = R × Sn−1. Its harmonic decomposition is the combination of the Fourier

43



decomposition on the first factor and of the expansion into spherical functions on
Sn−1.

2D case We show that the Fourier density ĝ decreases fast out of a cone Ξ
in the dual group Ê that is equal to R× Z for the parallel beam geometry. This
means that restriction of ĝ to Ξ is informative enough for a reconstruction of f
. This property is exploited in the efficient algorithms [63] which give the same
accuracy as the standard reconstruction. By applying the interlaced sampling
geometries the number of measurements is reduced with the factor ρ = 1/2, since
Ξ takes just one half of the volume of R× Z.
First we find an upper bound for Fourier coefficients of the plane Radon

transform in R2:

ĝ(σ,m) =
1

4π2

∫ 2π

0

dϕ

∫

R

exp(−j(σs+mϕ))g(s, ϕ)ds.

Theorem 2.12 For any bounded function f in E2 with support in the unit disc
B and any positive number ε the Fourier coefficients satisfy the inequality

|ĝ(σ,m)| ≤
1

2π
exp(2π (sinh(ε)|σ| − ε|m|))

∫

|f | dV. (2.17)

J We have

ĝ(σ,m) =

∫ ∫ ∫

p=s

exp(−j(σp+mϕ))fdq dp dϕ,

where p = cosϕx+ sinϕy, q = − sinϕx+ cosϕy. Changing variables we get

ĝ(σ,m) =

∫

B

f(x, y)

[
∫ π

−π

exp(−jΦ(x, y;ϕ)) dϕ

]

dx dy, (2.18)

where Φ = σ (cosϕx+ sinϕy) +mϕ. The phase function Φ admits a holomor-
phic continuation in ϕ at the complex plane C whereas exp (−jΦ) has analytic
continuation at the cylinder C/2πZ. Denote by ζ .

= ϕ+ ıψ (mod 2π) the complex
coordinate in the cylinder. We have ImΦ = σq sinhψ +mψ. Move the chain of
integration in (2.18) to the circle ψ = − sign(m)ε for some ε > 0. By Cauchy’s
theorem we get the same quantity

∫ π

−π

exp(−jΦ(x, y;ϕ)) dϕ =

∫ π

−π

exp(−jΦ(x, y;ϕ+ ıψ)) dϕ

where

| exp(−jΦ(x, y;ϕ+ ıψ))| = exp(ImΦ(x, y;ϕ+ ıψ)) = exp (σq sinhψ +mψ)
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and |σq sinhψ +mψ| ≤ − |m| ε+ σ sinh ε for (x, y) ∈ B. Therefore
∣

∣

∣

∣

∫ π

−π

exp(−jΦ(x, y;ϕ+ ıψ)) dϕ

∣

∣

∣

∣

≤ 2π exp (− |m| ε+ σ sinh ε)

By (2.18) this implies (2.17). I

3D case In this case we have the following decomposition

g(s, ω) =
∑

lm

∫

ĝ(σ, l,m) exp(−ıσs) ds Ylm(ω)

where Ylm are spherical functions. We show now that the harmonic density
ĝ(σ, l,m) is essentially supported in the cone Σ

.
= {σ ≥ l} where l is the number

of the corresponding irreducible representation of the group O(3). We may say
that the quantities σ, l,m are related like quantum numbers of electrons in Bohr’s
atom σ > l ≥ |m| if we restrict ourselves on an essential support of the density ĝ.

Theorem 2.13 For any bounded function f in E3whose support is contained
in the unit ball the Fourier coefficients ĝ of Rf satisfy for any positive ε, k the
equation

|ĝ(σ, l,m)| ≤ Ck

(

|σ|

l(l + 1)− σ2

)−k

(2.19)

as σ2 →∞, 1 ≤ σ2 ≤ (1− ε)l(l + 1).

J The spherical harmonics form an orthogonal basis on the sphere. Therefore

ĝ(σ, l,m) =

∫

s2

∫

R

g(s, ω)Ylm(ω) exp(−ıσs) ds dω

where dω = sin θdθ ∧ dϕ is the Euclidean density on the sphere. Hence

ĝ(σ, l,m) =

∫ ∫ ∫

p=s

f Ylm(θ, ϕ) exp(−ıσs) dS ds dω,

where dS is the Euclidean density in the plane p = s where p
.
= 〈ω, x〉. The

product dS ds is equal to the Euclidean measure on E, hence

ĝ(σ, l,m) =

∫

B

Ilmf dx, where Ilm
.
=

∫

Ylm(θ, ϕ) exp(−ıσp) dω.

Now we estimate the integral Ilm. The spherical functions satisfy the equation
(∆ + L)Ylm = 0 where L = l(l + 1) and

∆ =
1

sin θ

∂

∂θ
sin θ

∂

∂θ
+

1

sin2 θ

∂2

∂ϕ2
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is the Laplace operator on the sphere in the standard coordinates θ, ϕ where ω =
(sin θ cosϕ , sin θ sinϕ , cos θ ) . Define the gradient operator in the sphere ∇a =
(

a′θ, a
′
ϕ/ sin θ

)

and take in account the formula ∆(ab) = ∆(a)b+2(∇a,∇b)+a∆b.
For the phase function Φ = σp we have

∆Φ = −2Φ, |∇Φ|2 = σ2
(

|x|2 − p2
)

. (2.20)

Write the identity
∫

exp(−ıΦ) (∆ + L)Ylmdω

L− σ2 |x|2
= 0.

and calculate the integral by parts. The operator ∆ is symmetrical with respect
to the form dω and ∆ exp (−ıΦ) = −

(

|∇Φ|2 + 2Φ
)

exp (−ıΦ) . Integrate by parts
and apply (2.20)

0 =

∫

Ylm
(∆ + L) exp(−ıΦ)

L− σ2 |x|2
dω = Ilm + 2ı

∫

YlmΦexp(−ıΦ) dω

L− σ2 |x|2
(2.21)

The last integral admits the estimate O (σ/ (L− σ2)) since |x| ≤ 1 and Φ = O(σ).
This proves the assertion of the Theorem with k = 1.
Then we apply similar arguments to all the integrals in the right side of (2.21)

and get the estimate Ilm = O
(

(σ/ (L− σ2))
2
)

. Repeating this procedure we

prove (2.19) for k = 2, 3, .... I
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Chapter 3

The Funk transform

3.1 Factorable mappings

Let X be a Riemannian manifold of dimension n with the metric tensor g and
Y = {Y } be a family of closed subvarieties of X of dimension k, 0 < k ≤ n. For
a continuous function f in X that decreases sufficiently fast at infinity we define
the integrals

M [f ] (Y ) =

∫

Y

fdV (Y ) , Y ∈ Y (3.1)

where dV (Y ) is the volume element on Y induced by the metric g. We call the
function Mf |Y integral transform of f .
For an Euclidean space X and the family of hyperplanes, it is called the Radon

transform. We follow this terminology in any situation where the geometry is
symmetric with respect to a transitive commutative group; another example:
tori.
We shall call (3.1) Funk transform if the manifold X possesses a noncom-

mutative symmetry group or in the case of algebraic varieties Y. For the sphere
X = S2 and the family of big circles C this transform coincides with the clas-
sical Minkowski-Funk transform. Alternatively we can take the projective plane
X = P2 instead of the sphere and the family of projective lines Y which are
images of big circles.
In some special geometrical situations a reconstruction formula for the trans-

form (3.1) can be translated for another geometry by means of the following
simple arguments:

Definition. Let Φ : X1 → X2 be a smooth of Riemannian manifolds (it
needs not to be an isometry), Y = {Y } be a family of smooth subvarieties of X1.
We say that Φ is (infinitesimally) factorable with respect to this family if for an

47



arbitrary Y ∈ Y and arbitrary point x ∈ Y the equation holds for the Jacobian
of Φ :

dV(2) (Φ (x) ,Φ (Y ))

dV(1) (x, Y )
= j (x) J (Y ) (3.2)

where dV(i) (x, Z) is the Riemannian volume density on a submanifold Z ⊂
Xi, i = 1, 2 at a point x. The functions j : X → R and J : Y → R depend
on Φ only; we call these functions jacobian factors of the mapping Φ. An applica-
tion of this property is obvious: the problem of inversion of the integral operator
M for the family Φ (Y ) = {Φ (Y ) , Y ∈ Y} is reduced to that for the family Y by

M [f ] (Φ (Y )) =

∫

Φ(Y )

fdV(2) = J (Y )

∫

Y

Φ∗ (f) j (x) dV(1) = J (Y )M [Φ∗ (f) j] (Y )

where f is a function on X2 and Φ
∗ (f) (x)

.
= f (Φ (x)) . If there is an inversion

operator I for M |Y, we define the inversion operator for M |Φ (Y) as follows:
f = I (JM [Φ∗ (f) j]) . The reduction can be reverted since the mapping Φ−1 is
also factorable. Moreover, the transitivity property holds:

Proposition 3.1 If a mapping Ψ : X2 → X3 is factorable for the family Φ (Y)
and a Riemannian space X3, then the composition ΨΦ : X1 → X3 is factorable
for Y with the jacobian factors

jΨΦ (x) = jΨ (Φ (x)) jΦ (x) , JΨΦ (Y ) = JΨ (Φ (Y )) JΦ (Y )

Example 1. Any conformal mapping Φ possesses the property (3.2) for the fam-

ilyY k of all k-dimensional subvarieties with the jacobian factors j = (Φ
∗ (g2) /g1)

k/2 ,
J = 1, where g1,2 are the metric tensors in X1,2.
Example 2. Let D be the unit disc in Euclidean plane. The automorphism of D

given by G (z) = 2z
(

1 + |z|2
)−1

is factorable for the family of circle arcs A ⊂ D
that are orthogonal to the circle ∂D. The jacobian factors are

jG (z) =
1− |z|2

(

1 + |z|2
)2 , JG (A) =

2 (1 + r2)
1/2

r

where r is the radius of an arc A. The image G (A) is the chord in D that leans
the arc A.
Example 3. Let E be an Euclidean space and L be a projective transformation
of the projective closure Ē of E. It defines the mapping L : E\L−1 (H∞) →
E\L (H∞) where H∞ denotes the improper hyperplane in Ē. This mapping is
factorable for the variety of k-dimensional affine subspaces A ⊂ E and arbitrary k.
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To show this property, we take the Euclidean space E = RuE with the coordinates
x0, ..., xn and consider the isometrical embedding e : E → E, e (x1, ..., xn) =
(1, x1, ..., xn) . Take a linear automorphism L of E that generates L, i.e. L = pLe
where p : E\ {x0 = 0} → E is the central projection, p (x) = (x1/x0, ..., xn/x0) .
Set p0 (x) = x0.
For arbitrary points b0, ..., bk ∈ E denote by

{

b0, ..., bk
}

the k× (n+ 1) matrix
with rows b0, ..., bk. The positive number

[

b0, ..., bk
]

is defined by

[

b0, ..., bk
]2
=

∑

0=i0<i1<...<ik

|Bi0,...,ik |
2

where Bi0,...,ik means the minor of the matrix
{

b0, ..., bk
}

formed by columns with
numbers i0, ..., ik. Note that

[

a0, ..., ak
]

= k!V for arbitrary points a0, ...., ak ∈ E,
where V is the volume of the simplex

(

a0, ..., ak
)

.

Proposition 3.2 For an arbitrary affine k-plane A in E the equation holds

dV (L (x) , L (A))

dV (x,A)
= |p0 (L (e (x)))|

−k−1

[

L (a0) , ...,L
(

ak
)]

[a0, ..., ak]
(3.3)

where a0, ..., ak are arbitrary points in E that span A, i.e. A = {x =
∑

tia
i,
∑

ti = 1} .

J The quotient
[

L (a0) , ...,L
(

ak
)]

/
[

a0, ..., ak
]

does not change if we replace
a0, ..., ak by another set of vectors that span A. Therefore it is sufficient to check
(3.3) for an infinitesimal simplex

(

a0, ..., ak
)

, i.e. for the case

a0 = x, ai = x+ εui, p0
(

u1
)

= ... = p0
(

uk
)

= 0. (3.4)

Suppose that the mapping L preserves the n-plane e (E) . Then the quantity
[

L (a0) , ...,L
(

ak
)]

is equal to k!W whereW is the volume of the simplex
(

L (a0) , ...,L
(

ak
))

and the right side of (3.3) is equal to W/V since p0 (L (e (x))) = 1. This proves
(3.3) for any L = L0 preserving e (E) . This is true also for arbitrary matrix L

whose first line is equal to (l, 0, ..., 0) since dividing by l does not change the right
side of (3.3). Now we check it for any coordinate permutation of the form

Lj (x) = (xj, x1, ..., xj−1, x0, xj+1, ..., xn)

This will imply Proposition since an arbitrary operator L is a composition of
transformations L0,L1, ...,Ln and the right side of (3.3) is multiplicative with
respect to composition.
Take j = 1 for simplicity of notations. We have

L (1, x1, ..., xn) = (1, y1, ..., yn) , y1 = 1/x1, y2 = x2/x1, ..., yn = xn/x1.
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Take a simplex of the form (3.4). Its volume is equal to εk
[

x, u1, ..., uk
]

(up to

the factor (k!)−1). By (1.7) the volume of the simplex
(

L (a0) , ..., L
(

ak
))

equals
εk
[

L (x) , v1, ..., vk
]

where

vj = x−21
(

0,−uj1, x1u
j
2 − x2u

j
1, ..., x1u

j
n − xnu

j
1

)

, j = 1, ..., k.

It is easy to check that

{

L (x) , v1, ..., vk
}

= x−11









y1 1 y2 ... yn
u11 0 u12 ... u1n
. . . ... .
uk1 0 uk2 ... ukn









= x−11
{

L (x) , L
(

u1
)

, ..., L
(

uk
)}

Therefore

dV (L (x) , L (A))

dV (x,A)
=

[

L (x) , v1, ..., vk
]

[x, u1, ..., uk]
= x−k−11

[

L (x) , L (u1) , ..., L
(

uk
)]

[x, u1, ..., uk]

which coincides with the right side of (3.4) since x1 = p0 (L (e (x))) . I

Example 4. Let S be the unit sphere in an Euclidean space E with the center
in the origin, E\ {0} → S be the central projection. Take an arbitrary sphere
S in E\ {0}. The projection defines the mapping π : S → S. It is factorable for
the family of k-spheres F ∩ S where F is an arbitrary k + 1-subspace of E. The
volume relation is

dV (x, F ∩ S)

dV (x0, F ∩ S)
=

|x|k+1

|〈x, x− ξ〉|
rF , x0 = π (x) (3.5)

where ξ is the center of S, rF is the radius of the sphere F ∩ S. The jacobian
factors are j (x) = |〈x, x− ξ〉|−1 |x|k+1 , J (F ) = rF . If the origin is inside S, the
dominator 〈x, x− ξ〉 does not vanish on S; otherwise it vanishes in each point
where a ray from the origin is tangent to S.
Example 5. We can take a hyperplane H ⊂ E\ {0} instead of the sphere S in
Example 4. The central projection π : H → S is again factorable:

dV (x, F ∩H)

dV (x0, F ∩ S)
=

|x|k+1

dist (F ∩H, 0)
, x0 = π (x) (3.6)

This follows from (3.5) if we move ξ to infinity along the line orthogonal to H at
x.
Example 6. Cormack’s curves. Take a positive number α and consider the
family of curves in an Euclidean plane E

Aα (p, θ) : r
α cos (α (φ− θ)) = pα, |α| < π/2α.

50



called α-curves. This family is rotation invariant. In the case α = 1/2, 1, 2 the
curve Aα is a parabola, straight line and one branch of a hyperbola, respectively.
For a positive β the β-curve is defined by the equation

Bβ (p, θ) : p
β cos (β (θ − φ)) = rβ, |β| < π/2β

For β = 1/2, 1, 2 a β-curve is a cardioid, a circle through the origin and one
branches of a Bernulli lemniscate, respectively. These two types of curves are
dual: fixing a point x in the plane, the parameters (p, θ) of the curves Aα through
x belongs to a curve Bα and vice versa. For a function f in E Cormack defined
the integral transform for α-curves

Mf (p, θ) =

∫

A(p,θ)

f (x) ds

and similarly for β-curves. He found in [10] the inversion formulae for these
integral transforms by means of harmonic decomposition f and Mf with respect
to the polar angle.
If α is an integer or inverse integer we can apply an alternative method by

reduction to the Radon transform. Let α = 1/n; consider the conformal mapping
w = zn defined in E\ {0} . Any curve A1/n coincides with the image of a straight
lines L and

∫

A1/n

f (w) ds =

∫

L

f (z)n |z|n−1 ds.

Form this equation we know all line integrals of g (z) = f (z)n |z|n−1 and can
recover g by inverting the plane Radon transform. In the case α = n the image
of A2n is again a straight line L and

∫

An

f (z) ds =

∫

L

f
(

n |z|n−1
)−1
ds.

The inversion of the α-transform can be again done by mean of Radon’s for-
mula. The Cormack transform for β-curves can be inverted in the similar way by
applying the conformal mapping ψ (z) = z−n, n = 2, 3, ....
We consider more examples of factorable mappings in Chapter 8.

3.2 Spaces of constant curvature

There are three types of complete simply connected Riemannian manifolds of
constant sectional curvature: elliptic, Euclidean and hyperbolic. An Euclidean
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space has zero curvature. Any straight line is a geodesic and vice versa. A
elliptic space of dimension n is the real projective space Pn = Sn/Z2 with the
metric inherited from the unit sphere Sn ⊂ E where E is an Euclidean space of
dimension n+1. The sectional curvature of the elliptic space is equal everywhere
to 1. For a subspace F ⊂ E of dimension 2 the intersection F ∩Sn is a big circle;
its image in the elliptic space Pn is a closed geodesic curve γ. For an arbitrary
subspace F the manifold Y

.
= F ∩ Sn/Z2 is a projective subspace. It is a totally

geodesic manifold of Pn since any two points of Y can be connected by a geodesic
γ ⊂ Y. Vice versa, any closed totally geodesic submanifold of the projective space
is equal a projective subspace.
A hyperbolic space of dimension n can be constructed in a similar way. Choose

Euclidean coordinates x0, x1, ..., xn in E and consider the hyperboloid Q ⊂ E

given by
x20 = x21 + ...+ x

2
n + 1, x0 > 0

This is one fold of the two-fold quadratic hypersurface. The hypersurface Q
endowed with the induced pseudo-Euclidean metric dσ2 = −ds20+dx

2
1+ ...+ds

2
n

is a hyperbolic space H of sectional curvature −1. For any subspace F ⊂ E of
dimension 2 the intersection F ∩Q is a closed geodesic curve; for an arbitrary F
it is a totally geodesic submanifold of H.
Alongside, we consider the Euclidean submanifold E

.
= {x0 = 1} and hemi-

sphere S+
.
= {x; |x| = 1, x0 > 0} endowed with the metric ds

2 = dx20 + ... + ds
2
n.

This is a model of the elliptic space Pn. The central projection π in E\ {0} defines
the diffeomorphisms

Q
π
→ E

π
← S+ (3.7)

We have π (S+) = E and the set π (Q) is an open ball of radius 1. By the
aforesaid, the intersection of these subvarieties with a subspace F is a totally
geodesic submanifold in the elliptic, Euclidean and hyperbolic space, respectively,
see Fig.1
Example 7. The mappings (3.7) are factorable, namely for an arbitrary subspace
F ⊂ E of dimension k + 1 we have

dVS (y, F ∩ S+)

dVE (x, F ∩ E)
=
(

1 + d2 (F )
)1/2 (

1 + |x|2
)−(k+1)/2

(3.8)

dVH (y, F ∩Q)

dVE (x, F ∩ E)
=
(

1− d2 (F )
)1/2 (

1− |x|2
)−(k+1)/2

(3.9)

where π (y) = x is a point in E where the volume forms are compared and
d (F ) = distE (F ∩ E, 0). Note that (3.8) is equivalent to (3.5).
For an Euclidean space E and for a hyperbolic space H and for the sphere S we

consider the integral transform (3.1) on the manifold of totally geodesic manifolds
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of dimension k. In all three cases, (3.1) is called geodesic integral transform. The
geodesic integral transform in Euclidean space coincides with the affine integral
transform; it is called Radon transform for affine subspaces of dimension k = n−1
and X-ray transform for k = 1.

Corollary 3.3 The geodesic integral transform in hyperbolic space Hn is equiv-
alent to the affine integral transform in the unit ball of Euclidean space En. The
affine integral transform in En is reduced to the Funk transform in the elliptic
space Sn+.

The inverse reduction does not hold: the Funk transform is reduced to the
affine transform only for functions f in S+ that vanish sufficiently fast on the
equator, more precise, the following condition is necessary: f (y) = o

(

yk+10

)

as
y ∈ S+, y0 → 0.

3.3 Inversion of the Funk transform

We write an inversion formula for the integral transform MS acting on the man-
ifold of big spheres Y ⊂ S = Sn of dimension n − 1. Let S∗ be the dual sphere;
a points z ∈ S∗ defines the polar set z⊥

.
= {x; 〈x, z〉 = 0} . It is the projective

subspace of S of dimension n−1. Let g be a bounded function on S; the function
MSg

(

z⊥
)

is defined in S. Take the point y = (1, 0) ∈ S ⊂ En+1 and consider the
family of spheres {z; 〈z, y〉 = cosφ} , 0 ≤ φ ≤ π/2 in Sn. The average ofMSg

(

z⊥
)

over the sphere equals

G (φ, y) =
1

|Sn−1|

∫

〈z,y〉=cosφ

Mn−1g
(

z⊥
)

dS

Theorem 3.4 If n is even, then any sufficiently smooth even function g on Sn

is reconstructed by

g (y) =
(−1)n/2

2n−2πn/2Γ (n/2)

∫ π/2

0

(

cosφ
∂

∂φ
cosφ

)n−1

G (φ)
dφ

sinφ

J By (3.8)G (φ, y) = secφF (y, tanφ) where F (r) is the spherical mean of hy-

perplane integralsMEf (H) , f =
(

1 + |x|2
)−n/2

g over the sphere {d (H) = r = tanφ} .
By (2.2) the reconstruction is given by

g(y) = cn

∫ ∞

0

F (n−1)(r)
dr

r

= cn

∫ π/2

0

(

cosφ
∂

∂φ
cosφ

)n−1

G (φ)
dφ

sinφ
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where c−1n = 2n−2 (−π)n/2 Γ (n/2) . I

Theorem 3.5 If n is odd, we have

g (y) =
(−1)(n−1)/2

2(2π)n−1

∫

Sn−1

(

cosφ
∂

∂φ
cosφ

)n−1

MSg (0, ω) dω

J This follows from (3.8) and (2.7). I
The integrand can be simplified as follows

(

cosφ
∂

∂φ
cosφ

)n−1

|φ=0 =

(

∂

∂φ

)n−1

+ cn,2

(

∂

∂φ

)n−3

+ ...+ cn,n−1

for some integers cn,k, k = 2, 4, ..., n− 1.

3.4 Radon’s inversion via Funk’s inversion

Funk’s inversion formula. For n = 2 integrating by parts yields

−πg (y) =

∫ π/2

0

(

cos2 φ

sinφ

∂

∂φ
− cosφ

)

G (φ) dφ =

∫ π/2

0

(

cos2 φ

sinφ
+ sinφ

)

G′ (φ) dφ

−G
(π

2

)

=

∫ π/2

0

G′ (φ)
dφ

sinφ
−G

(π

2

)

,

which implies

g (y) = −
1

π

∫ π/2

0

dG (y, φ)

sinφ
+
1

π
G
(

y,
π

2

)

. (3.10)

Let f be an arbitrary continuous function in E2 such that f = o
(

|x|−2
)

at
infinity. Define the function g(y)

.
= (1+ |x|2)f(x) on S+ where π(y) = x. It tends

to zero as y approach the equator of S+; we set g = 0 on the equator and extend
it to S2 as an even function. By (3.8) we have for an arbitrary big circle C

MSg(C) =

∫

C

gdVS = (1 + d
2(L))1/2

∫

L

fdVE = (1 + d
2(L))1/2MEf(L), (3.11)

where L = π (C) is a straight line in E2 and ME is the affine integral transform
in E. If we know MEf, we can calculate MSg and apply (3.10) for the point
x = 0, y0 = (1, 0) taking in account that the second term vanishes. The quantity
G (y, φ) is the average of MSg (C) for big circles whose spherical distance from y
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is equal to φ. We have 1 + d2(L) = cos−2 φ for L = π (C) and by (3.11) the right
side is equal to

1

2π cos q

∫

d(L)=tanφ

MEf(L)dφ =
F (x, tanφ)

cosφ

where

F (x, r)
.
=
1

2π

∫

d(L)=r

MEf (L) dφ (3.12)

Substitute this equation in (3.10) and change the variable φ to r = tanφ:

g(y) = −
1

π

∫ ∞

0

d(secφF (y, r))

sinφ

We have
d(secφF (y, r))

sinφ
=
dF

r
+ rdF + Fdr =

dF

r
+ d(rF )

The last term vanishes after integration over the ray (0,∞) since the product
rF vanishes at the ends. The equation rF = o (r−1) for r → ∞ follows from
g = o

(

|x|−2
)

. This yields

f (0) = g(y) = −
1

π

∫ ∞

0

dF (0, r)

r

Moving the origin to an arbitrary point x ∈ E, yields

f (x) = −
1

π

∫ ∞

0

dF (x, r)

r
(3.13)

This is Radon’s formula, see Sec.2.2.

The same arguments applied to the projection π : Q → E give by means of
(3.9) the inversion formula for the hyperbolic plane

g (x) = −
1

π

∫ ∞

0

dG (x, q)

sinh q
(3.14)

where G is again defined by (4.12) and q is the hyperbolic distance.

Comparing the formulae (2.10),(3.13) and (3.14), we see the obvious similarity.
The form of the dominators: r, sin r, sinh r shows direct impact of Euclidean,
elliptical and hyperbolic geometries, respectively.
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3.5 Unified form

Consider again an Euclidean space E = En+1 with the volume density dx. Take
the Euler field ε =

∑

yj∂/∂yj and define the (odd) differential form ω
.
= ε ` dx.

It is written ω =
∑

... but does not depend on the coordinate system x1, ..., xn.
Let f be a function in the set En+1\ {0} that is homogeneous of degree −n, i.e.
f (ty) = t−nf (y) for any t > 0. Define its Funk-Radon transform (FR-transform)
as follows

I [f ] (ξ) =
1

2

∫

K

f (y) δ (〈ξ, y〉)ω (y) , (3.15)

where K is a hypersurface in E\ {0} that meets each ray with the source at the
origin only once and ξ runs over the dual space E∗ = (En+1)

∗
, ξ 6= 0.

Proposition 3.6 The integral (3.15) does not depend on the hypersurface K that
is homotopic in E\ {0} to the sphere S. It is an even homogeneous function in
E∗\ {0} of degree -1.

J It is sufficient to check that the integrand is a closed form (current). The
form dx is closed and d (ε ` dx) = (n+ 1) dx which yields d (fδξω) = d (fδξ) ∧
ω+fδξ (n+ 1) dx. On the other hand, ε (ω) = 0 and ε (fδξ) = − (n+ 1) fδξ, since
the Dirac function δξ is homogeneous of degree -1. This yields ε ` d (fδξω) =
ε (fδξ) ω + (n+ 1) fδξ (ε ` dx) = 0 which proves the first statement. To check
the second one we note that the Dirac function δξ is even and homogeneous of
degree -1 with respect to ξ. I

Take an arbitrary even function g on the sphere S and extend it to a function
f in E\ {0} as homogeneous function of degree −n. Then

I [f ] (ξ) =
1

2

∫

ξ⊥
g (y)ωξ =

∫

S+∩ξ⊥
g (y)ωξ

where ξ⊥ is the polar set {y : 〈ξ, y〉 = 0} and ωξ = ω/d 〈ξ, y〉 is the Euclidean
volume density on this set. This means that I coincides with the Funk transform.
To compare (3.15) with the Radon transform, we take the Euclidean hyper-

plane E1
.
= {y : y0 = 1} in E. If h is a function on E1, we can extend it to E as an

even homogeneous function of degree−n as follows: f (y) = |y0|
−n h (y1/ |y0| , ..., yn/ |y0|) .

We have ω|E1 = dx1 ∧ ... ∧ dxn and I [f ] (ξ) = R [h] (H) where H = E1 ∩ ξ
⊥ is

a hyperplane in E1 : H = H (p, θ) , where θ = 〈ξ, η〉 η − ξ, p = 〈ξ, η〉 / |θ| and
η = (1, 0, ..., 0) .
Similarly the geodesic transform on the hyperbolic space is reduced to the

transform (3.15) for functions f supported in the cone
{

y : y0 > (y
2
1 + ...+ y

2
n)
1/2

}

.
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Corollary 3.7 The equations (3.8) and (3.9) hold.

Inversion formulae. Let ω∗ be the n-form in E∗ defined similarly to ω. Take
an arbitrary half-space E+ in E.

Theorem 3.8 The operator I maps the space of even homogeneous functions f
in E of degree −n isomorphically to the space of even homogeneous functions g
in E∗ of degree −1. The inversion is given by the transformation

J [g] (x) =
1

(2πı)n−1

∫

K∗∩E+

g (ξ) δ(n−1) (〈x, ξ〉)ω∗ (ξ)

for odd n and

J [g] =
ı (n− 1)!

(2πı)n−1

∫

K∗∩E+

g (ξ) 〈x, ξ〉−n ω∗ (ξ)

for even n, where K∗ is an arbitrary hypersurface in E∗\ {0} that is homotopic
to the unit sphere.

J

3.6 Funk-Radon transform and wave fronts

Definition.[45] Let u be a distribution in an open set X ⊂ V. The wave front
WF (u) is the subset in X×V ∗0 \ {0} defined as follows: a point (x, ξ) , x ∈ X, ξ ∈
V ∗ does not belong to WF (u) if ξ = 0 or there exists a neighborhood U of x
and a conic neighborhood V of ξ in V ∗ such that for any function φ ∈ D (U) the
Fourier transform of φu fulfils

F (φu) (η) = O
(

|η|−q
)

, η ∈ V, |η| → ∞, q = 0, 1, 2, ...

The wave front set is a closed conic subset of X × V ∗0 \ {0}. The wave front of a
generalized function v is defined to be WF (vdx) where dx is a smooth volume
form in V.
This definition is generalized for distributions on a smooth manifold X. The

role of the space X × V ∗ plays the cotangent bundle T ∗ (X) of X. The elements
of the cotangent bundle are called, covectors ; a covector ξ at a point x ∈ X is, by
definition, a linear functional on the tangent space Tx (X) . The wave front of a
distribution u ∈ D ′ (X) is a conic subset of T ∗0 (X) ; the bottom note means that
only non zero covectors are collected. A conic set is a union of rays, so one can
reduce the cotangent bundle to the set of rays in it.
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Definition. An oriented contact element in a manifold X is a set of covectors
{(x, tξ) , t ∈ R+} , i.e. a ray in the cotangent bundle. The manifold of all oriented
contact elements is called the contact bundle of X; we denote it by C∗ (X) .
It is isomorphic to T ∗0 (X) /R+ where R+ is the multiplicative group of positive
numbers. For any submanifold Y ⊂ X there is defined the submanifold N ∗ (Y ) ⊂
C∗ (X) , called conormal bundle to Y ; it consists of all pairs (x, ω) where x ∈ Y
and ω is orthogonal to Y.
The wave front of a distribution in a vector space V can be easily defined in
terms of the Radon or the Funk transform. The Funk transform helps to do it
in a more natural way. We embed the vector space V to the unit sphere S in an
Euclidean spaces E of dimension dimV + 1 by mens of the central projection.
Let S∗ be the unit sphere in the dual Euclidean space E∗. We have the duality
pairing S× S∗ → R, (x, ξ) 7→ ξx. Let F ⊂ S× S∗ be the hypersurface where
〈ξ, x〉 = 0. The manifold F can serve as the contact bundle C∗ (S) over S : for a
pair (x, ξ) the vector ξ is interpreted as a unit cotangent vector at x. The same
manifold is equivalent to the contact bundle C∗ (S∗) , so we have the involution
L : C∗ (S)→ C∗ (S∗) , (x, ξ) 7→ (ξ, x) called Legendre transform.

Proposition 3.9 For a distribution u ∈ D ′ (U) , U ⊂ S a point (x, ξ) ∈ F does
not belong to the set WF (u) ∪ −WF (u) if there exists a test function φ in S

such that φ (x) 6= 0 such that the function M [φu] is smooth in a neighborhood
of ξ. Vice versa, if the point (x, ξ) does not belong to this set, then there exist a
neighborhood U of x and a neighborhood V of ξ such that M [φu] is smooth in V
for any test function φ, suppφ ⊂ U.

The notation −G means the set of points (x,−ξ) for (x, ξ) ∈ G.
J We write the Funk transform of a generalized functions on the sphere in

the form

Mv (ξ) =

∫

ξ⊥
v dS, ξ ∈ S∗

where ξ⊥ is the polar set of a point ξ and dS is the area form in ξ⊥.We can shift
to the Radon transform by means of (3.8), which yields

Rw (p, ω) =
(

1 + d2
(

ξ⊥
))1/2

M [φv] (ξ)

where w =
(

1 + |x|2
)−n/2

φv and the arguments (p, ω) of the Radon transform
relate to the point ξ = (ξ0, ξ

′) ∈ S∗ as follows: p = ξ0/ |ξ
′| , ω = ξ′/ |ξ′| . The

function M [φv] is smooth in a neighborhood of a point ξ if and only if the
Fourier transform of the left side

F (w) (η) =

∫

exp (−jpt)Rw (p, ω) dp
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decreases fast as η
.
= tω tends to infinity in a conic set that contains a neigh-

borhood of the vector ω = ξ ′/ |ξ′| ∈ E. This means that (x, ω) does belong to
WF [φv] for no x and vice versa. I

Proposition 3.10 If u is a distribution in S with compact support, then the set
WF (Mu) ∪ −WF (Mu) is contained in Σ

.
= L (WF (u)) .

Remark. It follows that the singular support Mu is contained the set
pL (WF (u)) where p : C∗ (S∗) → S∗ is the natural projection. In other words,
the singular support of Mu is contained in the set of points ξ ∈ S∗ such that
(x, ξ) ∈ WF (u) 〈ξ, x〉 for some x ∈ S.

J Take a point (x, ξ) ∈ Σ\WF (u) and show that the point (ξ, x) does not
belong to WF (Mu) ∪ −WF (Mu) . According to Proposition 3.9 it is sufficient
to find a test function ψ in S∗ such that ψ (ξ) 6= 0 and the function M ∗ [ψMu] is
smooth in a neighborhood of x, where M ∗ is the Funk transform of functions on
S∗ :

M∗ [w] (x) =

∫

x⊥
wdS

By the Proposition 3.9 there exist a neighborhood U of x such thatM ∗ [ψM [φu]]
is smooth in S for any test function φ supported in U and for a test function ψ in
S∗ such that ψ (ξ) 6= 0. Take for φ a function that is equal to 1 in a neighborhood
U1 of x. Then we have

M∗ [ψMu] =M ∗ [ψM [φu]] +M ∗ [ψM [(1− φ)u]]

The first term in the right side is smooth everywhere. The second term is smooth
in U1 since the singularity of the kernel M

∗ [ψM ]is contained in the diagonal in
S× S and the distribution (1− φ)u vanishes in U1. Therefore the sumM ∗ [ψMu]
is smooth in U1. I

Example 1. Let χ be the indicator function of a domain D ⊂ S and g be a
smooth function in S. The Funk transform of f = gχ is equal to the integral

M [f ] (ξ) =

∫

D∩ξ⊥
gdS

The wave front of f is contained in the cotangent bundle N ∗ (Γ) of the boundary,
moreover it coincides with this bundle if g is nowhere flat in Γ.
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3.7 Transformation of boundary discontinuities

Let D be a domain in En with the smooth boundary Γ
.
= ∂D. Take a smooth

function φ in En that is negative in D and positive in the complement and dφ 6= 0
in Γ; set φ± = max (±φ, 0) . Consider the generalized functions

fλ (x) = a (x)
φλ−1− (x)

Γ (λ)
, λ ∈ C (3.16)

where a ∈ D (En) is a smooth function. It is supported in D and smooth ex-
cept for the boundary ∂D. Moreover, the wave front of fλ is contained in the
conormal bundle N ∗ (∂D) . According to Sec.1.6 the family {fλ} has an analytic
continuation [fλ] at the complex plane λ ∈ C, in particular,

[f−k] (ρ) = δ
(k)
φ (aρ) , k = 0, 1, ..., ρ ∈ D (E)

where

δ
(k)
φ (ρ) =

∫

φ=0

(

d

dφ

)k−1
ρdx

dφ

is a derivative of the Dirac function on the boundary. The Funk-Radon transform
of fλ is defined in the usual sense for any λ, Reλ > 0. It admits analytic continu-
ation too. We shall show that the singularity of this transform has singularity of a
similar form on the dual hypersurface. Take embedding e : En→ En+1, x 7→ (1, x)
and the projection p : En+1 → Sn . The composition pe : En→ Sn is the stan-
dard central projection as in Sec.3.2. The Radon transform in E and the Funk
transform in S are related as follows

R [fλ] (p, ω) =
(

1 + d2
(

ξ⊥
))1/2

M
[

(

1 + |x|2
)n/2

fλ

]

(ξ) .

They have singularities of the same form. The support of these singularities is the
hypersurface Γ∗

.
= L (N ∗ (pe (Γ) ∩ U)) ⊂ S∗, called the Legendre dual to Γ. The

Legendre dual to Γ∗ coincides with Γ since L is an involution. We consider now
the relation of geometries of dual hypersurfaces in Euclidean coordinate systems:

Proposition 3.11 Let Γ be a smooth hypersurface in En such that the Gauss
curvature does not vanish at a point x0 ∈ Γ. Then the dual hypersurface Γ

∗

is smooth at the point ξ0 that is an exterior normal to D at x0 and its Gauss
curvature does not vanish too. Moreover, the signatures of curvature forms of Γ
and of Γ∗ coincide if we choose properly the side D∗ of Γ∗. In particular, D∗ is
convex if D is convex.
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J Choose the coordinates x in En in such a way that 〈ξ0, x0〉 > 0 and replace
ξ0 by 〈ξ0, x0〉

−1 ξ0. Denote by y = (t, x) the coordinates in E
n+1 and by ξ = (τ, ξ)

the coordinates in the dual space (En+1)
∗
. The vector ξ0

.
= (−1, ξ0) is orthogonal

to (1, x0) and to the tangent plane T (Γ) . Therefore it is orthogonal to the tangent
plane T (G) to the cone G ⊂ En+1 generated by Γ. Consider the function Φ (y)

.
=

|t|φ (x/ |t|) in En+1; it is homogeneous of degree 1 and coincides with φ in e (En) .
Consider the equation

∇Φ (y) = ξ (3.17)

for a point ξ ∈ (En+1)
∗
close to ξ0. For ξ = ξ0 it has the solution y0 = (1, x0) .

Consider the Jacobian n+ 1-matrix of this system at this point:

∇2Φ (y0) =

(

0 ∇φ (x0)
∇φ (x0) ∇

2φ (x0)

)

It is non-singular, indeed suppose that ∇2Φ (y0) (v0, v) = 0. Taking first row, we
find that 〈∇φ, v〉 = 0 which means that v is tangent to Γ at x0. Then ∇φ v0 +
∇2φ v = 0 and consequently ut∇2φ v = 0 for an arbitrary vector u tangent to Γ.
By the assumption the quadratic form ∇2φ which implies that v = 0 and v0 = 0,
q.e.d. By Implicit function theorem the equation (3.17) has a unique smooth
solution y = y (ξ) in a neighborhood V of the point ξ0 such that y (ξ0) = y0. We
have y (λξ) = λξ for λ > 0 since Φ is homogeneous of degree 1. Taking derivatives
of (3.17), yields ∇2Φ (y (ξ)) y′ (ξ) = I, where I denotes the unit matrix. This
implies that

y′ (ξ) =
(

∇2Φ (y (ξ))
)−1

(3.18)

Define Ψ (ξ) = Φ (y (ξ)) to Φ; it is also homogeneous of degree 1.We have Ψ (ξ) =
Φ (t, tx) = tφ (x) = 0 if ξ is the exterior normal to G at a point y ∈ ∂G close to
y0; in particular, Ψ (ξ0) = 0. The equation Ψ (ξ) = 0 defines a smooth cone G

∗

in V ∗ since ∇Ψ(ξ) = ∇Φ (y (ξ)) y′ (ξ) 6= 0 in virtue of (3.18).
Consider the embedding e∗ : En∗ → (En+1)

∗
by e∗ (ξ) = (−1, ξ) and set

Γ∗ = G∗ ∩ e∗ (En∗) . The point ξ0 belongs to Γ
∗and the vector y0 is normal to

G∗ at ξ0 since y0∇Ψ(ξ0) = y0∇Φ (y0) = Φ (y0) = 0 since Φ is homogeneous.
Therefore the vector x0 is normal to Γ

∗ at ξ0. Let K
∗ be the side of G∗ in (En+1)

∗

for which y0 is the outward normal. The point η = ξ0− ε (0, ξ) belongs to K
∗ for

small ε > 0 and we have 〈η, (0, x0)〉 = 1− ε |x0|
2 > 0 for small ε. Further

Ψ (η) = Φ (y (η))− Φ (y (ξ0)) = −ε 〈∇Φ (y (η)) , x0〉+O
(

ε2
)

= −ε+ o
(

ε2
)

< 0

This implies that Ψ < 0 in K∗ and Ψ ≥ 0 in the complementary to K∗. Differen-
tiating the equation Ψ (ξ) = Φ (y (ξ)) yields

∇2Ψ(ξ) = y′ (ξ)t ∇2Φ (y (ξ)) y′ (ξ) +∇Φ (y (ξ)) y′′ (ξ) .
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By (3.17) we find ∇Φ (y (ξ)) y′′ (ξ) = tξ y′′ (ξ) = 0 since y′ (ξ) is homogeneous in
ξ of zero degree. Taking in account (3.18) we get

∇2Ψ(ξ) =
(

∇2Φ (y (ξ))
)∗

(3.19)

where the symbol ∗means the dual quadratic form. Denote by∇2Γφ the restriction
of the quadratic form ∇2Φ to the tangent plane of Γ :

T (Γ)
.
= {dx ∈ T (En) ; 〈∇φ, dx〉 = 0}

The pull back of this plane by the mapping x = x (−1, ξ) coincides with the plane
〈∇Φ (1, x′ (−1, ξ)) , dξ〉 = 0. The last plane is just the plane T (Γ∗) tangent to
Γ∗ since ∇Φ (1, x′ (−1, ξ)) = ∇ψ (ξ) where ψ (ξ)

.
= Ψ(−1, ξ) . Therefore (3.19)

shows that the form ∇2Γ∗ψ (ξ) coincides with the dual to the form ∇
2
Γφ (x (ξ))

whereas ∇ψ (ξ0) is the exterior normal with respect to D
∗ = K∗e∗ (E∗) . The

dual quadratic form has the same signature. This completes the proof. I

We call ψ the Legendre dual to the function φ.

Theorem 3.12 Let Γ = ∂D be a smooth hypersurface with the non-singular
curvature form at a point x0, fλ be a function of the form (3.16) where a is
supported by a small neighborhood U of x0. We have in a neighborhood of the
dual hypersurface Γ∗to Γ ∩ U

M [fλ] (ξ) = (2π)
(n−1)/2 a (x (ξ)) +O (ψ (ξ))

|det∇2Γφ (x (ξ))|
1/2

gµ (ξ) + S

where S is a smooth function and (i)

gµ (ξ) = (−1)
q/2 ψ (ξ)

µ−1
+

Γ (µ)
, µ = λ+ (n− 1) /2,

if q is even, where ψ is the Legendre dual to φ; (ii)

gµ (ξ) = (−1)
p/2 ψ (ξ)

µ−1
−

Γ (µ)

if p is even; (iii)

gµ (ξ) = (−1)
(q−1)/2 Γ (1− µ)

π

[

ψ (ξ)µ−1+ − cos (µπ) ψ (ξ)µ−1−

]

if p and q are odd, and µ 6= 1, 2, ..., and (iv)

gµ (ξ) = (−1)
µ+(q−1)/2 ψ (ξ)µ−1

π (µ− 1)!
(ln |ψ (ξ)|+ c sgnψ (ξ)) , c = const,

if p, q are odd and µ is a natural number.
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Remark. Let µ→ m for a natural m in the case (iii). Then Γ (1− µ)→∞
and the function gµ tends to infinity. Meantime, the difference

h
.
= gµ − (−1)

(q−1)/2 Γ (1− µ)

π
ψ (ξ)m−1

has the finite limit as in (iv). The second term in the right side is smooth and
can be included in the term S.

J Choose a point x0 ∈ Γ and set ξ0 = ∇φ (x0) ; this a exterior conormal vector
to Γ at x0. The normalized vector ξ0 belongs to Γ

∗ and x0 is an exterior normal
to Γ∗ at this point. The interior normal ray to Γ∗ at ξ0 is given by the equation
ξ = ξ0 − tx0, t ≥ 0 and ψ = t + o (t) . The function M (f) restricted to this ray
equals

M [f ] (t) =

∫

H(x0,t)

a (x)
φλ−1− (x)

Γ (λ)
dy (3.20)

where ∇φ (x0) = ξ0 and dy = dx/ 〈ξ0, dx〉 is the Euclidean volume form on the
hypersurface H (x0, t)

.
= {〈x− x0, ξ0〉 = t} . We can take Euclidean coordinates

t = 〈x0 − x, ξ0〉, y1, ..., yn−1 instead of x and replace φ by the function φ̃ (t, y)
.
=

φ0 (y)− t. By Morse Lemma we can change the coordinates y to z in such a way
that φ0 (y) = Q (z) = 1/2

∑

±z2j is a quadratic form. Then we can write

M [f ] (t) = a (x0)

∫

(Q (z)− t)λ−
Γ (λ)

h (z) dz +O (ψ)

where h ∈ D (Rn) is a function that equals 1 in a neighborhood of the origin; S
is an integral of the form (3.20). Now we calculate by means of Fubini’s

∫

(Q (z)− t)λ−
Γ (λ)

h (z) dz =

∫

(t− s)λ+
Γ (λ)

∫

Q=s

h (z) dz

dQ

where the surface {Q = s} is oriented by the form dQ. Apply Proposition 3.14
for the interior integral. To complete the proof we need only to calculate the
convolutions

I1 =

∫ t

0

(t− s)λ

Γ (λ)

s(n−3)/2

Γ (n/2)
ds, I2 =

∫ t

−∞

(t− s)λ

Γ (λ)

ε (s) s(n−3)/2

Γ (n/2)
ln |s| ds

The first one equals tµ−1+ /Γ (µ) . This implies the formulae (i) and (ii). In the
second we have introduced the factor ε ∈ S (R) which is equal to 1 in a neigh-
borhood of the origin. This helps this integral to converge. We calculate this
integral up to a smooth term. Write

I2 = F ∗
(

F

(

sλ+ds

Γ (λ)

)

F

(

ε (s) sk−1

Γ (k)
ln |s| ds

))
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where k = n/2 is natural and have

F

(

sλ+ds

Γ (λ)

)

=
1

Γ (λ)

∫ ∞

0

exp (−jσs) sλ−1ds = j−λ
(

σ−λ+ + exp (−πıλ)σ−λ−
)

F

(

ε (s) sk−1

Γ (k)
ln |s| ds

)

= −
1

2
j1−k

(

σ−k+ + (−1)1−k σ−k−

)

∗ ε̃ (σ)

We can take such ε that ε̃ has compactly supported by [−1, 1] . Then we can omit
the term ∗ε̃ for |σ| > 1. Therefore we get

F

(

sλ+ds

Γ (λ)

)

F

(

ε (s) sk−1

Γ (k)
ln |s| ds

)

= −
1

2
j1−λ−k

(

σ−λ−k+ + exp (−π (λ+ k − 1) ı) σ−λ−k−

)

for |σ| > 1. Apply the inverse Fourier transform and get for µ = λ+(n− 1) /2 6=
1, 2, ...

∫ ∞

0

exp (jsσ) σ−µdσ = Γ (1− µ) (−j)µ−1 (s+ 0ı)µ−1 ;

∫ 0

−∞

exp (jsσ) |σ|−µ dσ = Γ (1− µ) jµ−1 (s− 0ı)µ−1

2I2 = −j
1−µF ∗

(

σ−µ+ − exp (−µπı)σ
−µ
−

)

= Γ (1− µ) exp (−πµı)
[

(s+ 0ı)µ−1 + (s− 0ı)µ−1
]

= 2Γ (1− µ) exp (−πµı)
[

sµ−1+ − cos (µπ) sµ−1−

]

This implies (iii). To check (iv) for µ = m we subtract J (µ) = Γ (1− µ) exp (−πµı) sm−1

and take µ→ m for an natural m. We get

I2 − J = Γ (1− µ) exp (−πµı)
[

sµ−1+ − cos (µπ) sµ−1− − sm−1
]

= Γ (1− µ) (µ−m) exp (−πµı)

[

sµ−1+ − sm−1+

µ−m
−
cos (µπ) sµ−1− − cos (mπ) sm−1−

µ−m

]

→
sm−1

(m− 1)!
ln |s|

since Γ (1− µ) (µ−m)→ res1−m Γ = (−1)
m / (m− 1)! I
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3.8 Neighborhood of an osculant hyperplane

Now we focus attention on the case of a hyperplane Γ that is osculant to ∂D at a
point x0 ∈ E

n, i.e. Γ is tangent to ∂D and det∇2Γφ (x0) = 0. Our objective is to
describe the main singular term of Rfλ in a neighborhood of Γ.We call a natural
number k order of osculant hyperplane Γ the minimal number k ≤ ∞ such that
dist (x,Γ) ≥ c |x− x0|

k+1 for some c > 0 and all x close to x0. We have k = 1 in
the case rank∇2Γφ (x0) = n − 1 as in the previous section and always k > 1 for
osculant hyperplane.
We need to use some special functions of several variables.
Fix a natural k and consider the generic polynomial of one variable t of orer

k + 1 :
A (τ ; s) = τ k+1 + sk−1τ

k−1 + sk−2τ
k−2 + ...+ s1τ + s0

where s0, s1, ..., sk−1 are real parameters; write s = (s0, ...., sk−1) ∈ Rk. Let ∆ ⊂
Rk be the discriminant set, i.e. the set of points s such that A (·, s) has, at least,
one multiple real root. We have ∆ ⊂ {disc (s) = 0} , where disc stands for the
discriminant of A. Set for any smooth function a = a (τ) and any point s ∈ Rk\∆

Va (s) =
∑

A(τ)=0

a (τ)

|A′ (τ ; s)|
,

where te sum is taken over the set of all real roots of A and A′ = ∂A/∂τ. It is a
smooth function that may have singulrity on ∆. Choose some natural numbers
p, q such that p+ q = n− 2 and set

πp,q (t) = (2π)
n/2 Γ

(n

2

) [

(1− (−1)q) (−1)q/2 t
−n/2
+ + (1− (−1)p) (−1)p/2 t

−n/2
−

]

??

and

Va,(p,q) (s) =

∫

Va (t, s
′)πp,q (t− s0) dt

Theorem 3.13 Let Γ = Γ (ξ0) be the osculant hyperplane to ∂D at a point x0
such that rank∇2Γφ (x0) = n− 2, k <∞ is the order of the osculant hyperplane.
Then for any λ ∈ C

M [fλ] (ξ) =
a (x0) + o (1)
∣

∣

∣det ∇̃2Γφ
∣

∣

∣

1/2
gλ (ξ) + S,

where ∇̃2Γφ is the restriction of the quadratic form to the orthogonal complement
in Γ to the osculant line, (p, q) is the signature of this form and

gλ (ξ) =

∫

Va,(p,q) (s0 (ξ)− t, s
′ (ξ)) tλ+dt,
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where s (ξ) = (s0 (ξ) , s
′ (ξ)) is a smooth mapping that vanishes at ξ = ξ0 and

a (τ, ξ) , S (ξ) are smooth functions.

3.9 Nonlinear artifacts

Suppose we have corrupted projection data T (Rf) instead of Rf where T is a
nonlinear function in R. Suppose for simplicity that T = T (s) is linear in the
(−∞, S) , smooth and bounded for s ≥ S (we call T the truncation function). If
we substitute the corrupted data in the reconstruction operator of Chapter 2, we
get a distorted image f̃ = R]KT (Rf) , K = (−∂pH/2π)

n−1, instead of f. Some
specific artificial details can appear in f̃ , which we call nonlinear artifacts. Some
of the nonlinear artifacts have clear geometrical structure, at least, for model
functions f as in the previous section. Suppose for simplicity that n = 2 and take
the function f in the form (3.16) with λ = 0, that is f = gδ (φ) where g > 0 is a
smooth function. According to Theorem 3.12, we have locally Rf = hψ−1/2 + h0
for smooth functions h and h0 where h > 0 since q = 0. The truncation T (Rf)
does not affect the term h0 if the threshold S is big enough and change the
profile of the singular function ψ−1/2 ’uniformly” over Γ∗. So the result will have
the form T (Rf) ≈ ψ̃ + h0 where ψ̃ has more or less large gradient close to Γ

∗.

If the threshold of truncation is big enough, we can, nevertheless, recognize the
shape of Γ from the local corrupted reconstruction f̃ . More complicated artifacts
are caused by the global structure of Γ that generate singularities in the dual
curve Γ∗. The action of truncation may be more strong in neighborhood of these
points. The following picture show some simple situations.
Fig.2 shows the cardioid-like curve Γ and the dual curve Γ∗ shown by thick.

(The dual curve is obtained by means of the spherical duality and the central
projection from sphere to the plane as in Sec.3.2.) According to Theorem 3.12 the
function Rf increases more fast near two cusp points of Γ∗, where the curvature
of the curve tends to infinity. These provoke strong line artifacts at the tangent
lines to Γ at the inflection points. One more artefact line is the double tangent
to Γ which is caused by amplification of Rf at the self-intersection point of Γ∗.
Fig.3 shows the curve Γ consisting of two circles. The curve shown by thick is

the dual curve with respect to the origin at the bottom of the picture. Four self-
intersection points of Γ∗ correspond to four common tangents shown by dotted
lines. These are locations of nonlinear artifacts.
The truncation function T is model of a nonlinear measurement process in

a standard CT technique: each measurement can be modelled by the function
exp

(

−
∫

fdS
)

where the integral is taken over a thin strip from the source to the
detector. Therefore if the integral is big, the measurement is small and hardly
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distinguishable because of the noise, which means that big value of Rf are, in fact,
truncated. The algorithms of type ”filtered backprojection” (used as a standard
software) have the same structure R]KR with a different ”regularized” kernel K
whereas the projection data Rf is discreet and noised. Nevertheless the artifacts
that sometimes appear in a tomogram, have strong similarity to that we are
discussing for the continuous model. See more details in [69].

3.10 Appendix: Pizetti formula for arbitrary

signature

Let Q = 1/2
∑

aijxixj be a non-singular quadratic form in X = Rn of signature
(p, q) . Define the dual differential operator Q∗ (D) = 1/2

∑

aij∂i∂j where {aij} =

{aij}
−1
. Choose an orientation of X and consider the family of hypersurfaces

X (s) = {α (x) = s} , s ∈ R with the orientation defined by dQ. Introduce the
sequence of generalized functions in X supported at the origin

Fk (ω)
.
=
(2π)n/2

|∆|1/2
Q∗ (D)k φ (0)

Γ
(

n
2
+ k

) , k = 0, 1, 2, ...; ω = φdx.

Proposition 3.14 For an arbitrary smooth n-form ω with compact support in
Rn we have the following asymptotic expansions
(i) for p+ q odd

∫

X(s)

ω

dQ
∼

∑

k≥0

b±k |s|
n/2−1 s

k

k!
+ r (s)

where b+k − b
−
k = (−1)

q/2 Fk (χ) , if q even and b
+
k − b

−
k = (−1)

p/2 Fk (χ) , if p even;
(ii) for p and q even

∫

X(s)

ω

dQ
∼

∑

k≥0

b±k s
n/2−1 s

k

k!
+ r (s)

where b+k − b
−
k = (−1)

q/2 Fk (χ) ;
(iii) for p, q odd

∫

X(s)

ω

dQ
∼

∑

k≥0

bks
n/2−1 ln |s|

sk

k!
+ r (s)

where bk = (−1)
(q−1)/2 π−1Fk (χ). These expansions can derived term by term.
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J For a proof we apply the stationary phase method to the integral with the
quadratic phase function:

∫

X

exp (jtQ (x))φdx =
ep,q (t)

|t∆|1/2

N
∑

j=0

1

j!

(

−
Q∗ (D)

jt

)j

φ (0) +
RN (ω, t)

tN+(n+1)/2
(3.21)

where ep,q (t)
.
= exp (sgn t πı (p− q) /4) and the remainder RN can be uniformly

estimated in terms of the 2N +1th derivatives of φ. By Fubini’s Theorem we can
write

∫

X

exp (jtQ (x))φdx =

∫ ∞

−∞

exp (jst) ds

∫

X(s)

ω

dQ

and we can recover the Funk transform of the Leray form by applying the Fourier
transform to (3.21). First we multiply (3.21) by 1 − h where h ∈ D (R) is an
arbitrary function that equals 1 near the origin; the singularity of (3.21) at the
origin are not relevant to the singularity of the Funk transform at s = 0. Applying
the Fourier transform yields:

∫

X(s)

ω

dQ
=

N
∑

i=0

1

i!
(Q∗ (D))i φ (0)

∫ ∞

−∞

exp (−jts)
(1− h (t)) ep,q (t)

|t∆|1/2
(−jt)−i dt+R̃ (s) ,

where R̃ ∈ CN+n/2−1 (R). Calculating the Fourier integrals by means of Examples
10, 11 of Sec.1.4, we complete the proof. I
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Chapter 4

Reconstruction from line

integrals

4.1 Line integrals and John equation

Let E be an Euclidean space of dimension n and f be a function in E that
decreases at infinity in such a way that any line integral of f converges absolutely.
It is sufficient to assume that f (x) = O

(

|x|−1−ε
)

at infinity for some ε > 0. We
denote by g the line integral of f :

g (x, θ) =

∫

L(x,θ)

f ds (4.1)

where L (x, θ) denotes the straight line (or the ray) through the point x ∈ E that
is parallel to the unit vector θ. In the case n = 2 data of line integrals defined
the Radon transform of f as follows Rf (p, ω) = g (x, θ) where is θ is orthogonal
to the unit vector ω and x is any point such that 〈ω, x〉 = p. In the case n > 2
the manifold A1 (E) of all straight lines has dimension 2 (n− 1) which implies
that data of all line integrals are redundant. To avoid redundance we state the
reconstruction problem as follows:
Problem: to find a reconstruction formula g|Σ 7→ f for functions f supported by
a compact set K ⊂ E for a submanifold Σ ⊂ A1 (E) of lines (rays) of dimension
n. We call such a manifold pencil. The data of g (L) for a pencil of lines have
no dimension redundancy. The pencil Σ should, of course, fulfil the completeness
condition for K (see Chapter 6).

The case n = 3 is important for applications to the X-ray tomography. The
manifold of lines has dimension 4, hence g (L) is a function of 4 variables in any
local chart of A1 (E). It is far from to be arbitrary. It is easy to write a differential
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equation for g. Take the chart F in A1 (E) that contains all straight lines L that are
not parallel to the plane x3 = 0 in E. Take a point (y1, y2, 0) ∈ L; let v = (v1, v2, 1)
be a vector parallel to L; the numbers (y1, y2, v1, v2) are coordinates of L in the
chart F. This coordinates parameterize the line mean

g(y1, y2, v1, v2) =

∫

L(y1y2,v1,v2)

f (y) ds

Proposition 4.1 The function g satisfies the equation

∂2h

∂y1∂v2
=

∂2h

∂y2∂v1
(4.2)

where h(y1, y2, v1, v2)
.
= (1 + v21 + v22)

−1/2
g(y1, y2, v1, v2).

J The line L is given by parametric equations x1 = y1 + tv1, x2 = y2 +
tv2, y3 = t and the Euclidean line density in L is equal to ds =

√

1 + v21 + v22dt
consequently

h(y1, y2, v1, v2) =

∫

f(y1 + tv1, y2 + tv2, t)dt

Therefore
∂2h

∂y1∂v2
=

∫ ∞

−∞

∂2f

∂x1∂x2
(y1 + tv1, y2 + tv2, t) tdt

We get the same integral formula for the function ∂2h/∂v1∂y2. I
The equation (4.2), called ultrahyperbolic, does belong neither to elliptic nor

to hyperbolic type. F.John has proved the inverse statement: that this equation
for a fast decreasing function g implies that it is equal to the line transform of a
fast decreasing function f in E3.

The Cauchy problem for the ultrahyperbolic equation is ill-posed for any
choice of the time variable. There are, however, well posed characteristic bound-
ary problems that relate to inversion formulae for the ray transform.

There are several cases where some well-defined reconstruction formulae are
known:
1. Choose a plane H ⊂ E and consider the pencil ΣH of straight lines that are
parallel to H. Take an arbitrary plane H ′ that is parallel to H. Any line L ⊂ H ′

belongs to ΣH hence we know the line transform g(L). Apply the inversion of the
Radon transform in H ′ and reconstruct the function f : H ′ → C for each plane
H ′ that is parallel to H.
2. Take a curveC ⊂ P(E) such that any planeH ⊂ E has non-empty intersection
with C at infinity. Consider the pencil Σ(C) of lines L that meet C at infinity.
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There exists a reconstruction method for this pencil. Indeed, take a plane H; let
c ∈ C be a point where H meets C. Any line L ⊂ H that contains the point c
at infinity belongs Σ(C). Such lines L are parallel one to another and makes a
foliation of H. Let T ⊂ H be a line that is orthogonal to L. By Fubini’s theorem

∫

H

fdS =

∫

T

dt

∫

L

fds

where dt is the Euclidean density in T. Thus we know the Radon transform
Rf (H) for any 2-plane H in E and can reconstruct the function f. This re-
construction formula is given by four-fold integration. The method of the next
section uses two-fold integration.

3. Let Γ be a curve in E and Σ(Γ) be the pencil of rays with vertices in Γ.
A function f with compact support can be reconstructed if the completeness
condition is fulfilled. The pencil Σ (Γ) is characteristic. A reconstruction can be
done by two-fold integration.

Note that the pencil ΣH as in case 1 is equal to the pencil Σ (C) where
C = H ∩ P (E) is an improper line. The class 2 can be reduced to the class 3,
since the curve C can be transported to E by a suitable projective transforma-
tion P. The mapping P transforms lines to lines, hence, P (Σ (C)) = Σ (P (C)) .
By Proposition 3.2 a reconstruction formula for Σ (C) can be translated to a
reconstruction formula for Σ (P (C)) and vice versa.

4. Let S be a surface in E and Σ(S) be the pencil of rays with vertices in S that
are tangent to S. It is also characteristic. A reconstruction of a function f with
compact support is possible under the completeness condition. Class 3 is, in a
sense, contained in the closure of class 4. Indeed, take the ε-neighborhood Γε of
a smooth curve Γ. The surface ∂Γε is smooth if ε is small enough. The pencil
Σ (∂Γε) tends to Σ (Γ) as ε→ 0 and the reconstruction formula of the class 4 has
a limit which gives a reconstruction for the pencil Σ (Γ) .

4.2 Sources at infinity

Let E = En be a Euclidean space of arbitrary dimension n > 1 and P(E) be the
projective n− 1-space of improper elements of E, i.e. of lines through the origin.
Let S be the unit sphere in E; we have the natural surjection p : S→ P(E),
which glue together each pair of opposite points of the sphere. Take a curve C
in P(E) and consider the pencil Σ = Σ(C) of lines in E that meets at infinity C.
We reconstruct a function f in E with compact support from line integrals (4.1)
for lines L ∈ Σ(C).
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Theorem 4.2 Let C ⊂ P(E) be a closed curve of the class C1 that is not ho-
motopic to a point, θ = θ (s) , 0 ≤ s ≤ S be a parameterization of C such that
|θ′| = 1. The formula

f(x) = − 1

2π2

∫ S

0

ds

∫ ∞

−∞

∂

∂q
g(x+ qθ′ (s) , θ (s))

dq

q
(4.3)

gives a reconstruction for a function f ∈ C2(E) of compact support from the data
of line integrals g (L) , L ∈ Σ(C). The principal value of the interior integral is
taken.

J Write the Fourier transform of an unknown function

f̂(ξ) =

∫

E

exp(−j 〈ξ, x〉)f(x)dx,

where dx is the Euclidean volume density. Take a unit vector θ that is orthogonal
to ξ and write x = y+ tθ,where 〈y, θ〉 = 0. Integrate consecutively over t and y ∈
θ⊥, taking in account that 〈ξ, x〉 = 〈ξ, y〉 :

f̂(ξ) =

∫

θ⊥
exp(−j 〈ξ, y〉)g(y, θ)dy, (4.4)

where dy is the Euclidean area element in the hyperplane θ⊥.
First note that the fundamental group π1(P(E)) is isomorphic to Z2 and any

projective line L is a generator of this group. The topological condition means
that the curve C is homotopicaly equivalent to L. Fix a point c0 ∈ C∗ and
choose the smooth curve C+ ⊂ S that starts with the point c0 such that the
mapping p : C+ → C is a bijection. The end of C+ is the point −c0, otherwise
the curve C+ would be closed in S and homotopic to a point. The mapping
π transforms any homotopy C+ ∼ point into a homotopy C ∼ point which
does not exist since of by the condition. Thus we have C∗ = C+ ∪ C− where
C−

.
= −C+. Take the parameterization θ = θ(s) of the curve C+ such that

θ(0) = c0, θ(S) = −c0. The point θ(s) = −θ(s− S) runs for s ∈ [S, 2S] over the
curve C−. Then θ = θ(s), s ∈ [0, 2S] is a C1-parameterization of the curve C∗
such that θ(2S) = θ(0). We have 〈θ′(s), θ(s)〉 = 0 since θ and θ′ are unit vectors.
Choose an Euclidean coordinate system ξ = (ξ1, ..., ξn) in the dual space E∗ and
orientate E∗ by means of the volume form υ

.
= dξ1 ∧ ... ∧ dξn.

Consider the n+1-manifoldC∗×E∗ oriented by the form υ∧ds. The restriction
of the form d 〈θ (s) , ξ〉 to C∗ ×E∗ is equal to 〈θ (s) , dξ〉+ 〈θ′ (s) , ξ〉 ds and does
not vanish. Take a differential form ω on C∗ × E∗ that fulfils the equation

ω ∧ d 〈θ (s) , ξ〉 = υ ∧ ds. (4.5)
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Such a form is defined uniquely up to a term χ ∧ d 〈θ (s) , ξ〉 for a n− 1-form χ.
Therefore the restriction of ω to the submanifold

Γ
.
= {(s, ξ) : 〈θ (s) , ξ〉 = 0, 〈θ′ (s) , ξ〉 ≥ 0}

is uniquely defined since the form d 〈θ (s) , ξ〉 vanishes in Γ. We define an ori-
entation on Γ by means of the form ω and consider the mapping γC : Γ →
E∗, γC(s, ξ) = ξ. The pair Π = (Γ, γC) is an odd n-chain in E∗.

Lemma 4.3 The chain Π is closed.

J For any s the half-space Γ (s)
.
= {ξ : 〈θ (s) , ξ〉 = 0, 〈θ′ (s) , ξ〉 ≥ 0} is com-

plementary to Γ (s+ S) = {〈θ′ (s+ S) , ξ〉 ≥ 0} and their orientations are given
by the same form ω. This implies that the boundaries of these halfplane have
opposite orientation and Lemma follows. I

The mapping γC is proper and its topological degree deg γC is well-defined.

Lemma 4.4 deg γC = 1.

J Denote this mapping by γC. The degree of γC is invariant under any
deformation of the curve C. We have a homotopy C ∼ L in this class where L
is an arbitrary projective line in P(E). Therefore we have deg γC = deg γL. The
mapping γL restricted to the interior of Γ is a bijection onto E∗\L¯ where L¯ is
the orthogonal complement to the plane that contains L. The form ω ′ = υ/ 〈θ′, ξ〉
fulfils the equation (4.5), which implies that ω defines the orientation of Γ. It
coincides with the orientation of E since 〈θ′, ξ〉 > 0 in Γ. This yields the equation
deg γL = 1. I

Lemma 4.4 implies that

f(x) =

∫

E

exp(j 〈ξ, x〉)f̂(ξ) υ =

∫

Γ

exp(j 〈ξ, x〉)f̂(ξ)γ∗ (υ) . (4.6)

where γ∗ (υ) is the pull back of υ under the mapping γ = γC. Take a n− 1-form
ψ in C∗×E∗ that satisfies ψ ∧ 〈θ, dξ〉 = υ and set ω = −〈θ′, ξ〉 ψ ∧ ds. We claim
that γ∗ (υ) = ω in Γ. Indeed, the form ρ

.
= υ − ω defined in C∗ × E∗ fulfils the

equation

ρ∧d 〈θ (s) , ξ〉 = 〈θ′, ξ〉 (υ ∧ ds+ ψ ∧ ds ∧ 〈θ, dξ〉) = 〈θ′, ξ〉 (υ − ψ ∧ 〈θ, dξ〉)∧ds = 0.

This implies that ρ is multiple of the form d 〈θ (s) , ξ〉 which vanishes in Γ. We
replace γ∗ (υ) by ω in (4.6) and substitute (4.4):
∫

Γ

exp (j 〈ξ, x〉) f̂(ξ) γ∗ (υ) = −
∫ 2S

0

ds

∫

Γ(s)

〈θ′ (s) , ξ〉 exp (j 〈ξ, x− y〉)ψ
∫

θ(s)⊥
g(y, θ (s))dy

(4.7)
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For any fixed s ∈ [0, 2S] the form −〈θ′, ξ〉ψ gives the orientation of the n − 1-
plane Γ (s). We can write ψ = dσ ∧ τ, where σ = 〈θ′ (s) , ξ〉 , and τ is the
volume form in the n − 2-space E∗ (s) orthogonal to θ (s) and θ′ (s) . We have
y− x = pθ+ qθ′+ r, where p = 〈y− x, θ〉, q = 〈y− x, θ′〉, r ∈ E (s) , which yields
〈ξ, x− y〉 = −σq + 〈η, r〉 , where η is the orthogonal projection of ξ to E∗ (s) .
Substituting in the inner integral gives

∫

Γ(s)

〈θ′, ξ〉 exp(j 〈ξ, x− y〉)ψ = −
∫ ∞

0

σ exp (−jσq) dσ
∫ ∞

−∞

exp (j 〈η, r〉) τ

=
1

(2πq − 0ı)2
δ(r)

We have δ (r) dy = dq in the right side of (4.7) and y = x+ pθ + qθ′ since r = 0.
Substituting in (4.7) gives the quantity

−
∫ 2S

0

ds

∫

R

1

(2πq − 0ı)2
g(y, θ)dq = − 1

4π2

∫ 2S

0

ds

∫

R

1

(q − 0ı)2
g(x+ qθ′, θ)dq

We removed the term pθ in the argument of g, which does not change this function.
Now integrate by parts and apply (4.6):

f(x) = − 1

4π2

∫ 2S

0

ds

∫

R

1

q − 0ı

∂

∂q
g(x+ qθ′, θ)dq

Sum up the contributions of points s and s+ S for s ∈ [0, S] using the relations

θ(s+ S) = −θ(s), θ′(s+ S) = −θ′(s),
∂

∂q
g(x− qθ′,−θ) = − ∂

∂q
g(x+ qθ′, θ),

1

q + 0ı
+

1

q − 0ı
=

2

q

we get (4.3). I
Remark 1. The interior integral (4.3) sums up the ray data measured from

lines L ⊂ P (x, s) where P (x, s) is the plane through a point x that is parallel to
a tangent plane to the curve C∗ ⊂ S at the point θ(s).

The condition of compactness of supp f can be weakened. Really let us con-
sider the following continuous mapping σ : E×C→ Σ(C) that sends a pair (x, c)
to the line λ that pass through x and c. We say the a set B ⊂ E is C-compact if
the restriction of σ on B×C is a proper mapping. This condition implies that the
intersection of B with any tangent plane P is a compact set. The ray transform
g |Σ(C) is well-defined for any continuous function f such that the set supp f is
C-compact. It is easy to see that the proof of Theorem 4.2 is still valid.

Remark 2. If C is a projective line Σ(H) is the manifold of lines that
are parallel to the plane H ⊂ E such that P(H) = C. Then g |Σ (H) is the
2-dimensional Radon transform applied to each plane parallel to H.
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4.3 Reconstruction of the Radon transform from

ray integrals

Let f be a bounded function with compact support in E3; the family of ray
integrals

g (y, v) =

∫ ∞

0

f(y + tv))dt (4.8)

defined for points y ∈ E and unit vectors v ∈ E is called X-ray transform of f.
The first derivative of Radon transform Rf can be calculated in terms of the ray
transform:

Theorem 4.5 [Grangeat] Let H be a plane in E3, y ∈ H and f ∈ C2(E) be
arbitrary function such the set supp f ∩H is compact. Then we have

∂

∂p
Rf(H) =

∫ 2π

0

∂

∂q
g (y, qω + rv (φ)) |q=0dφ (4.9)

where v = v (φ) runs along the unit circle in the plane H−y, and r = (1− q2)
1/2

.

J We use the standard parameterization of planesH = H (p, ω) = {x; 〈ω, x〉 =
p} in E; we have H − y = H (0, ω) . Take the derivative

∂

∂q
g(qω + v))|q=0 =

∫ ∞

0

〈ω,∇v〉 f(y + tv)tdt.

Integrating against the element dφ and setting q = 0 we get

∫

∂

∂q
g (y, qω + rv) |q=0dφ =

∫ 2π

0

∫ ∞

0

〈ω,∇〉 f(y + tv)tdtdφ

=

∫

H

〈ω,∇〉 fdS =
∂

∂p
Rf (H)

since dS = tdtdφ is the Euclidean surface density in H. I
Thus the quantity ∂pRf (H) is reconstructed from data of ray integrals of f

for the family of rays starting from a point y ∈ H ∩ Γ that are close to H. If the
conditions of this Theorem are satisfied for any hyperplane H in E that meets
supp f, we know the p-derivative of Rf (H) for all H. The inversion formula for
the Radon transform in the case n = 3 depends only on second p-derivative of
Rf. Therefore the information we have is sufficient to apply this formula and
recover the function f.
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Corollary 4.6 Let x ∈ E and Γ ⊂ E be a set such that each plane H through x
meets Γ at a point y (H) . Then for an arbitrary f ∈ C2(E) with compact support
disjoint with Γ the reconstruction formula holds

f (x) = − 1

8π2

∫

S2

dω
∂

∂p

∫

〈v,ω〉=0

∂

∂q
g(y (H) , qω + rv (φ))|q=0dφ, (4.10)

where L(u, y) and dφ are as above.

J The integrand in the right side is equal to ∂2pRf (H (〈ω, x〉 , ω)) . Then (4.10)
follows from Radon’s inversion formula (2.13). I

Generalization. Grangeat’ method is generalized for arbitrary dimension
n as follows:

Theorem 4.7 Let H be a hyperplane in an Euclidean space En, y ∈ H and
f ∈ Cn−2(E) be a function such the set supp f ∩H is compact. Then we have

∂n−2

∂pn−2
Rf(H) =

[n/2]−1
∑

k=0

cn,k

∫

∂n−2−2k

∂qn−2−2k
g (y, v + qω) |q=0dS

where v runs over the unit sphere Sn−2 ⊂ H − y, dS is the area element on
Sn−2and

cn,k = (−1)k ((2k − 1)!!)2
(

n− 2

2k

)

.

J A proof can be done in the same line as Theorem 4.5. I

4.4 Rays tangent to a surface

Theorem 4.8 Let S be a smooth surface in E, H be a plane in E transversal to
S and K be a connected compact subset of H\S. Then for an arbitrary f ∈ C2(E)
such supp f ∩H ⊂ K we have

∂

∂p
Rf(H) =

1

z

∫ S

0

[

κ

[x′, ν, ω]

∂

∂q
− ∂

∂s

( 〈ν, ω〉
[x′, ν, ω]

)]

g(y, ry′ + q y′ × ν))|q=0ds,
(4.11)

where y = y (s) , 0 ≤ s ≤ S is the equation of the curve C
.
= S ∩ H such that

|y′| = 1, κ = [x′, x′′, ω] is the curvature of C, ω is a normal vector to H and
ν = ν(x(s)) and ν (x) is a continuous unit normal field to S. We assume that
the set ξ−1(K) is compact for the mapping

ξ : C× R → H, ξ(s, t) = y(s) + ty′(s)
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and

z
.
=

∑

x=ξ(s,t)

sgnκ(s) 6= 0, x ∈ K

Remark. The vectors y′(s) and y′(s) × ν are unit and belong to the pencil
Σ(S); the number z does not depend on x ∈ K.

J We have
∫ ∫

〈x′,∇f〉 tdt =
∫

∂

∂t
f(ξ)dt = 0 (4.12)

since the function f |L(s, 0) has compact support. Therefore

∂

∂s
g(y (s) , y′ (s)) =

∫

∂

∂s
f(ξ (s, t))dt =

∫

〈∇f(ξ), y′(s) + ty′′(s)〉 dt

=

∫

〈∇f(ξ), y′′(s)〉 tdt = κ

∫

[∇f(ξ), ω, y′(s)] tdt (4.13)

since y′′ = κω × y′. Farther

∂

∂q
g (y (s) , ry′ (s) + qy′ (s)× ν) |q=0 =

∫

[∇f(ξ), y′(s), ν] tdt

The vectors ω, y′ × ω, y′ × ν are orthogonal to y′ hence y′ × ν = [y′, ν, ω]ω +
〈ν, ω〉 y′ × ω. This yields

κ

[x′, ν, ω]

∂

∂q
g (y, ry′ + qy′ × ν) |q=0 = κ

∫

(f ′(ξ), ω) tdt+
〈ν, ω〉
[y′, ν, ω]

∂

∂s
g (y, y′)

Integrate both sides over H ∩ S against the density ds:

∫

κ

[x′, ν, ω]

∂

∂q
g (y, y′) ds+

∫ 〈ν, ω〉
[x′, ν, ω]

∂

∂s
g (y, y′) ds

=

∫

κ

∫

〈∇f(ξ), ω〉 tdtds = ∂

∂ω

∫

κ

∫

f(ξ)tdtds (4.14)

Consider the system of coordinates s, t, p = 〈ω, x〉 in a neighborhood of C. We
have ∂x/∂(t, s, p) = det (y′, y′ + ty′′, ω) = κt. The Euclidean volume density in H
is equal dV/dp, hence ∂h/∂(s, t) = κt. Therefore

∫

κ

∫

f(ξ)tdtds = z

∫

H

fdS = z Rf(H)
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hence the right side of (4.14) is equal to z ∂Rf(H)/∂p and

z
∂

∂p
Rf(H) =

∫

κ

[x′, ν, ω]

∂

∂q
g (y, y′) ds+

∫ 〈ν, ω〉
[x′, ν, ω]

∂

∂s
g (y, y′) ds

Integrating by parts in the second term, we get (4.11). I
Remark 1. Theorem (4.5) is a limiting case of the above result. Indeed, take

an arbitrary compact smooth curve Γ ⊂ V and consider its ε-neighborhood Γε
for some ε > 0. If the number ε is sufficiently small, the boundary Sε of Γε is a
smooth surface. Take the pencil Σ(Sε) of tangent lines and apply formula (4.11).
It is easy to see that this pencil tends to the pencil Σ(Γ) as ε → 0 and formula
(4.11) tends to (4.9).

Remark 2. The case n > 3 is more complicated since the affine transform
Mk fulfils a complicated system of differential equations. Anyway we obtain in
Chapter 5 a reconstruction method for the case k = n − 2 by means of duality
arguments.

4.5 Sources on a proper curve

The formula (4.10) contains a three-fold integral. The following result gives a
reconstruction in Euclidean space E of arbitrary dimension n by means of a two-
fold integration.

Theorem 4.9 Let Γ be an oriented C1-curve in E joining some points a and b.
Then for an arbitrary function f ∈ C2 (E) such that supp f b E\Γ and any point
x ∈]a, b[ the equation holds

2π2f (x) = −
∫

y∈Γ

dγ

|y − x|

∫

∂

∂φ
g (y, v (φ))

dφ

sinφ
(4.15)

−
∫

y∈Γ

d
1

|y − x|

∫

g (y, v (φ))
dφ

sinφ
+

1

|y − x|

∫

g (y, v (φ))
dφ

sinφ

dy=b

by=a

,

where {y = y (s) , 0 ≤ s ≤ 1} is a parameterization of Γ, z (s) = y (s)− x,
dγ is the angle a piece of Γ is seen from x,
v = v (φ) is a unit vector in the plane spanned by y− x and the tangent vector y ′

to Γ at y with the polar angle φ which is specified by the conditions φ (y − x) = 0,
sinφ (y′) ≥ 0.

The geometry is shown in Fig.4. The integral against the density dφ/ sinφ is
taken over the interval [0, 2π] as principle value. The set of points s where the
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y(1) 

y(0) 

v z 

y’ 

T y 

R(y,v) 

x 

q 

y 

vectors y−x and y′ are collinear, is omitted in the exterior (it has zero measure).
The inner integral in the first term does not depend on the orientation of Γ and
so does the density dγ. The same is true for the second and the third terms, since
changing the orientation of Γ multiplies by −1 for the inner integral.

J For an arbitrary points y 6= x in E, an oriented plane T that contains x
and y and a tangent vector θ in T we consider the integral

I (y)
.
=

∫ 2π

0

g (y, v (φ))
dφ

sinφ

where v (φ) is the unit tangent vector in T whose angle with θ is equal to φ.
Take the unit tangent vector η in T that is orthogonal to θ such that pair (θ, η)
defines the orientation of T. Note that G (y, θ)

.
= g (y, v (0)) + g (y, v (π)) is the

line integral of f .
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Lemma 4.10 We have

I (y) =

∫

G (y + qη, θ)
dq

q

J Substituting (4.8) and denoting q = r sinφ, gives

I (y)
.
=

∫ 2π

0

∫

L(y,v(φ))

f dr
dφ

sinφ
=

∫

T

f dr
dφ

sinφ
=

∫

R

∫

R
f (y + pθ + qη) dp

dq

q

=

∫

G (y + pη, θ)
dp

p
. I

By Lemma 〈y,∇y〉 I (y) = 0 and

〈η,∇y〉 I (y) =
∫

∂

∂q
G (y + qη, θ (y))

dq

q

Choose a natural parameter s in Γ and integrate both sides along Γ :
∫

Γ

〈η,∇y〉 I (y) dγ =

∫

Γ

dγ

∫

∂

∂q
G (y + qη, θ (y))

dq

q
(4.16)

Take the projection Γ (∞) of Γ to the unit sphere S centered at x. The projections
a (∞) and b (∞) of the endpoints are opposite in S. We can interpret Γ (∞) as a
curve at infinity. The function G′q (y + qη, θ (y)) does not change if we move the
point y ∈ Γ parallel to the vector θ (y) . Therefore we can replace the curve Γ by
Γ (∞) in this integral. Now we can apply Theorem 4.2. By (4.3) the right hand
side is equal to −2π2f (x) . Take a parameterization y = y (s) of the curve Γ and
set θ = | |y − x|−1 (y − x) . If the vector y′ (s) is not collinear to θ the pair (θ, y′)
defines an orientation of T. Choose a unit vector η in T orthogonal to θ which is
consistent with this orientation. We have

〈η,∇y〉 I (y) dγ =
ds

|y − x| 〈y
′ (s) ,∇y〉 I (y) =

ds

|y − x|

∫ 2π

0

〈y′ (s) ,∇y〉 g (y (s) , v (s, φ))
dφ

sinφ

since zdγ is equal to the projection of the vector y′ (s) ds to Γ (∞) . Further

〈y′ (s) ,∇〉 g (y (s) , v (s, φ)) = ∂

∂s
g (y (s) , v (s, φ))− dγ

ds

∂

∂φ
g (y (s) , v (s, φ)) ,

which yields
∫

Γ

〈η,∇y〉 I (y) dγ =

∫

Γ

ds

|y − x| 〈y
′,∇y〉 I (y)

=

∫

Γ

ds

|y − x|
∂

∂s

∫ 2π

0

g (y (s) , v (s, φ))
dφ

sinφ

−
∫

Γ

dγ

|y − x|

∫ 2π

0

∂

∂φ
g (y (s) , v (s, φ))

dφ

sinφ
.
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Integrating by parts in the first term, we get the right side of (4.15). Comparing
with (4.16) completes the proof. I

4.6 Reconstruction from plane collimated radi-

ation

Let ϕ = fdx be a density of sources of a radiation in the Euclidean space E3

with compact support. For a plane P ⊂ E the plane density of sources in P is
equal to ϕ/dl where l is a linear function in E of the norm 1 that vanishes on P.
We can write ϕ/dl = f dS where dS is the area element in P . For a point a ∈ P
the total of the radiation from sources in P measured by a detector in position
a, is given by the integral

I(a, P ;ϕ)
.
=

∫

P

f(x)dS

|x− a|

The problem is to reconstruct f from knowledge of integrals I (a, P ) for a set of
sources a and planes P. Suppose that these integrals are known for all sources a
on a C1-curve Γ in E and all planes P through each source a. Denote by K the
convex hull of suppϕ.

Theorem 4.11 Let Γ be a smooth curve in E\K that fulfils the completeness
condition: any plane P that meets suppϕ contains a point a ∈ Γ. The density ϕ
can be reconstructed from the knowledge of I(a, P ;ϕ) for all a ∈ Γ and P 3 a.

J Take a point a ∈ Γ and choose a Euclidean coordinate system y1, y2, y3
centered at a such that y1 > 0 in suppϕ. Take a plane P through a that touches
suppϕ and rotate the coordinates (y2, y3) in such a way that P = {y3 = wy1}.
We have dS =

√
1 + w2dy1dy2 and

1√
1 + w2

I(a, P (w) ;ϕ) =

∫

P

f dy1dy2
|x− a|

The projective transformation

u =
1

y1
, v =

y2
y1
, w =

y3
y1
, dy1dy2 = u−3dudv

yields |x− a| = u−1
√
1 + v2 + w2,

dy1dy2
|x− a| =

dudv

u2
√
1 + v2 + w2
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and
∫

P

f dy1dy2
|x− a| =

∫ ∞

0

f(y1, vy1, wy1)du

u2
dv√

1 + v2 + w2
(4.17)

=

∫ ∞

−∞

∫

r(v,w)

fdy1
dv√

1 + v2 + w2

where r (v, w)
.
= {y2 = vy1, y3 = wy1, y1 ≥ 0}. Denote

Lf(v, w)
.
=

1√
1 + v2 + w2

∫

r(v,w)

f dy1 =
1

1 + v2 + w2

∫

r(v,w)

fds, (4.18)

where ds is the line density in the ray r (v, w). Consider (4.18) as a function in
(v, w)-plane. The equation (4.17) yields

∫

Lf(v, w)dv =
I(a, P ;ϕ)√
1 + w2

,

which means that we know the line integral of this function over any line w =
const . Any rotation in (v, w)-plane is generated by a rotation of the plane P
around the y1-axis. Therefore we know all line integrals of L (v, w) and recover
this function by means of any inversion method for the plane Radon transform.
From (4.18), we know the ray transform g (r) of the density function f for any
ray r = r (v, w) with the source a. When the point a runs over Γ, we get data
of all integrals over rays with sources in Γ and the function f can recovered by
means of Theorem 4.5 or of Theorem 4.9. I

4.7 The attenuated ray transform

Let a be a real continuous function in E2 (attenuation coefficient), whose ray
(Radon) transform is well defined. The estimate a (x) = O

(

|x|−σ
)

, σ > 1 at
infinity is sufficient. Set for an arbitrary unit vector θ = (θ1, θ2)

Da (x, θ) =

∫ ∞

0

a
(

x+ tθ⊥
)

dt, Ra (p, θ) =

∫

〈x,θ〉=p

a (x) ds

where θ⊥ = (−θ2, θ1) . For a function f in E with compact support the integral

Raf (p, θ) =

∫

〈x,θ〉=p

f (x) exp (−Da (x, θ)) ds

84



is well defined; it is called the attenuated ray transform. The reconstruction
problem is to recover f from known functions a and Raf. Set

b (p, θ) =
1

2
(id+ıH)Ra (p, θ) , u (x, θ)

.
= b (θ, 〈x, θ〉)−Da (x, θ)

where H is the Hilbert operator applied in p variable. Note that for arbitrary p, θ
and any point x such that 〈x, θ〉 = p we have

b (p, θ) + b̄ (p, θ) = Ra (p, θ) = Da (x, θ) +Da (x,−θ) (4.19)

Lemma 4.12 [Natterer’s Lemma]The function v (x, ζ) = u (x, θ) , ζ = θ1 + ıθ2
has for each x continuation at the disc ∆ = {|ζ| ≤ 1} that is an odd holomorphic
function in the open disc.

J We have

u (x, θ) = j−1
∫

E

a (y) dy

〈x− y, θ〉+ 0ı
−
∫ ∞

0

a
(

x+ tθ⊥
)

dt

= j−1
(
∫

E+

a (y) dy

〈x− y, θ〉+ 0ı
+

∫

E−

a (y) dy

〈x− y, θ〉 − 0ı

)

where E± =
{

y ∈ E : ±
〈

x− y, θ⊥
〉

> 0
}

. This follows from the equation for any
test function φ :

j−1
∫

φ (s) ds

s+ 0ı
− j−1

∫

φ (s) ds

s− 0ı
= φ (0) .

Obviously, we have u (x,−θ) = −u (x, θ) . Write the integral in terms of the
variable ζ and the complex number z

.
= |x− y| (x1 − y1 + ı (x2 − y2))

−1 .We have

〈x− y, θ〉 = |x− y|Re z̄ζ =
|x− y|

2

(

z̄ζ + zζ−1
)

(4.20)

which yields

v (x, ζ) =
2

j |x− y|

(
∫

E+

a (y) dy

z̄ζ + zζ−1 + 0ı
+

∫

E−

a (y) dy

z̄ζ + zζ−1 − 0ı

)

. (4.21)

The function φ (ζ)
.
= (z̄ζ + zζ−1)

−1
= ζ (z̄ζ2 + z)

−1
has holomorphic continuation

at the disc ∆. The function Im (z̄ζ + zζ−1 + εı) =
(

|ζ|−2 − 1
) 〈

θ⊥, y
〉

is strictly
positive if y ∈ E+ and Im (z̄ζ + zζ−1 − εı) is strictly negative if y ∈ E−. Therefore
both integrals in (4.21) have analytic continuation at ∆. I
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4.8 Inversion formulae

Theorem 4.13 [R.Novikov] A function f in E2 with compact support can be re-
constructed from g = Raf as follows

f =
1

4π
divxReR

∗
a

(

exp (b)H exp
(

b̄
)

g̃ θ
)

where g̃ (p, θ) = g (−p,−θ) and for a mapping h = h (p, θ) : A1 (E)→ C2 we set

R∗ah (x)
.
=

∫

S1

exp (−Da (x, θ))h (〈x, θ〉 , θ) dϕ, θ = (cosϕ, sinϕ) . (4.22)

J By (4.19) we have

πH exp
(

b̄
)

g̃ (p, θ) =

∫

exp
(

b̄ (q, θ)
)

p− q

∫

〈y,θ〉=q

exp (−Da (y,−θ)) f (y) dsdq

=

∫

exp
(

b̄ (〈y, θ〉 , θ)−Da (y,−θ)
)

p− 〈y, θ〉 f (y) dy (4.23)

=

∫

exp (−b (〈y, θ〉 , θ) +Da (y, θ))

p− 〈y, θ〉 f (y) dy =

∫

exp (−u (y, θ))
p− 〈y, θ〉 f (y) dy

and

πR∗a
(

θ exp (b)H exp
(

b̄
)

g̃
)

(x) =

∫

S1

∫

θ

〈x− y, θ〉 exp (u (x, θ)− u (y, θ)) f (y) dydϕ.

(4.24)
Changing the order of integrals we get the interior integral

I (x, y)
.
=

∫

S1

θ

〈x− y, θ〉 exp (u (x, θ)− u (y, θ)) dϕ.

Introduce the complex variable ζ = θ1 + ıθ2; we have dϕ = dζ/ıζ. By (4.20) we
can write the vector θ as column (ζ2 + 1, ı− ıζ2)

ᵀ
/2ζ. Taking in account that

zz̄ = 1, we get

I (x, y) =
z

ı |x− y|

∫

∂∆

(

ζ2 + 1
ı− ıζ2

)

exp (v (x, ζ)− v (y, ζ))
dζ

ζ (ζ2 + z2)

By Natterer’s Lemma, the integrand is a meromorphic form in ∆ with the poles
ζ = 0,±ız. The principal value integral is equal to the sum of the residue at ζ = 0
and of the mean of two residues at ζ = ±ız times j :

I (x, y) =
2π

|x− y|

[(

z̄
ız̄

)

− 1

2

(

z̄ − z
ı (z̄ + z)

)

cosh

(
∫

{[x,y]

ads

)]

.
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Here, we take in account that the function v is odd and the number

v (x, ız)−v (y, ız) =
∫ ∞

0

a
(

x+ tθ⊥
)

dt+

∫ ∞

0

a
(

y − tθ⊥
)

dt
.
=

∫

{[x,y]

ads. (4.25)

is real where { [x, y] denotes the complement to the interval [y, x] in the straight
line. It follows that

Re

[(

z
ız

)

− 1

2

(

z̄ − z
ı (z̄ + z)

)

cosh

(
∫

{[x,y]

ads

)]

=
x− y

|x− y|

where x− y is thought as column and, finally

ReR∗a
(

exp (b)H exp
(

b̄
)

g̃ θ
)

= 2

∫

x− y

|x− y|2
f (y) dy,

div ReR∗a
(

exp (b)H exp
(

b̄
)

g̃ θ
)

= 4πf (x) ,

since
div

x

|x|2
= 2πδ0. I

There is a similar reconstruction formula:

Theorem 4.14 [Natterer] A function f with compact support can be recovered
from If g = Raf as follows

f =
1

4π
divxReR

∗
−a (exp (−b)H exp (b) g θ) (4.26)

where the back projection operator R∗ is defined as in (4.22).

J We have

πH exp (b) g (p, θ) =

∫

exp (b (q, θ))

p− q

∫

〈y,θ〉=q

exp (−Da (y, θ)) f (y) dsdq

=

∫

exp (b (〈y, θ〉 , θ)−Da (y, θ))

p− 〈y, θ〉 f (x) dx

=

∫

exp (u (y, θ))

p− 〈y, θ〉 f (x) dx

and

πR∗−a (θ exp (−b)H exp (b) g) =

∫
(
∫

S1

θ

〈x− y, θ〉 exp (u (y, θ)− u (x, θ)) dϕ

)

f (y) dy.
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This expression is similar to (4.24), but the argument of the exponent has opposite
sign. The inner integral takes the same value as (4.24). Indeed, the kernel
θ 〈x− y, θ〉−1 is the even function of θ and the argument is an odd function since
of u (x,−θ) = −u (x, θ) . Then we can repeat the arguments of the previous proof.
I

Remark. It is seen from the proofs that the compact support assumption for
the original f can be weakened.

4.9 Range conditions

Theorem 4.15 [Natterer] If a function f in E2 decreases fast at infinity, we have

∫ 2π

0

exp (ımφ)

(
∫ ∞

−∞

exp (b (p, θ)) pkRaf (p, θ) dp

)

dφ = 0 (4.27)

for any natural m > k ≥ 0.

Remark. The equation holds also if we replace m to −m and b to b since
Raf is a real function. If a = 0 these conditions coincide with Proposition 2.10.

J We can write

exp (b (p, θ))Raf (p, θ) =

∫

〈x,θ〉=p

exp (u (x, θ)) f (x) dx

∫ ∞

−∞

pk exp (b (p, θ))Raf (p, θ) dp =

∫

〈x, θ〉k exp (u (x, θ)) f (x) dx

= 2−k
∫

(

w̄ζ + wζ−1
)k

exp (v (x, ζ)) f (x) dx

where w
.
= x1 + ıx2. The kernel (w̄ζ + wζ−1)

k
exp (v (x, ζ)) has an analytic con-

tinuation at the disc ∆\ {0} as a function of ζ. The continuation has pole at ζ = 0
of order at most k. Therefore the integral

∫ 2π

0

(

w̄ζ + wζ−1
)k

exp (v (x, ζ)) exp (ımφ) dφ

= −ı
∫

∂∆

(

w̄ζ + wζ−1
)k

exp (v (x, ζ)) ζk−1dζ

vanishes for m > k. This implies (4.27). I

The following range condition is written in a form similar to Novikov’s formula.
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Theorem 4.16 For an arbitrary continuous function f with compact support in
E2the following equation holds for all x ∈ E

Re

∫ 2π

0

exp (−Da (x, θ)) exp (b (〈x, θ〉 , θ))Hq7→〈x,θ〉 exp
(

b̄ (q, θ)
)

g (−q,−θ) dϕ = 0

(4.28)
where g = Raf.

J Denote by J the left side. By (4.24) we have

J = Re

∫
(
∫

S1

dϕ

〈x− y, θ〉 exp (u (x, θ)− u (y, θ))

)

f (y) dy.

Calculate the interior integral by means of the complex variable ζ = θ1 + ıθ2,
taking in account that dϕ = dζ/ıζ :

∫

S1

dϕ

〈x− y, θ〉 exp (u (x, θ)− u (y, θ)) =
z

ı |x− y|

∫

∂∆

exp (v (x, ζ)− v (y, ζ))
dζ

ζ2 + z2

This principal value integral is equal to the mean of the residues at ζ = ±ız times
j which gives the number

π

2ı |x− y| [exp (v (x, ız)− v (y, ız))− exp (v (x,−ız)− v (y,−ız))]

=
π

2ı |x− y| sinh
(
∫

{[x,y]

ads

)

where the quantity

v (x, ız)− v (y, ız) = v (x, ız) + v (y,−ız) =
∫

{[x,y]

ads

is real. Therefore the right side is pure imaginary and the real part of the left
side vanishes. I

A similar range condition can be written in terms of Natterer’s formula:

Theorem 4.17 Under the same conditions the equation holds for all x ∈ E2

Re

∫ 2π

0

exp (Da (x, θ)) exp (−b (〈x, θ〉 , θ))Hq7→〈x,θ〉 exp (b (q, θ)) g (−q,−θ) dϕ = 0.

(4.29)
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J A proof can be done on the same lines. I
Remark 1. The equations (4.28) and (4.29) can be extended for arbitrary

functions f in E such that the integrals in left sides converge absolutely. These
equations turn to the evenness condition g (−p,−θ) = g (p, θ) as a vanishes.

Remark 2. It is not known whether the set of the range conditions given in
three last theorems is complete. The problem can be formulated as follows: let
g = g (p, θ) be an arbitrary continuous function in R×S1 that fulfils (4.27),(4.28)
and (4.29) and vanishes for |p| > r for some r. Is it true that always exists a
function f in E supported by a ball of radius r such that g = Raf ?
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Chapter 5

Integral transform in Euclidean

space

5.1 Affine integral transform

Let E be an Euclidean space of dimension n. Consider the manifold A (E) of all
affine subspaces A ⊂ E. Consider the operator

f 7→Mf (A)
.
=

∫

A

f dV (A) , A ∈ A (E)

where dV (A) is the Euclidean volume density in A; we call it affine integral
transform in E. Fix a natural k < n and consider the submanifold Ak (E) of affine
subspaces of dimension k. It is an algebraic variety of dimension (k + 1)(n− k).
Denote by Mk the restriction of M to Ak (E) . If k = n− 1 we keep the notation
of the Radon transform Rf = Mn−1f. We have discussed the reconstruction
problem for the transformMn−1 in Chapter 2 and for the operatorM1 in Chapter
4. The inversion problem for the operator Mkf, k < n − 1 immediately reduces
to the case k = n − 1. Indeed, we reconstruct Mk+1f from Mkf by inversion of
the Radon transform in each k + 1-plane in E. On the other hand, the scope of
integralsMkf is redundant for reconstruction of f if k < n−1, since dimAk (E) =
(k + 1)(n − k) > n. Therefore there is a large variety of inversion methods for
Mkf. To avoid redundance we state the reconstruction problem as follows:
Problem: to find a reconstruction formula Mf |Σ 7→ f for functions f with
compact support in E and a submanifold Σ ⊂ A(E) of dimension n (called pencil).
The data of integrals Mf(L), L ∈Σ has no dimension redundancy. Below, we
discuss some general approaches to this problem. They look different for odd and
even k.
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5.2 Geometry of affine subspaces

For a natural k < n, let Gr∗k denote the Grassmannian manifold of all oriented
k-dimensional subspaces L in E and Grk be the manifold of non-oriented k-
subspaces; we have the double covering p : Gr∗k → Grk. There is the natural
projection Gk : Ak (E)→ Grk which brings a k-plane to the parallel subspace. A
k-frame in E is an ordered set of k linearly independent vectors θ = (θ1, ..., θk) ;
a k-orthoframe is a frame fulfilling the condition 〈θi, θj〉 = δij. Let Frk be the
manifold of k-frames in E; there is a natural mapping q : Frk → Gr∗k that sends
a frame to its linear envelope oriented by the vectors θ1, ..., θk. Introduce the
differential operator in Frk × E :

K (θ) = 〈dθ1, ∂x〉 ∧ ... ∧ 〈dθk, ∂x〉 , ∂x = (∂/∂x1, ..., ∂/∂xn)

Obviously K (η) = detA K (θ) , where η = Aθ and a linear transformation of
frames. Therefore this operator is defined also on the manifold A∗k (E) of oriented
k-planes P ⊂ E. Indeed, we can write P = x+L where L is an oriented k-subspace
in E and choose an orthoframe θ in L consistent with the orientation. We have
detA = 1 for another such frame η; operator K commutes with translations in
E.
Take a subspace F inE of dimension k+1; the manifoldGrk (F) of k-subspaces

L ⊂ F has dimension k+1 It is isomorphic to the k-dimensional projective space.
Denote by Pk the corresponding homotopy class in Grk (E) ; we have Pk 6= 0.
For a function f in E with compact support we set g (P ) =Mf (P ) =

∫
P
f dS

for an arbitrary k-plane P in E. We study the problem of reconstruction of f
from a non-redundant family of integrals Mf (P ) . The transform g = Mkf can
be considered as a function g = g (x, θ) on Frk × E where θ = (θ1, ..., θk) ∈ Frk.

5.3 Odd-dimensional subspaces

Consider the differential form in Frk × E∗

∆(θ) = ∆ (θ, ξ)
.
= 〈dθ1, ξ〉 ∧ ... ∧ 〈dθk, ξ〉 ,

where θ = (θ1, ..., θk) is a frame in E. The exterior product does not depend on
the choice of θ and is an even k-form on Frk whose coefficients are homogeneous
polynomials of degree k. It can be down to Grk×E

∗ : for each oriented subspace
L ⊂ E we can choose an orthoframe θ in L that is a smooth (rational) function
of L. Changing the orthoframe η = Aθ by means of a linear transformation A
makes the transformation ∆ (η) = detA∆(θ) where detA = 1. This implies that
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∆(η) = ∆ (θ) and we may denote the form by ∆ (L) . Note that for any L the
coefficients of this form depends only on the projection η of ξ to L⊥. Indeed, if
ξ = η + ζ, ζ ∈ L, then 〈dθj, ζ〉 = 0. For any k-frame of tangent vectors t1, ..., tk
to Gr∗k at a point L, we consider the functional

|∆(L)| (t1, ..., tk) = |∆(L) (t1, ..., tk)|

depending on k tangent vectors t1, ..., tk in Frk. It is positively homogeneous in
each argument and symmetric with respect to permutations. Define the singular
kernel in L⊥ :

D (L, r) (t1, ..., tk)
.
=

∫

L⊥

|∆(L, ξ) (t1, ..., tk)| exp(−j 〈η, r〉)dη, (5.1)

where dη is the Euclidean volume form in L⊥. Thus D (L, r) is an odd form on
each k-dimensional manifold in Frk with values in the space of distributions in
E.
Take a submanifold C ⊂ Grk of dimension k and consider the variety Σ(C)

.
=

G−1k (C) . It consists of k-planes of the form P = x+ L, were L ∈ C, x ∈L⊥ (L⊥

means the orthogonal complement to L). Therefore dimΣ(C) = n; data of
integrals Mf (P ) , P ∈ Σ(C) is non-redundant.

Theorem 5.1 Suppose that k is odd and C is a k-cycle in Grk (E) that belongs
to the class homotopy of Pk. The formula

f(x) =

∫

C

∫

L⊥

D (L, r) g(r + x+ L)dr (5.2)

gives reconstruction for any function f ∈ Ck+1(E) with compact support from
data of its affine transform g (P ) =Mf (P ) , P ∈ Σ(C).

Remark. The function g (L+ x+ ·) belongs to Ck+1 and the kernel D (L, ·)
can be applied.
J Take the cycle C∗

.
= p−1 (C) ⊂ Gr∗k and decompose it in two chains

C∗ = C+ ∪C− in such a way that p : C± → C are bijections except for a zero
measure subset. For this we choose a n − k-subspace G ⊂ E and take the cell
G∗ in Gr∗k consisting of k-planes that are not transversal to G. The open set
Gr∗k\G

∗ consists of two non connected leaves such that p is injective on each of
them. The intersection C ∩G has zero measure in C, if G is chosen properly and
we take for C± the intersection of C ∩G with the leaves. Choose an orientation
in the subspace F ⊂ E; it induces an orientation in the Gr∗k (F) and in C

∗by
means of the homotopical equivalence C∗ ≈ Gr∗k (F) . Let σ be an orientation
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form in C∗ which is preserved by the natural bijection b : C+ → C−. Choose
an orthoframe θ = (θ1, ..., θk) in L depending smoothly on L ∈ C∗. Choose
an Euclidean coordinate system ξ = (ξ1, ..., ξn) in the dual space E

∗ and take
υ
.
= dξ1 ∧ ... ∧ dξn as the orientation form in E

∗. Consider the n + k-manifold
E∗×C∗ oriented by the form υ∧σ. The restriction of the form d 〈θi, ξ〉 to E

∗×C∗

is equal to 〈θi, dξ〉 + 〈dθi, ξ〉 . The forms 〈θ1, dξ〉 , ..., 〈θk, dξ〉 are independent in
E∗ for each L and therefore the form Ξ

.
= 〈θ1, dξ〉∧ ...∧〈θk, dξ〉 does not vanishes.

We can find a global n − k-form ψ in E∗ × C∗ that satisfies ψ ∧ Ξ = υ, since
this condition does not depend on the choice of the frame θ. The restriction of
ψ to the subspace L generated by the frame θ is well defined and coincides up
to sign with the Euclidean volume density in L. Consider the manifold Γ

.
={

(L, ξ) : L ∈ C∗, ξ ∈ L⊥
}
⊂ E∗×C∗ and the projection γC : Γ→ E∗, γC(L, ξ) =

ξ.We claim that γ∗
C
(υ) = ω in Γ, where ω = −ψ∧∆. Indeed, the forms ρ

.
= υ−ω

and Θ
.
= d 〈θ1, ξ〉 ∧ ... ∧ d 〈θk, ξ〉 are defined in E

∗ ×C∗ and fulfils the equation

ρ ∧Θ = υ ∧∆+ ψ ∧∆ ∧ Ξ = (υ − ψ ∧ Ξ) ∧∆ = 0.

since ∆ ∧ Ξ = −Ξ ∧ ∆. This implies that ρ =
∑
d 〈θj, ξ〉 ∧ ρj for some forms

ρ1, ..., ρk. The forms d 〈θ1, ξ〉 , ..., d 〈θ1, ξ〉 vanish on Γ. Therefore ρ = 0 and γ
∗
C
(υ) =

ω in Γ. Define the function δ
.
= ∆/σ in C∗ × E∗ and consider the domain in Γ

Γ+
.
= {(L, ξ) ∈ Γ : δ (L, ξ) > 0}

oriented by the form ω, and consider the mapping γC : Γ+ → E∗, γC(L, ξ) = ξ.
The pair Π = (Γ+, γC) is an odd n-chain in E

∗.

Lemma 5.2 The chain Π is closed.

J The boundary ∂Γ+ in Γ is given by the equation δ (L, ξ) = 0; the form
dδ (L, ξ) does vanish for all (L, ξ) ∈ C∗×E∗, except for a subset of zero measure,
which implies that ∂Γ+ is smooth almost everywhere. The orientation of the
boundary defined by a form χ such that −dδ ∧ χ = ω = −δψ ∧ σ. Let L− ∈ C−
be the point opposite to a point L ∈ C+, i.e. p (L

−) = p (L) . The orientation in
L− is opposite to that of L and we can take −θ as the orthoframe in L−. There-
fore δ (L−, ξ) = −δ (L, ξ) and the domain Γ+ (L

−)
.
=
{
ξ ∈ L⊥, δ (L−, ξ) > 0

}
is

complementary to Γ+ (L) . The orientation of ∂Γ+ near L
− is given by the form

χ− that fulfils the similar equation. We have ψ (L−) = −ψ (L) , which implies
that χ− = −χ and the orientation is opposite. I
The mapping γC is proper and the topological degree deg γC is well-defined.

Lemma 5.3 deg γC = 1.
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J Denote this mapping by γC. The degree of γC does change if we replace
C by any homologically equivalent cycle. It follows that deg γC = deg γPk

. The
mapping γPk

restricted to the interior of Γ is a bijection onto E∗\F⊥. The form
ω′ = υ/δ (L, ξ) fulfils the equation ω′ ∧∆ = υ ∧ σ, which implies that ω defines
the orientation of Γ+. It coincides with the orientation of E since δ (L, ξ) > 0 in
Γ+. This yields the equation deg γPk

= 1. I

Write the Fourier transform of an unknown function

f̂(ξ) =

∫

E

exp(−j 〈ξ, x〉)f(x)dx,

where dx is the Euclidean volume density. Take a subspace L orthogonal to ξ,
and an orthoframe θ in L. Write x ∈ y + L, y ∈ L⊥ and integrate over L and L⊥

consecutively, taking in account that 〈ξ, x〉 = 〈ξ, y〉 :

f̂(ξ) =

∫

L⊥

exp(−j 〈ξ, y〉)g(y + L)dr (5.3)

where dr is the Euclidean area element in L⊥. Lemma 5.3 implies that

f(x) =

∫

E

exp(j 〈ξ, x〉)f̂(ξ) υ =

∫

Γ+

exp(j 〈ξ, x〉)f̂(ξ)γ∗ (υ) . (5.4)

We replace γ∗ (υ) by ω = −ψ ∧∆ in (5.4) and substitute (5.3):

∫

Γ+

exp (j 〈ξ, x〉) f̂(ξ) γ∗ (υ) = −

∫

C∗

σ

∫

Γ+(L)

δ (L, ξ) exp (j 〈ξ, x− y〉)ψ

∫

L⊥

g(y+L)dr

Because of the equation ω = −δψ ∧ σ, the form −ψ defines the orientation
of the n − k-domain Γ+ (L) for any L ∈ C∗. We can write y − x = q + r,
where q ∈ L, r ∈ L⊥,which yields 〈ξ, x− y〉 = 〈η, r〉 , where η is the orthogonal
projection of ξ to L⊥. We have g (y + L) = g (r + x+ L) and δ (L, ξ) = δ (L, η)
since we represent each plane by an orthoframe. This yields

f(x) =

∫

C∗

σ

∫

L⊥

∫

Γ+(L)

δ (L, η) exp (j 〈η, r〉) g(r + x+ L)dr dη

where dη is the Euclidean volume density in L⊥. Now we take the average over
each pair of opposite planes L ∈ C+ and L

− ∈ C−. We have

θ(L−) = −θ(L), δ
(
L−, ξ

)
= −δ (L, ξ) , Γ+

(
L−
)
= Γ− (L)

.
= {ξ : δ (L, ξ) < 0} .
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This yields

f(x) =

∫

C+

σ

(∫

Γ+(L)

−

∫

Γ−(L)

)
δ (L, η) exp (−j 〈η, r〉)

∫

L⊥

g(r + x+ L)dr dη

=

∫

C+

σ

∫

L⊥

∫

L⊥

|δ (L, r)| exp (−j 〈η, r〉) dη g(r + x+ l)dr. (5.5)

The sum is equal to

f (x) =

∫

C+

∫
|∆(L, η)| exp (−j 〈η, r〉)

∫

L⊥

g(r + x+ L)dr dη

We replace C+ by the isomorphic chain C
∗ and get (5.2). I

Example 1. In the case C = Pk, we have g |Σ (Pk) is the Radon transform of f
in each space F+z. Then ∆ (L, ξ) = |〈ν (L) , ξ〉|k Ω where ν (L) is the unit normal
vector to L and Ω is the volume density in the unit sphere in F∗. Therefore

∆ (L, r) =
(−1)(k−1)/2

(2π)k
H

(
∂

∂p

)k

Ω

where H is the Hilbert operator in the p-direction. Then (5.2) coincides with
(2.6) where Sk = C∗.
Example 2. Let k = 1 and take forC the image inGr1 (E) of a curveCa ⊂ Sn−1

that join to opposite points a and −a. Then

D (L, r) =

∫

θ⊥
|〈dθ, η〉| exp (−j 〈η, r〉) dr = −

1

2π
Hdθ

〈
dθ,

∂

∂r

〉

Choose a parameterization θ = θ (s) of Ca; then dθ (∂/∂s) = θ′ (s) and Hdθ is
the Hilbert transform in θ′ (s) direction. The formula (5.2) yields

f (x) = −
1

2π2

∫

Ca

∫
∂

∂q

∫

R

g (x+ qθ′ (s) + L)
dq

q

which agrees with Theorem 4.2.

5.4 Even dimension

Theorem 5.4 If k is even and C is a cycle in Grk (E) that belongs to the ho-
mology class of Pk, then the formula

f(x) = jk
∫

C

K

(
L,

∂

∂x

)
g(x+ L) (5.6)

gives reconstruction for any function f ∈ Ck(E) with compact support from data
of affine integrals g (P ) =Mf (P ) , P ∈ Σ(C).
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J Keeping the notations of the previous arguments, consider the chain

Γ∗ =
{
(L, ξ) : L ∈ C+, ξ ∈ L

⊥, δ (L, ξ) > 0
}
∪
{
(L, ξ) : L ∈ C−, ξ ∈ L

⊥, δ (L, ξ) < 0
}

We have now ∆ (L−) = ∆ (L) , ψ (L−) = ψ (L) and define ω = ψ ∧ ∆. The
arguments of Lemma 5.2 show that the chain Γ∗ is closed and by arguments of
Lemma 4.4 deg γC = 1 where γC (L, ξ) = ξ for (L, ξ) ∈ Γ∗. Then we repeat the
calculations which yields instead of (5.5) the equation

f(x) =

∫

C+

∫

L

∆(θ, ξ) exp (−j 〈ξ, r〉) η

∫

L⊥

g(r + L)dr

=

∫

C

K g(x+ L),

since Θ is the symbol of the homogeneous operator K. I

Remark. The operator K under the name ”κ-operator was introduced and
applied in a series of papers of Gelfand and Graev and coauthors: see [30] and
the survey [26]. In particular, the reconstruction 5.6 was obtained as a corollary
of the following important property of this operator: the restriction of κg to the
manifold Grk (x) of k-planes through a point x is closed for any x ∈ E.

Proposition 5.5

The restriction of Kg to Grk (x) is a closed form.

J Take a k-plane P = x+ L and choose an orthoframe θ = (θ1, ..., θk) in the
subspace L. We have

Kg (P ) = 〈dθ1, ∂x〉 ∧ ... ∧ 〈dθk, ∂x〉

∫

Rk

f (x+ t1θ1 + ...+ tkθk) dt,

where dt = dt1...dtk and

dθKg (P ) = (−1)
k

∫

Rk

〈dθ1, ∂x〉 ∧ ... ∧ 〈dθk, ∂x〉 ∧ dθf (x+ t1θ1 + ...+ tkθk) dt

= (−1)k
∫

Rk

〈dθ1, ∂x〉 ∧ ... ∧ 〈dθk, ∂x〉 ∧
∑

〈dθj, ∂x〉 tjf (x+ t1θ1 + ...+ tkθk) dt.

The right side vanishes, since 〈dθj, ∂x〉∧〈dθj, ∂x〉 = 0 for any j, which means that
dθKg = 0, q.e.d. I
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5.5 Range conditions for the affine transform

A description of the range of the operator Mk can be done in two ways:
Moment conditions. Take the following parameterization of the manifold
Ad = Ad (E) of all affine subspaces A of E. Take the vector subspace A0 of E of
dimension d that is parallel to A; denote by A⊥ the orthogonal complement to
A0. The intersection A∩A

⊥ is always one point y; the pair (A0, y) is the param-
eterization of Ad. Here A0 runs over the Grassmanian manifold of d-subspaces of
E and y runs in A⊥ = A⊥0 .
Let g be a function defined on the manifold Ad.We say that g is fast decreasing

at infinity, if g (A) = O
(
|y|−q) for arbitrary q > 0; note that |y| is equal to the

distance between A and the origin. The function fulfils the moment conditions
if it decreases fast at infinity and for an arbitrary integer m ≥ 0 there exists a
homogeneous polynomial Pm on E of degree m such that for any A ∈ Ad holds

Pm (η) =

∫

A⊥

g (y, A0) 〈y, η〉
m dy; (5.7)

in other words, the right-hand side does not depend on A0.

Theorem 5.6 [Helgason] A function g defined on Ad is equal to Mdf for a func-
tion f in E with compact support if and only if it has compact support and satisfies
the moment conditions.

The main point is the sufficiency of (5.7).
John equations. The generalization of John’s equation is a system of second
order equation of the same structure. To write it explicitly, we introduce the
parameterization of the manifold Ad (E) of all affine subspaces in E of dimen-
sion d. Take a subspace A ∈ Ad (E) and choose d + 1 points y0, ..., yd ∈ A in
general position. The space A is generated by these points in the sense that
A

.
= {x : x =

∑
tjyj,

∑
tj = 1} . In other words, A is the shift by y0 of the vec-

tor subspace in E generated by the vectors v1
.
= y1 − y0, ..., vd

.
= yd − y0. Let

Vol (v1, ..., vd) be the Euclidean volume of the frame : Vol
2 (v1, ..., vd) =

∑
m2,

where the sum is taken over the set of d-minors m of the d×n matrix (v1, ..., vd) .
We write Mkf (y0, ..., yd) for the integral Mkf (A) .

Proposition 5.7

For any fast decreasing function f in E the equations hold
(

∂

∂yi,k

∂

∂yj,l
−

∂

∂yi,l

∂

∂yj,k

)
Mkf (y0, ..., yd)

Vol (v1, ..., vk)
= 0, i, j = 0, ..., d, k, l = 1, ..., n

(5.8)
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A proof is similar to the arguments of Sec.4.2.
In the case d = n− 1 this system gives no additional information to the prop-

erty that Mkf (y0, ..., yd) depends only on A. Indeed, we can take yj belonging
to the j +1-th axis, j = 0, ..., n− 1. Then the system (5.8) is empty. In this case
the moment conditions of Sec.2.4 describe the range of Mn−1. To the opposite,
in the case d < n− 1 (5.8) gives enough information. Consider the operator Md

defined on the Schwartz space S (E) . The range of this operator fulfils also the
moment conditions (8.18) and to the system of John-type equations. The later
gives a sufficient condition for a function to belong to the range of Md:

Theorem 5.8 If d < n−1, then a function g defined in Ad belongs to the range of
Md on the Schwartz space S (E) , if and only if the function g (y0, ..., yd) = g (A)
is smooth, fast decreasing at infinity and satisfies (5.8).

Theorem 5.9 Any function g with compact support in Ad that fulfils (5.8) sat-
isfies the moment conditions.

This implies by Helgason’s theorem that g = Mdf for a function f with
compact support (which is, of course, uniquely defined).

5.6 Duality in integral geometry

We show that there is a duality between the operators Mk and Mn−1−k in an
Euclidean space of dimension n. This duality gives a method to translate a re-
construction method for Mk to a reconstruction method for Mn−1−k. A similar
relation holds for Funk tranform on a sphere.

5.7 Fourier transform of homogeneous functions

Consider an Euclidean space E of dimension n + 1 with a coordinate system
x = (x0, ..., xn). The form dV = dx0 ∧ ... ∧ dxn is equal to the Euclidean volume

element. The Fourier image f̂ = F (f dV ) is a function on the dual Euclidean
space E∗. Let S(E) be the Schwartz space of smooth functions in E and S(E∗)
be the similar function space for E∗. An element the space S(E∗)dξ is a density
in E∗ of the form ρ = ψ dV ∗, where ψ is an element of the Schwartz space
S(E∗) and dV ∗ = dξ0 ∧ ... ∧ dξn for the dual coordinate system ξ0, ..., ξn. The
dual space S′(E) is the space of tempered distributions and (S(E∗)dV ∗)′ is the
space of tempered generalized functions. Replace the space E by its dual and
consider the Fourier transform Fξ7→x : S(E

∗)dV ∗ → S(E); the dual operator is
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F ′ : S′(E)→ (S(E∗)dV ∗)′. The latter is called the Fourier transform of tempered
distributions; the result of the transform is a tempered generalized function.
The operator F ′ agrees with the Fourier transform of L1-functions fits to the
commutative diagram

F ′ξ→x : S
′(E) → (S (E∗)dV ∗)′ F ′x→ξ : S

′(E∗) → (S (E)dV )′

∪ ∪ ∪ ∪
Fx→ξ : S (E) dV → S (E∗) Fξ→x : S (E

∗) dV ∗ → S (E)

A distribution or a generalized function u in E is said homogeneous of degree
λ ∈ C, if it satisfies the equation

Leu = λu, e =
n∑

0

xi
∂

∂xi

(5.9)

where Le denotes the Lie derivative along e. The operator e is called the Euler
field. The equation (5.9) means that

u(Leφ) = −λu(φ)

where Leφ = e(φ) for any test function φ and Leρ = d(e a ρ) for any test density
ρ, respectively. The symbol a denotes the interior product

a∂i a ψdV = (−1)
i aψdx0 ∧ ... ∧ dxi−1 ∧ dxi+1 ∧ ... ∧ dxn, i = 0, 1, ..., n

This definition agrees with the classical one, since for a smooth function or dis-
tribution u and test density, respectively, function the following equation holds

∫
Leuφ+

∫
uLeφ =

∫
Le(uφ) = 0

In particular, the density dx is a homogeneous distribution of degree n + 1 and
the delta-function δ0(φdV ) = φ(0) is a homogeneous generalized function of de-
gree −n− 1. Note that any homogeneous distribution or generalized function is
tempered.

Proposition 5.10 Let u be a homogeneous distribution in E of degree α >
0, α 6= dimE + k, k = 0, 1, 2, .... The Fourier transform û is a homogeneous
generalized function on E∗ of degree β = −α and can be found by means of the
integral

û(ξ) =

∫

Γ

τβ(ξx)eE a u (5.10)
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where

τβ(t) = Γ(−β)j
β(t− 0ı)β

and Γ is an arbitrary cycle in E\ {0} that is homologically equivalent to the unit
sphere S in E.

J We have

u (φ) = (e a u)
S

(∫ ∞

0

φ (rω) rα−1dr

)

since u is homogeneous. It follows that uε → u as ε → 0 in the sense of distri-
butions, where uε (x) = exp (−ε |x|) u (x) . The distribution uε vanishes fast at
infinity. Therefore we can calculate its Fourier transform as follows

ûε (ξ) = (e a u)S

(∫ ∞

0

exp (−jrξω − εr) rα−1dr

)

Set θ = ξω and use the Euler integral

∫ ∞

0

exp (−jθr − εr) rα−1dr = Γ (−α) j−α (θ + jε)−α

This yields

ûε (ξ) = Γ (−α) j
−α (e a u)

S
(ξω + jε)−α

Pass on to the limit as ε→ 0 and get (5.10) for the cycle Γ = S.

The integral (5.10) does not depend on the choice of Γ in the cohomology
class because the current τβe a u is closed. Really, we have

d(τβe a u) = d(e a τβu) = Le(τβu).

The form τβu is homogeneous of degree 0, hence the right side vanishes. ¤

For an arbitrary homogeneous generalized function f in E of degree α > −n−1
the product u = fdx is well defined as a tempered distribution. It is homogeneous
of degree α + n + 1 > 0. The Fourier transform f̂ = F (fdV ) is a homogeneous
function of degree β = −α− n− 1 and the equation (5.10) reads as follows

f̂(ξ) =

∫

Γ

τβ(ξx)f(x)σE (5.11)

where σE = e a dV is the projective volume form. I
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5.8 Duality for the Funk transform

We denote by S∗ the unit sphere in the Euclidean space E∗ and by σE the volume
form on the sphere.

Theorem 5.11 Let L be an arbitrary proper subspace of E and L◦ be its polar
in E∗. We have ∫

S(L◦)

f̂σL◦ =

∫

S(L)

fσL (5.12)

for any homogeneous function f in E of degree −k, k = dimL.

J For k = n the assertion follows from Proposition ft. Choose Γ = S in (5.11)
and take the sum for ξ = ω, −ω, where ω is a unit conormal to L:

f̂(ω) + f̂(−ω) =

∫

S

[τ−1(ωx) + τ−1(−ωx)]f(x)σ (5.13)

Meanwhile

τ−1(t) + τ−1(−t) = j
−1[(t− 0ı)−1 + (−t− 0ı)−1] = δ0(t)

therefore the right side of (5.13) is equal to
∫
S
δ0(ωx)f(x)σE. This implies the

equation

f̂(ω) + f̂(−ω) =

∫

S∩L

f(x)σL (5.14)

The left side is equal the integral of the function f̂σL◦ over the intersection S∩L◦,
hence (5.13) follows.
Let now ω0, ..., ωp, p = n − k be an Euclidean frame in L◦ and t0, ..., tp the

corresponding coordinates. We apply the equation (5.14) for ω = ω0 and for the
product of homogeneous generalized function g(x) = f(x)δ(〈ω1, x〉) · ... ·δ(〈ωp, x〉).
The latter has degree −n:

ĝ(ω0) + ĝ(−ω0) =

∫

S∩L0

g(x)σL0
=

∫

S∩L

f(x)σL, (5.15)

where L0 = (ω0)
⊥. Note that

ĝ(ξ) =

∫
f̂(ξ + t1ω1 + ...+ tpωp)dt1 ∧ ... ∧ dtn =

∫

ξ+G0

fdt,

where G0 = L◦ ∩ (ω0)
⊥ a cycle oriented by the form dt = dt1 ∧ ... ∧ dtn. The

integral converges, since f̂ is homogeneous of degree −p− 1. Therefore

ĝ(ω0) + ĝ(−ω0) =

∫

G

f̂dt, (5.16)
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where G = (ω0 = +G0) ∪ (−ω0 + G0) is the cycle in L
◦ given by the equations

t0 = ±1. We orientate the part t0 = ±1 by the form ±dt and write the right-hand
side of (5.16) in the form

∫
G
f̂ τ , where the form τ = e a (dt0 ∧ dt) on G. This

form is equal σL◦ and the cycle G is homotopic equivalent the sphere S∗ ∩ L◦.
The equations (5.15) and (5.16) imply (5.12). I

5.9 Duality in Euclidean space

Definition. Let E0 be an Euclidean space of dimension n with the inner product
〈, 〉 . Take an affine subspace A ⊂ E0\ {0} of dimension k and consider the system
of equations for x ∈ E0 :

〈x, y〉+ 1 = 0, y ∈ A

The set Ã of solutions is an affine subspace E0 of dimension n − k − 1. We call
this space dual to A. The double dual space to A coincides with A.
LetME be the affine integral transform in E0. It turns that the values ofME on

A and Ã are related as follows. Consider the standard embedding e : E0 → E by
x 7→ (1, x) where E = RuE0 be an Euclidean space. Fix an integer k, 0 < k < n;
let f be a function in E0 such that

(
1 + |x|2k+2

)
f (x) ∈ L1 (E0) (5.17)

Define the function in E

g (x0, x)
.
= x−k−1

0

(
1 +

∣∣∣∣
x

x0

∣∣∣∣
2
)(k+1)/2

f

(
x

x0

)

It is homogeneous of degree −k−1. By (5.17) the density gdx0∧dx is locally inte-

grable and the Fourier transform ĝ is well defined in Ê ∼= E. It is a homogeneous
generalized function of degree k − n. We call

f̃ (x)
.
=
(
1 + |x|2

)(k−n)/2
ĝ (1, x)

k-dual function to f. It is easy to see that the function n−k−1-dual to f̃ is equal

to f provided that
(
1 + |x|2n−2k

)
f̃ (x) ∈ L1 (E0). Denote d (A)

.
= dist (A, 0) .

Theorem 5.12 Let f be a function in E0 satisfying (5.17) for some integer
k, 0 < k < n. Then for arbitrary affine subspace A ⊂ E0 of dimension k we
have

d1/2
(
Ã
)
M f̃

(
Ã
)
= d 1/2 (A)M f (A) (5.18)

where f̃ is the k-dual function.
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J Let S+
.
=
{
x20 + |x|

2 = 1, x0 > 0
}
and L be the linear envelope of e (A)∪{0}

in E. The density gσ is integrable in S+ and by (3.8) we have
∫

S+∩L

gσ =
(
1 + d2 (A)

)1/2
∫

A

((
1 + |x|2

)−(d+1)/2
g (1, x)

)
dVA (5.19)

=
(
1 + d2 (A)

)1/2
MEf (A)

On the other hand, the function g is defined in E as a homogeneous function of
degree −k − 1. Therefore by Theorem 5.11 we have

∫

S+∩L

gσL =
1

2

∫

S(L)

gσL =
1

2

∫

S(L◦)

ĝσL◦ =

∫

S+∩L◦

ĝσL◦

The polar space L◦ is equal to the envelope of Ã ∪ {0} . We apply the equation
(5.19) to the right side:

∫

S+∩L◦

ĝσL◦ =
(
1 + d2

(
Ã
))1/2

MEf̃
(
Ã
)

(5.20)

The formula (5.18) follows from (5.19) and (5.20), if we take in account that

d (A) d
(
Ã
)
= 1. I

Example 1. Let Γ a smooth curve in P3 and Λ(Γ) the variety of lines that meet
Γ. The dual variety Λ̃(Γ) is equal to the variety Λ(S) of lines λ̃ in P̃3 that are
tangent to a surface S. The latter is naturally isometric to the tangent surface
T (Γ) of the curve Γ which is the union of all tangent lines to Γ, hence

Λ̃(Γ) ∼= Λ(T (Γ)).

The variety T (Γ) is a ruled surface, i.e. it has an isometric embedding in a plane.
Lines of T (Γ) corresponds by the projective duality to points in Γ.
Example 2. Let Γ a smooth curve in En\ {0} and Λ(Γ) the variety of lines that
meet Γ. The dual variety Λ̃(Γ) consists of affine n−2-planes A that are contained
in hyperplanes γ̃, γ ∈ Γ where γ̃ is dual to the point γ. The family {γ̃, γ ∈ Γ}
have an envelope S which is a smooth hypersurface in E if Γ generic, for instance
the vectors x′ (s) , x′′ (s) , ..., x(n) (s) are independent in each point x = x (s) of
Γ. The variety Λ̃(Γ) is the family of n − 2-planes that are tangent to S. Note
that S is a hypersurface of very special form. For the variety Λ (Γ) we have the
following reconstruction formula of Theorem 4.7. By Euclidean duality we get a
reconstruction method for the variety Λ̃(Γ).
Example 3. Let S be a surface in E4 with non-vanishing Gaussian curvature
and Λ(S) the variety of lines tangent to S. Then we have

Λ̃(S) = Λ(S̃),

104



where S̃ is the dual surface, i.e. the envelope of hyperplanes λ(x)⊥, x ∈ S, where
λ(x) denotes the line through x and the origin in E4.

5.10 Affine transform of differential forms

Let now α be a 1-form in an oriented three space V with integrable coefficients.
How much line integrals

Fα (L)
.
=

∫

L

α

do we need for reconstruction of the form dα? We suppose that the form dα is
integrable in V too.

Theorem 5.13 Let C be a curve in the projective plane P (V) with the property:
each projective line P1 meets C, at least, in two points and Σ (C) denote the
variety of lines L ⊂ V that meet C at infinity. Then
(i) the equation Fα (L) = 0, L ∈ Σ (C) implies that α = dφ for a function φ and
(ii) there exists an explicit reconstruction formula for dα from data Fα (L) , L ∈
Σ (C).

J Take an arbitrary plane H = {v : ω (v) = p} in V, ω ∈ V∗. Choose two
vectors e1, e2 ∈ P (H) ∩C and take the functionals µ, ν ∈ V∗ such that µ (e1) 6=
0, ν (e2) 6= 0, µ (e2) = ν (e1) = 0. The functions x = µ (v) , y = ν (v) , z = ω (v)
form a coordinate system in V. We can write

α = adx+ bdy + cdz, dα =
(
b′x − a′y

)
dxdy +

(
c′y − b′z

)
dydz + (a′z − c′x) dzdx

Any line Lx where dy = dz = 0 belongs to Σ (C) as well as any line Ly where
dx = dz = 0. Therefore the integrals

∫

H

a′zdxdy =

∫

Lx⊂H

dy
∂

∂z
Fα (Lx) ,

∫

H

b′zdxdy =

∫

Ly⊂H

dx
∂

∂z
Fα (Ly) .

are known for any orientation of H. Thus, we know also the integrals
∫

H

(a′z − c′x) dx ∧ dy =

∫

H

a′zdx ∧ dy,
∫

H

(
c′y − b′z

)
dx ∧ dy = −

∫

H

b′zdx ∧ dy, (5.21)
∫

H

(
b′x − a′y

)
dx ∧ dy = 0
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where

dα =
(
b′x − a′y

)
dx ∧ dy +

(
c′y − b′z

)
dy ∧ dz + (a′z − c′x) dz ∧ dx

Fix a coordinate system (v1, v2, v3) in V and define the Euclidean structure in
V by means of this system. Let dS be the area element in planes H; it is equal
θHdx ∧ dy for some constant θH . By (5.21) we find the integrals along H of
the densities

(
b′x − a′y

)
dS,

(
c′y − b′z

)
dS and

(
b′x − a′y

)
dS. On the other hand we

can write dα =
∑
eijdvi ∧ dvj. The functions eij are linear combinations of

a′z− c
′
x, c

′
y− b

′
z and b

′
x−a

′
y, whose integrals over H are already known. Therefore

we know the Radon transform of each coefficient eij on any plane H ⊂ V. We
recover eij by inversion of the Radon transform in V. I

Corollary 5.14 Let C be a plane curve in V such that any plane H meets C, at
least, in two points. Then for any 1-form α in V with compact support in V\C
the form dα can be reconstructed from data of integrals Fα (L), L ∈ Σ (C) .

J For a proof we embed V to the projective three-space P and apply a pro-
jective transformation A in P that throw C to the improper projective plane.
The integrals Fα (L) does not change under this transformation, i.e. Fα (L) =
FB∗ (α) (A (L)) where B stands for the inverse projective transformation and
A (L) runs over the pencil Σ (A (C)) . By the previous Theorem we can recon-
struct B∗ (α) which yields the form α. I
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Chapter 6

Incomplete data problems

6.1 Completeness condition

Let (X, g) be a Riemannian manifold and Y be a variety of closed submanifolds
Y ⊂ X. Consider the integral transform for the variety Y:

Mf (Y ) =

∫

Y

fdV (Y ) , Y ∈ Y (6.1)

where dV (Y ) is the volume element on Y induced by the metric g. The recon-
struction problem is to find the function f from data ofMf |Y. More complicated
versions of (6.1) arise in applications. A weight function w = w (x, Y ) (known or
unknown) can appear in the integral, the ”image” f can be a section of a tensor
bundle, like differential symmetric or skew symmetric form.
We focus on the simplest case where f is a scalar function. A closed analytic

reconstruction formula is only known in few cases. If there is no such a formula
one can try to apply numerical methods. An actual numerical algorithm contains
usually a regularization procedure and gives a convergent result whichever the in-
put data are. To ensure reliability of the result, the family Y(i.e. the acquisition
geometry) should be big enough to guarantee existence of a continuous recon-
struction operator R : Mf |Y 7→ f . The condition of continuity can be specified
for a family Y that has a structure of smooth manifold. The mapping R is then
supposed to be continuous as an operator from the space of smooth functions f
with compact support to a space of smooth functions in Y.
The completeness condition gives an answer to this question. Let X be the

space where an unknown original function f is defined. We wish to reconstruct
f from the mean transform Mf defined for a family Y of submanifolds of X.

Definition. A family Y of submanifolds of X is called complete in a subset
G ⊂ X if for an arbitrary x ∈ G and arbitrary covector t at x there exists Y ∈ Y
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such that x ∈ Y and t is normal to Y. This condition is almost necessary: if there
exists a continuous reconstruction operator R for the class of smooth functions f
supported by a compact set K in X, then the family Y is complete in the interior
of the set K.
On the other hand, it can shown that if a variety Y is complete in K, then

there exists, at least, a quasi-inverse operator for R. Here we use the terminology
of the theory of pseudodifferential operators (PDO, see [95],[37]). Apply the
backprojection operator

M ]g (x) =

∫

Y(x)

g (Y) dσ (6.2)

to a function g defined on the variety Yx of manifolds Y ∈ Y that contain a point
x. Here dσ is a measure on this variety. The completeness condition implies
that the operator A = M ]M is a PDO of elliptic type. Applying an arbitrary
pseudodifferential operator B that is quasi-inverse of A (parametrix), we get a
quasi-reconstruction f + Sf = BM ]g, where S is a PDO of order ≤ −1.
Example. By Proposition 2.3 for the Radon transform M = R we have

R]Rf (x) =
π(n−1)/2

Γ ((n− 1) /2)

∫

f (y)

|x− y|dy

This is a PDO with the symbol |ξ|1−n. By (2.7) the PDO c∆(n−1)/2 is the exact
inverse for a constant c.
In the most of practical situations the set of available projections is incomplete.

No inversion problem with incomplete data can be solved by means of a explicit
formula or by a stable numerical algorithm. Any numerical reconstruction is
based in this case on some regularization method. Important question arises:
which is the similarity of the regularized solution to the real object real whose
projection data were used. A partial answer can be done in ”phase space” terms
which means localization of a function in the cotangent bundle T ∗ (X) .
Suppose that a compact setK ⊂ X is known such that supp f ⊂ K. If no more

a priori information is accessible, the energy of unknown original f is assumed to
be spread uniformly over the cotangent bundle T ∗(K). Take a manifold Y ∈ Y

and consider the conormal bundle N ∗(Y ∩ K) ⊂ T ∗(K) of this curve. Denote
by A(Y) the union of sets N ∗(Y ∩K). This is a conic subset of T ∗(K). We call
this subset the audible zone. It can be shown that the part of the energy of the
original f inside the audible zone can be reasonably estimated by a suitable norm
of Mf . The complementary part of the energy which is contained in the silent
zone T ∗(K)\N ∗(Y) can be estimated with a weight. This weight is a function in
the cotangent bundle that exponentially decreases, when the point moves away
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from the audible zone. We shall see below (6.4) an example of an estimate of this
kind.

6.2 Radon transform of Gabor functions

Now we clarify the meaning of the audible zone in a quite simple model. Let E
be an Euclidean space of dimension n. Choose a unit of length σ > 0. A function
of the form

eλ (x)
.
= (2σ)n/4 exp

(

−πσ2 (x− q)2 + jθx
)

is called Gabor function. Here λ = (p, θ) is an arbitrary point in the phase
space E × E∗. The phase space has the natural Euclidean structure: ‖λ‖2σ =
σ2 |q|2+ σ−2 |θ|2. We shall use the notation 〈·, ·〉 for the scalar product in L2 (X)
and ‖·‖ for the norm. Note that for arbitrary points λ = (q, θ) , µ = (r, η) ∈ E×E∗
we have

〈eλ, eµ〉 = exp (πı (q + r) (θ − η)) exp
(

−π |λ− µ|2 /2
)

, 〈eλ, eλ〉 = 1 (6.3)

and
êλ = eλ̂, λ = (q, θ) , λ̂ = (θ,−q) .

We calculate the hyperplane integral of eλ along the hyperplane H (p, ω) . Choose
Euclidean coordinates in such a way that ω = (1, 0, ..., 0) . Then we have
∫

H(p,ω)

eλ (x) dS = (2σ)
1/4 exp

(

−πσ2
[

(p− ωq)2 + |θω|2
])

exp (j (p 〈ω, θ〉+ θωq))

where θω
.
= θ − 〈ω, θ〉ω is the projection of θ to the plane orthogonal to ω. It

follows

(2σ)−1/4 |Reλ (p, ω)| = exp
(

−π
[

σ2 (p− ωq)2 + σ−2 |θω|2
])

the right side is equal to 1 if p = ωq, θω = 0, which means that the center of
eλ belongs to H (p, ω) and θ is collinear to ω. Otherwise this quantity decreases
exponentially. The result can be interpreted as follows. Define the distance
function dσ in E× E∗ generated by the norm ‖·‖σ as above.

Proposition 6.1 For an arbitrary hyperplane H and a point λ = (q, θ) the equa-
tion holds

|R [eλ] (H)| = (2σ)1/4 exp
(

−πd2σ (λ,N ∗ (H))
)

where d is the distance in E × E∗ and N ∗ (H) is the conormal bundle of H, i.e.
the set of all conormal vectors to H.
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In the limited angle problem this implies that the function f = eλ can not be
stably reconstructed if θ is not in the audible angle diapason, precisely if d (θ, A)
is big enough where A ⊂ T ∗ (X) is the audible zone.

6.3 Reconstruction from limited angle data

We discuss a special case of this result in more details. Let f be a function in an
Euclidean space E; suppose that the Radon transform Rf (p, ω) is known only
for ω in an open set Ω ⊂ Sn−1 and all p ∈ R. This means that the audible zone
is just E×RΩ where RΩ is the conic set in E∗ spanned by Ω. The function f̂ is
known in RΩ and can be interpolated to X∗ if f has compact support.

For simplicity we consider the case dimX = 2; let Ω be the set of unit vectors
ω whose angles φ with x1-axes fulfils the inequality tanφ ≤ t < ∞. We can
interpolate f̂ in the silent zone E × E∗\R by means of Proposition 1.16. In
the silent zone only a weak estimate holds. Consider the quadratic function
q(ξ)

.
= ξ21 − d2 |ξ′|2. It is positive in the audible zone A and negative in the silent

zone.

Theorem 6.2 For any function f ∈ L2(X) with support in the strip |x1| ≤ a the
inequality holds

∫

q<0

| exp
(

−2πa
√

−q(ξ)
)

f̂(ξ)|2dξ ≤
∫

q≥0

|f̂(ξ)|2dξ (6.4)

J We have Fp→ρRf = f̂ (ρω), hence we know the Fourier transform f̂(ξ) in
the domain A = {|ξ′| ≤ d|ξ1|}, ξ′ = (ξ2, ..., ξn) , d = tanα (a spherical cone around
the x1-axes). Fix ξ

′-coordinates and consider the function φ(ζ)
.
= f̂(ζ, ξ′). It is

a-bandlimited and is known for |ζ| ≥ d|ξ ′|; the equation (1.16) can be applied for
ρ = d |ξ′| :

exp

(

−2πa
√

d2 |ξ′|2 − ξ21

)

f̂ (ξ) =

∫

Γ

sin
(

π
√

ζ2 − ρ2
)

π|ζ − ξ1|
f̂ (ζ, ξ′) dζ

The integral operator with the kernel (π|ζ − ξ1|)−1 sin
(

π
√

ζ2 − ρ2
)

is of unit

norm in L2 (R) . Therefore this equation implies (6.4). I
This estimate can not be much improved. This follows from Proposition 6.1.
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6.4 Exterior problem

The problem is to reconstruct a function f in Euclidean plane E2, from knowl-
edge of line integrals for lines L ⊂ E\B where B is the unit ball. There is no
simple reconstruction formula. The solution given by A.Cormack is based on the
decomposition of f and M1f in harmonics. Let K be a convex set in X, how can
one reconstruct a function f ∈ S(E) in the complement E\K from knowledge of
the integrals Rf(H) for hyperplanes H ⊂ E\K? This question is called the ex-
terior problem for the Radon transform. The uniqueness in the exterior problem
holds if K is compact:

Theorem 6.3 If K an arbitrary compact convex set in V and a function f ∈
S(E) satisfies the equation Rf(H) = 0 for any hyperplane H ⊂ E\K then
supp f ⊂ K.

It is sufficient to check this fact for the unit ball B = {x, |x| ≤ 1}. By the
properties 1 and 3 it will be true for an arbitrary ball and therefore for an arbitrary
convex compact set K since for any point x ∈ V \K there is a ball B ′such that
K ⊂ B′ ⊂ V \{x}. For the unit ball there is an explicit reconstruction formula.
Spherical harmonics. A function h in V is called harmonic if it satisfies the
Poisson equation ∆h = 0. A function y(ω) on the unit sphere Sn−1 is called a
spherical harmonic of degree k = 0, 1, 2, ... if it is the restriction to the sphere of a
homogeneous harmonic polynomial of degree k. For any k the space of spherical
harmonics of degree k is of dimension

d(n.k) =
(n+ k − 3)!(n+ 2k − 2)

(n− 2)!k!

Any spherical harmonic yk of degree k is orthogonal to arbitrary spherical har-
monic yk of degree l 6= k with respect to the spherical scalar product

〈yl, yk〉 .=
∫

Sn−1

ylykdS

The space of square integrable function on the sphere is denoted by L2(S
n−1).

The basic fact of the harmonic analysis on the sphere is

Theorem 6.4 Any function φ ∈ L2(S
n−1) can developed in a series of harmonics

φ(ω) =
∑

γk(ω)

This series is unique and converges to φ in L2(S
n−1).
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This series is called the harmonic decomposition of the function.
Orthogonal polynomials. Take an arbitrary real number λ > −1 and the
measure dσ

.
= (1− t2)

λ−1/2
dt on the interval [−1, 1] ⊂ R. Consider the Hilbert

space L2(dσ) of function in the interval that are square integrable with respect
to this measure. The system of orthogonal polynomials in L2 (dσ)

P λ
k = c(λ, k)(1− t2)−λ+1/2

dk

dtk
(1− t2)κ+λ−1/2, k = 0, 1, ...

normalized by the condition P λ
k (1) = 1 are called Gegenbauer polynomials (a

special case of Jacobi polynomials). For λ = 0 they coincide with the Chebyshev
polynomials of first kind: P 0

k (t) = Tk(t) = cos (k arccos t) .
Cormack’s reconstruction in the complement to the ball. Take a
function f ∈ S(V ) and consider for each r > 0 the function φr(ω)

.
= f(rω) on

the unit sphere. Apply the harmonic decomposition

f(rω) =
∑

fk(r, ω)

The function fk(r, ·) is for any k and r a harmonic polynomial of degree k. For
the Radon transform g = Rf we get similarly

g(p, ω) =
∑

gk(p, ω)

Theorem 6.5 For any r and k we have

fk(r, ω) =
(−1)n−1

2n−2πλ−1Γ(λ− 1)
∑

∫ ∞

1

(t2 − 1)λP λ
k (t)

dn−1

dpn−1
gk(tr, ω)dt

where λ
.
= (n− 2)/2

In particular, for n = 2 the kernel in the integral is the Chebyshev polynomial
of order k. The Chebyshev polynomials exponentially grows to infinity in any
point t > 1 as λ → ∞. So do the Jacobi polynomials for any λ. Therefore the
reconstruction given by this theorem is exponentially unstable. Nevertheless in
implies uniqueness result: if g(p, ω) = 0 for p > 1 and any ω, then f(rω) = 0 for
r > 1, q.e.d.
Stability. The audible zone A (Y ) in the exterior problem is the union of
conormal bundles N ∗ (H) of all hyperplanes H ⊂ E\K. For a point q ∈ E\K
the fibre Aq (Y ) is close to X

∗ if q is far from K. On the other hand,if q is close
to K the set Ax (Y ) is a very narrow cone. This means that any reconstruction is
very unstable in q. To make this assertion more quantitative we choose a sequence
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of functions f which behave as ”ghosts”, i.e. the exterior Radon data of f are
very small. We take Gabor functions f = eλ,σ as a ghost; note that ‖eλ,σ‖L2

= 1
for any λ. We fix a number r > 0 and choose the scaling parameter σ such that
σd = r where d = dX (q,K) and dX is the Euclidean distance in E. The ”detail”
described by a Gabor function eλ,σ, λ = (q, θ) is almost supported in E\K since

|eλ,σ| ≤ (2σ)n/4 exp (−πr2) is small in K. Take any θ orthogonal to ν (y) . By
Proposition 6.1 we have

|R [eλ,σ] (H)| = (2σ)n/4 exp
(

−πmin
(

σ2d2 (q,H) + σ−2 |θω|2
))

where the minimum is taken over all hyperplanes H ⊂ E\K; ω is the normal
vector. Let Ω (q) be the set of normal vectors ω for hyperplanes H ⊂ E\K
such that d (q,H) ≤ d/

√
2. If the point q is close to a smooth point y ∈ ∂K

then Ω (q) is contained in ε-neighborhood of the line normal to ∂K at y and
ε ≤ 3

√
κd where κ is the minimal normal curvature of ∂K at y. Then |θω|2 ≥

(

1− sin2 ε
)

|θ|2 ≥ (1− 9κd) |θ|2 . Thus for H ∈ Ω (q) we have the estimate
σ−2 |θω|2 ≥ (1− 9κd)σ−2 |θ|2 ≥ σ−2 |θ|2 /2 = for 18κd ≤ 1. In the opposite case
we have σ2d2 (q,H) ≥ (σd (q,H))2 ≥ (σd)2 /2 = r2/2. This yields

σ2d2 (q,H) + σ−2 |θω|2 ≥ min
(

r2, |d (q,K) θ/r|2
)

/2

for d ≤ R/18 where R is the minimal curvature radius of ∂K and any hyperplane
H. To optimize the minimum, we take |θ| = r2/d (q,K) and get

max
H⊂X\K

|R [ eλ,σ] (H)| ≤ (2σ)n/4 exp
(

−π
2
r2
)

, d = d (q,K) (6.5)

Corollary 6.6 Suppose that K is a convex compact in X with smooth boundary.
For an arbitrary point q ∈ E\K sufficiently close to K and an arbitrary r > 0
the estimate (6.5) holds for σ = r/d and λ = (q, θ) where θ is an arbitrary vector
in the tangent plane Ty (∂K) at the nearest point y to q, |θ| = r2/d.

6.5 The parametrix method

In a special situation, if data is complete, one can construct a quasi-reconstruction
explicitly. Let X ⊂ V = Rn be an open set and φ : X × Sn−1 → R be a Cn+1-
smooth function such that
(*) the equation

ξ = tφ′x (x, ω) (6.6)

has the unique solution t = t (x, ξ) > 0, ω = ω (x, ξ) for any (x, ξ) ∈ X×Rn\ {0} ;
this solution is smooth in x, ξ.
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The set H (s, ω)
.
= {ξ;φ (x, ω) = s} is a smooth hypersurface. The assumption

(*) implies the completeness condition for the variety of manifoldsH (s, ω) . These
manifolds play now the role of hyperplanes in the affine geometry or big spheres
in the spherical geometry.
Extend the phase function to X×Rn\ {0} by define φ (x, θ) .= |θ|φ (x, θ/ |θ|) ,

θ ∈ Rn and define

h (x, θ) = det

{

∂2φ (x, θ)

∂xj∂θk

}n

j,k=1

This determinant does not vanish since of (ii). Fix a coordinate system x1, ..., xn
and consider the volume form dx = dx1 ∧ ... ∧ dxn in V. Take a smooth positive
function a in X × Sn−1; define the generalized Radon-Funk transform by the
integral

Mf (s, ω)
.
=

∫

H(s,ω)

a (x, ω) f (x)
dx

dφ
,

where the orientation of H (s, ω)
.
= {x ∈ X, φ (x, ω) = s} , ω ∈ Sn−1, s > 0 is

defined by the form dφ. The integral Mf coincides with the Funk and the Radon
transform for the cases X = Sn, respectively, X = En. To reconstruct function
f from the data Mf, we follow the method of Corollary 2.9. For this we apply
the standard pseudodifferential operator with the symbol tn−1+ with respect to the
variable s :

Tg (s) = F ∗t7→s
(

tn−1+ Fs7→t (g)
)

Then we take the backprojection operator of the form (6.2) where dσ = b (x, ω) dω
and dω = |θ|1−n dθ, dθ = dθ1 ∧ ... ∧ dθn is a volume form on the sphere Sn−1.

Theorem 6.7 [Beylkin] The operator

Jf =M ]TMf

defined on the space D (X) is a pseudodifferential operator of order 0 with the
principal symbol

σJ (x, ω) =
a (x, ω) b (x, ω)

|h (x, ω)| , ω ∈ Sn−1,

Remark 1. If we choose a and b in such a way that a (x, ω) b (x, ω) =
|h (x, ω)| , then we have J = I + S where I is the identity operator and S is
a PDO of order −1. It means that the function M ]Tg, g = Mf is a reconstruc-
tion of f up to the term Sf which is ”smoother” than f . It follows that the
functions M ]Tg and f have, at least, the same geometry of singularities.
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Remark 2. An invariant definition of the function h is hdxdθ = ∧ndxdθφ (x, θ) .
J Write

Af (x) =

∫

x∈H(s,ω)

b (x, ω) dω

∫ ∞

0

exp (jst) |t|n−1 dt
∫

exp (−jtσ) dσ
∫

H(σ,ω)

a (y, ω) f (y)
dy

dφ

=

∫

Sn−1

b (x, ω) a (x, ω) dω exp (jtφ (x, ω)) tn−1+ dt

∫

X

exp (−jtφ (y, ω)) f (y) dy

=

∫

Rn

b (x, ω) a (x, ω) exp (jφ (x, θ)) dθ

∫

X

exp (−j |θ|φ (y, ω)) f (y) dy

where θ = tω, t > 0, ω = θ/ |θ| . Substitute f = F ∗f̂ , f̂ = Ff and apply Fubini’s
Theorem:

Jf (ξ) =

∫

Rn

∫

X

∫

Rn

b (x, ω) a (x, ω) exp (jξy + jφ (x, θ)− jφ (y, θ)) dθdyf̂ (ξ) dξ

=

∫

Rn

(
∫

X

∫

Rn

b (x, ω) a (x, ω) exp (jΦ (x, y, θ, ξ)) dθdx

)

f̂ (ξ) dξ

Apply stationary phase method to the inner integral. The critical points of the
phase function Φ (x, y, θ, ξ) = ξy + φ (x, θ) − φ (y, θ) are given by the equations
ξ = φ′y (y, θ) , φ

′
x (x, θ) = φ′y (y, θ) . According to (*) the last one is equivalent to

x = y. We have

Φ′′yθ =

(

φ′′yy φ′′yθ
φ′′θy Φ′′θθ

)

, Φ′′θθ = φ′′θθ (x, θ) = φ′′θθ (y, θ) = 0,

which yields detΦ′′ = (−1)n det2 φ′′xθ = (−1)n h2 and
∫

X

∫

Rn

b (x, ω) a (x, ω) exp (jΦ (x, y, θ, ξ)) dθdx (6.7)

=

[

a (x, ω) b (x, ω)

|h (x, ω)| + s (x, θ)

]

exp (jξx) (6.8)

where s is a smooth function inX×Rn\ {0} such thatDβ
xD

α
θ s (x, θ) = O

(

|θ|−1−|α|
)

for big |θ| and any α, β such that |α| + |β| ≤ n. Note that the quadratic form
related to the matrix Φ′′ has signature (n, n) , hence no extra phase term appear
in (6.8). Finally

Jf (x) =

∫

exp (j 〈ξ, x〉) a (x, ω) b (x, ω)|h (x, ω)| f̂ (ξ) dξ +

∫

exp (j 〈ξ, x〉) s (x, θ) f̂ (ξ) dξ
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where ω and θ = tω are to be found from the equation (6.6). The first term is
the PDO of order 0 with the symbol σJ and the second term is a PDO of order
≤ −1. I

Example 1. The function φ (x, θ) = 〈x, θ〉 .
=
∑

xjθj fulfils the conditions (i),(ii).
It defines the hyperplane geometry and the above Theorem follows form 2.9.
Example 2. We can take φ (x, θ) = ρ (x) 〈x, θ〉 where ρ (x) > 0. We have
then ∂2φ/∂xj∂θk = ρδjk + xjρ

′
k where δjk is Kronecker’s. The assumption (*) is

obviously fulfilled, at least, in a neighborhood of the origin.
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Chapter 7

Spherical transform and inversion

7.1 Problems

The spherical transform of a function f in an Euclidean space X = En is the
family of the integrals

Mf (S) =

∫

S

f dS

where dS denotes the Euclidean n−1-surface element. We denote by S (a, r) the
sphere with the center a and radius r and M (f) (a, r) =M (f) (S (a, r)) .

Replacing En by an Euclidean sphere Sn, we obtain the spherical transform
MSf defined on the variety of spheres in S. The inversion problem is of interest in
several applications. The reconstruction problems for En and Sn are equivalent
if all hyperplanes in E are included as spheres of infinite radius. In particular,
Radon’s reconstruction formula for the variety of straight lines in E2 is a version
of Funk’s one.

The general reconstruction problem is to reconstruct a function f from knowl-
edge of spherical integrals Mf on a n-dimensional subvariety Σ ⊂ E×R+. Take
for Σ the variety of spheres centered at a hyperplane H0 ⊂ E. We can not of
course reconstruct an arbitrary function since any odd function with respect to
reflection has zero integrals over S ∈ Σ. Let E+ be a half-space with the bound-
ary H0; we assume that the function f is supported by this half-space. Now our
problem is formulated as follows: to recover f(x), supp f ⊂ E+ from data Mf |Σ.
This problem appears in the following applications:

1. For n = 2 in seismic tomography (see [90], [98]) Mf is the linearized
perturbation of the travel time data for linear background velocity v = az + b.
The problem is to determine the slowness perturbation f .

2. In the synthetic aperture radar image processing f(x) is considered as a
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ground reflectiveness and measurement Mf(a,R) is interpreted as the average
reflectiveness at a distance a around the position of the radar carrier at a time r
([39], [40]).

3. In the linearized inverse scattering problem, see [8], the problem of de-
termination of the unknown sub surface velocity field from the observed surface
wave field in Born approximation is equivalent to the reconstruction problem for
n = 3.

To get a geometry that satisfies the completeness condition, we add also all
half-hyperplanes H+ ⊂ E+ which are orthogonal to H0. The Funk transform M
is appropriate for this geometry rather than with the spherical mean transform
N.

We study in details this problem for the case n = 2 and for n > 2 in the next
sections.

7.2 Reconstruction from arc integrals

Let E+ be a half-plane in an Euclidean plane and Y be the family of circle arcs
A in E+ that are orthogonal to H = ∂E+. All orthogonal straight lines are also
included in the family Y. The arc mean transform

Mf (A) =

∫

A

fds

is of interest in several applied problems. The problem of inversion of M in
this form is a complete data problem (Chapter.6), since for any point p ∈ E+

and any tangent vector t in x there exists, at least,one curve A ∈ Y through
p that is orthogonal to t. This condition is no satisfied in practice, since the
integral means for very long arcs are not available. We consider the same integral
transform for limited data. Take the unit disc D in E and consider the half-disc
D+ = E+∩D. Let YD be the subset of Y consisting of arcs A ⊂ D. The problem
is to reconstruct a function f in E with compact support supp f ⊂ D+ from the
limited arc transform Mf |YD. This is a problem with incomplete data since for
any point x ∈ D+ the normal vector t to arcs A ∈ YD runs over two vertical
angles of diapason φ < π. In fact, we have φ = π − α where α is the angular
length of the circle through x and the points ±1. The diapason is almost complete
for p close to the diameter of D+ and is very small for p close to the circle ∂D,
see Fig.5.

The inversion problem for the pencil Y is reduced to the Radon transform in
plane in the following three steps. Choose coordinates (x.y) in E in such a way
that E+ = {y > 0}, and D is the unit disc with center in the origin.
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Step 1. Introduce the complex coordinate z = x + ıy in D and apply the
transform

z1 = F (z)
.
=
ı− z

ı+ z

The image of E+ is the unit disc DK and the image of D+ = E+ ∩D is the right
half-disc. Any arc A ∈ Y is transformed to the circular arc F (A) in DK that is
orthogonal to the boundary. This transform is conformal hence factorable.
Step 2. Apply the mapping of Example 2 w1 = G(z1). It maps DK onto the
identic disc DB and the right half of DK to the right half of DB. Any arc F (A)
is transformed to the chord with the same ends.
Step 3. Apply the projective transform

(u, v) = P (u1, v1) u =
1

u1
, v =

v1
u1

The vertical diameter of DB maps to the improper projective line and the unit
circle is transformed to the hyperbola v21 + 1 = u21. The image of the disc DB is
equal to the set W = {v21 + 1 < u21}; the image of the right half is equal to the
right connected component U of W . The image of a chord L ⊂ DB is a chord
in the set U with the ends in the hyperbola. By the transitivity property, this
mapping is factorable too. Take the composition Q = PGF ; it follows from the
previous formulae that it is factorable with the jacobian factors

j(z) =
4y

(1− |z|2)2 , J(A) =
(

1 +

(

ab− 1

a− b

)2
)1/2

where a, b are the ends of A. This implies the formula
∫

Q(A)

φds∗ = J(A)

∫

A

fds (7.1)

where φ
.
= j−1f and ds∗ is the Euclidean line element in U . The support of the

function φ is a compact subset of U and curve Q (A) is an arbitrary finite chord of
the hyperbola ∂U. Let ψ be the angle of the normal to Q (A) ; we have |ψ| < π/4.
Vice versa, an arbitrary line in U whose normal has angle in this diapason, is a
finite chord.

Remark. There are three classical models of the Lobachevski (hyperbolic)
plane:

(i) Poincare’s model in the half-plane E+ with the metric y−2ds2, geodesics
are the arcs A ∈ Y;

(ii) Klein’s model DK in the disk D with the metric
(

1− |z|2
)−2

ds2; geodesics
are arcs orthogonal to ∂D, and
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(iii) Beltrami’s model DB in D the metric is

g =
(

1− x2 − y2
)−2 [(

1− y2
)

dx2 + 2xydxdy +
(

1− x2
)

dy2
]

the geodesics are chords.
The mappings F : E+ → DK , G : DK → DB are isometries between these

models. These mappings are not, of course, isometries for Euclidean metrics in
E+ and D, but they are factorable for the families of hyperbolic geodesics.

Corollary 7.1 For functions f with compact support supp f ⊂ D+ the limited
arc mean transform is reduced to the Radon transform with the limited angle
diapason |ψ| < π/4.

From (7.1) we know the integral of the function φ(u, v) =(4y)−1(1 − x2 −
y2)2f(x, y) along an arbitrary proper chord L against the Euclidean line element
ds∗. This is a continuous function with compact support in W . By the slice
theorem we have for any −π/4 < θ < π/4 and any t ∈ R

φ̂(t cos θ, t sin θ) =

∫

exp(−jqt)
∫

L(q,θ)

φds∗

=

∫

exp(−jqt)Mf(A(q, θ))
√

q2 − cos 2θ
dq, (7.2)

Thus the Fourier transform of the function φ is known in the cone K
.
= {(σ, τ) :

σ2 ≥ τ 2}.
Remark. The right side of (7.2) depends on integral of f along the arcs A(q, θ)
with a constant angle θ; the quantity xA

.
= − cot θ = (1+ ab)/(a+ b) is constant.

Consider the complexification of the plane E. An arbitrary circle A is the real
part of a complex conic AC that contains the points p±A

.
= (xA, yA) with the

ordinates yA =
√

1− x2A =
√
− cos 2θ csc θ. Consequently the integral in (7.2)

is taken over the pencil of arcs A, whose complexification AC pass through the
points p±A.

Now we use the interpolation method of Sec.1.5 to reconstruct this function
outside K:

ψ(σ) = exp
(

π
√
δ2 − σ2

)

∫

Γ

sin
(

π
√
λ2 − δ2

)

π|λ− σ| ψ(λ)dλ, Re
√
δ2 − σ2 > 0 (7.3)

where σ 6∈ Γ
.
= (−∞,−δ) ∪ (δ,∞) and δ is an arbitrary positive number. The

formula (7.3) is valid for an arbitrary function ψ ∈ L2(R) such that supp ψ̂ ⊂
[−1, 1]. The support of the function φ is compact and hence is contained in
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a strip |u − a| ≤ r. Apply the interpolation method to the function ψτ (σ)
.
=

φ̂1(σ, τ) taking τ as a parameter and φ1(u, v)
.
= φ(ru+ a, v). We have φ̂1(σ, τ) =

exp(jar−1σ)φ̂(r−1σ, τ). The right side is known for |σ| > r|τ |. We set δ = r|τ |
and get for an arbitrary τ the equation

φ̂(σ, τ) = exp
(

πr
√
τ 2 − σ2

)

∫

λ2≥τ2

sin
(

πr
√
λ2 − τ 2

)

exp (ja(λ− σ))

π|λ− σ| φ̂(λ, τ)dλ

(7.4)
for an arbitrary σ, τ . Now we apply the inverse Fourier transform and recover
the function f .

Theorem 7.2 For an arbitrary function f ∈ L2(E) with compact support supp f ⊂
D+ the formulae

f(x, y) =
y

π2(1− x2 − y2)2

∫

2

exp(j(u(x, y)σ + v(x, y)τ))φ̂(σ, τ)dσdτ,

(7.2), and (7.4) give a reconstruction from the data Mf(A), A ∈YD.

7.3 Hemispherical integrals

Denote by Σ the set of all spheres in an Euclidean space E with the centers at the
hyperplane H0

.
= {xn = 0} and of hyperplanes orthogonal to H0. By S (a, r) ∈ Σ

denote a sphere with a center at a ∈ H0 and radius r > 0. For a finite function
f , supp f ⊂ E+

.
= {xn ≥ 0} define the hemispherical integral transform:

Mf(a, r) =

∫

S(a,r)

f(x) dS, (7.5)

where dS is a standard surface density in E. The following reconstruction method
is due to Fawcett [20] and Andersson [1].

Theorem 7.3 The function f can reconstructed from g (a, r) = Mf (a, r) , a ∈
H0 by the formula

f (x′, xn) =

∫

E∗

exp (ı (〈ξ, x′〉+ ηxn)) |η|
(

|ξ|2 + η2
)(n−2)/2

ĝ
(

ξ,
(

|ξ|2 + η2
)1/2
)

dξdη

where

ĝ (ξ, ρ)
.
=

∫ ∞

0

∫

H0

exp (−ı (〈ξ, a〉+ ρr))Mf (a, r) dadr

122



Fawcett’s representation through the back-projection operator is, in fact,
equivalent to the above one.

We can reconstruct the function by applying an appropriate factorable map-
ping. Take another Euclidean space F with coordinates y = (y1, ..., yn) and
consider be the unit ball B

.
= {|y| < 1} in F. Define the mapping B : E+ → B

given by

B : x 7→ y =

(

2x1
1 + x2

, . . . ,
2xn−1
1 + x2

,
1− x2

1 + x2

)

, x2 = |x|2 .

Denote by L (p, ω), ω ∈ F,|ω| = 1, p ∈ R the hyperplane {〈ω, y〉 = p} in F. It has
nonempty intersection with B if and only if |p| < 1. We denote the set of such
hyperplanes Λ.

Proposition 7.4 For any sphere S ⊂ E orthogonal to H = ∂E+ the image L =
B (S ∩ E+) is a hyperplaneL in F. The mapping B : Σ→ Λ is factorable for the
family Σ of spheres orthogonal to H with the jacobian factors

jB (x) =
2nxn

(1 + x2)n
, JB (S (a, r)) =

(

1− p2
)−1/2

(7.6)

J The equation 〈ω, y〉 = p is equivalent to

n−1
∑

1

(

xi −
ωi

p+ ωn

)2

+ x2n =
1− p2

(p+ ωn)
2 ,

which yields

S (a, r) = B−1 (L (ω, p)) , ω = (ω′, ωn) , a =
ω′

p+ ωn

, r =
(1− p2)

1/2

|ωn + p|

where the vector (p, ω) is defined up to sign from data (a, r) . If p → −ωn, the
sphere S (a, r) tends to a hyperplane with the normal vector (ω ′, 0) orthogonal to
H0. The inverse mapping is given by

B−1 : y 7→ x = (x′, xn) , x
′ =

y′

1 + yn
, xn =

√

1− y2

1 + yn

The half-space E+ with the metric dσ2
E

.
= x−2n ds2

E
is the Poincaré model of hy-

perbolic space of constant curvature. On the other hand, the ball B with the
metric

dσF

.
=
(

1− y2
)−1∑

dy2i +
(

1− y2
)−2
(

∑

yidyi

)2
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is the Beltrami-Klein model of the hyperbolic space. The mapping B is the
isometry with respect to these metrics, see [13]. It follows that

(

B−1
)∗ (

ds2
E

)

= x2ndσ
2
E
= x2ndσ

2
F
= (1 + yn)

−2
[

∑

dy2i +
(

1− y2
)−1
(

∑

yidyi

)2
]

which means that this metric is equal to
∑

dx2i =
∑

gijdyidyj, g
ij = (1 + yn)

−2
[

δij +
(

1− y2
)−1

yiyj

]

∑

dy2i =
∑

gijdxidxj, gij = (1 + yn)
2 [δij − yiyj

]

It follows that
dy =

(

1− y2
)1/2

(1 + yn)
n dx

The equation 〈ω, y〉 − p = 0 defines the hyperplane L (ω, p) in F and the sphere
S (a, r) in E. Therefore

dSy (L (ω, p))

dSx (S (a, r))
=
|∇y 〈ω, y〉|
|∇x 〈ω, y〉|

dy

dx

where |∇y 〈ω, y〉| = 1 and

|∇x 〈ω, y〉|2 =
∑

gijωiωj = (1 + yn)
2
[

∑

ω2i − 〈ω, y〉2
]

= (1 + yn)
2 (1− p2

)

Finally

dSy (L (ω, p))

dSx (S (a, r))
=
(

1− y2
)1/2

(1 + yn)
n−1 (1− p2

)−1/2
= jB (x) JB (a, r)

which agrees with (7.6). I

Corollary 7.5 For a function f : E+ → C we have

Rf ∗ (ω, p) = JB (a, r)M (f) (a, r)

where f ∗ (y) = φ (B−1 (y)) , φ
.
= j−1B f and R means the Radon transform in F.

Theorem 7.6 The Funk transform defined on the variety Σ of hemispheres in
E+ orthogonal to H can be inverted by means of the inversion of the Radon
transform in the unit ball B :

f = jBR
]

(

− H
2π

∂

∂p

)n−1
JBMf

Any other inversion formula can be applied.

The Plancherel Theorem and range conditions can be translated for the Funk
transform on the family of hemispheres S by the same reduction.
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7.4 Limited data

Let B be the unit ball in E, denote by B+ = B ∩E+ the half-ball. For functions
f supported in B+ there is one method of reduction to the Radon transform.
Take another Euclidean space F of dimension n and consider the interior Q of
the one-fold hyperboloid {q(z) ≥ 1, zn > 0} ⊂ F, where

q(z) = z2n − z21 − · · · − z2n−1, (7.7)

Consider the mapping Q : B+ → F given by

x 7→ z =

(

2x1
1− x2

, . . . ,
2xn−1
1− x2

,
1 + x2

1− x2

)

.

The mapping Q is an invertible mapping from B+ onto Q. If S = S (a, r) is a
sphere in E which is orthogonal to H0, then L

.
= Q (S) is a hyperplane in F. We

have L = L (ω, p) where

a =
ω′

p+ ωn

, r =

√

p2 − q (ω)

p+ ωn

(7.8)

and we assume that p+ ωn > 0.

Proposition 7.7 The mapping Q is factorable for the family of spheres S or-
thogonal to H0 with the factors

jQ (x) =
2nxn

(1− x2)n
, JQ (S) =

(

p2 − q (ω)
)−1/2

(7.9)

where Q (S) = L (ω, p) .

J The map Q equals the composition of the map B introduced in the previous
section and the projective mapping P : y 7→ z = (y1/yn, ..., yn−1/yn, 1/yn) and
P is factorable for the family of hyperplanes L = B (S) , S ∈ Σ. We apply
Proposition 3.1 of Chapter 3. I

It follows that for any function f supported by E+ and the function f ∗ (z) =
φ (Q−1 (z)) , φ = j−1Q f, we can reduce the spherical transform to the Radon trans-
form as follows

Rφ (ω, p) =
(

p2 − q (ω)
)−1/2

Mf (a, r) . (7.10)

Proposition 7.8 If S b B+, then the intersection of L (ω, p) = Q (S) with Q is
compact and p > q (ω) and vice versa.
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J The inclusion S (a, r) b B+ means that |a|+ r ≤ 1. By (7.8) this is equiv-
alent to the inequality

|ω′|+
√

p2 − ω2n + |ω′|2 < p+ ωn

This implies that |ω′| < ωn and vice versa. The last inequality can be written in
the form q (ω) > 0 which means that the intersection L (ω, p) ∩Q is compact. I

Corollary 7.9 If the data of spherical integrals Mf (S) is available only for S b
B+, then we know from (7.10) data of the Radon transform of φ on all hyperplanes
L (ω, p) such that q (ω) > 0.

We can interpolate the Radon data for all ω ∈ Sn−1 by the method of Sec.5.3
and apply any inversion formula.

7.5 Spheres centered on a sphere

Let B be a ball in En of radius b and S = ∂B . Consider the family Σ (S ) of
spheres S (a, r) with centres a ∈ S . We shall reconstruct a function f defined in
E from the data Mf (S) for S ∈ Σ (S ) . The recosntructon is much easier if n is
odd. Given a density σ on S , we define for a function g = g (p, r) in S ×R+, the
spherical back projection to be a function in E

M∗g (x) =

∫

S

g (p, |x− p|)σ,

where σ is the Euclidean area density.

Theorem 7.10 [22]If n ≥ 3 is odd, then for any contunous function f and point
x ∈ B we have

f (x) =
(−1)(n−1)/2
8πn−1b

∆xM
∗
(

∂

∂r2

)n−3
1

r
Mf (7.11)

and

f (x) =
(−1)(n−1)/2
8πn−1b

∆xM
∗1

r

(

∂

∂r2

)n−3
Mf (7.12)

J Set s = r2, m = n− 3 and choose the origin in the centre of S . Write

M∗
(

∂

∂s

)m
1

r
Mf (x) =

∫

S

∫ ∞

0

∫

B

(

∂

∂s

)m
δ (|y − p| − r)

r
f (y) dy δ (|x− p| − r) drσ (p)
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We have

r−1δ (|y − p| − r) = 2δ
(

|y − p|2 − s
)

,

(

∂

∂s

)m
δ (|y − p| − r)

r
= 2δ(m)

(

|x− p|2 − s
)

,

since the integer m is odd and integrate

∫

δ(m)
(

|y − p|2 − s
)

δ (|x− p| − r) dr = δ(m)
(

|x− p|2 − |y − p|2
)

= δ(m)
(

|x|2 − |y|2 + 2 〈y − x, p〉
)

.

The right side is the pull back of the generalized function δ(m) (t) by the mapping
(y, p) 7→ t = |x|2 − |y|2 + 2 〈y − x, p〉 (see the definition of pull back in Sec.1.8).
This yields

M∗
(

∂

∂s

)m
1

r
Mf (x) = 2

∫

B

(
∫

S

δ(m)
(

|x|2 − |y|2 + 2 〈y − x, p〉
)

σ (p)

)

f (y) dy.

Now the argument of the Dirac function is linear in p and

δ(m)
(

|x|2 − |y|2 + 2 〈y − x, p〉
)

=
1

(2 |y − x|)m+1
δ(m) (〈ω, p〉 − z) , z =

|y|2 − |x|2
2 |y − x| , ω =

y − x

|y − x| .

(7.13)
which simplifies the integral over S :

∫

S

δ(m)
(

|x|2 − |y|2 + 2 〈y − x, p〉
)

σ =
1

(2 |y − x|)n−2
(

∂

∂z

)m ∫

S

δ (〈ω, p〉 − z)σ

The integral in the right side is equal to 2π(n−1)/2Γ ((n− 1) /2)−1 b (b2 − z2)
m/2

for
|z| < b. It follows that the derivative

(

∂

∂z

)m ∫

S

δ (〈ω, p〉 − z) σ (p) = (−1)km!
2π(n−1)/2b

Γ ((n− 1) /2)

is constant for |z| ≤ b. This yields

M∗
(

∂

∂s

)m
1

r
Mf (x) = (−1)k m!π(n−1)/2b

2n−4Γ ((n− 1) /2)

∫

f (y) dy

|y − x|n−2

The singular kernel is a fundamental solution for the Laplacian:

∆x |x− y|2−n = − 4πn/2

Γ (n/2− 1)
δ (x− y)
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This implies

∆M∗
(

∂

∂s

)m
1

r
M = (−1)k+1 m!π(n−1)/2b

2n−6Γ ((n− 1) /2)

πn/2

Γ (n/2− 1)
δ (x− y)

= (−1)k+1 24πn−1b δ (x− y) ,

since Γ ((n− 1) /2) Γ (n/2− 1) = π1/223−nm!, which yields (7.11).
To check the second formula, we write

M∗1

r

(

∂

∂s

)n−2
Mf =

∫

S

∫ ∞

0

∫

B

δ (|x− p| − r)

r

(

∂

∂s

)m

δ (|y − p| − r) f (y) dy dr σ (p)

= 2

∫

S

∫

B

∫ ∞

0

δ
(

|x− p|2 − s
)

(

∂

∂s

)m

δ (|y − p| − r) dr σ (p) f (y) dy

We have δ (|y − p| − r) dr = δ
(

|y − p|2 − s
)

ds, which implies that the inner in-
tegral is equal to

∫ ∞

0

δ
(

|x− p|2 − s
)

(

∂

∂s

)m

δ
(

|y − p|2 − s
)

ds = δ(m)
(

|x− p|2 − |y − p|2
)

= δ(m)
(

|x|2 − |y|2 + 2 〈y − x, p〉
)

We apply (7.13) and follow the previous arguments. This yields (7.12). I

7.6 Spherical mean transform

For an arbitrary continuous function f in an Euclidean space En the spherical
integral mean is defined by

Nf (S (a, r)) =
Γ (n/2)

2πn/2rn−1

∫

|x−a|=r

fdS.

The function Nf is defined in the space E× R+ where R+ stands for the closed
half-line; we have Nf (x, 0) = f (x) . The spherical mean transform g

.
= Nf

satisfies the Darboux equation in E× R+ (see Chapter 8)

Dg
.
=

(

r
∂2

∂r2
+ (n− 1)

∂

∂r
− r∆x

)

g (x, r) = 0.

The reconstruction problem is as follows : to recover a function f from data of its
spherical mean transform Nf on the variety Σ ⊂ E×R+. If dimΣ = n, the data
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Nf (S) |Σ is not redundant. For reconstruction of the function f it is sufficient
to find out the solution of the Darboux equation at the hyperplane r = 0. The
principal part of the Darboux operator is equal to the wave operator r¤ where
¤ = ∂2r −∆x with the velocity 1. A hypersurface Σ ⊂ X is characteristic for the
Darboux (and for the wave) operator at a point (x, r) ∈ X, r > 0, if the principal
symbol vanishes on the conormal vector ν to Σ at x i.e., if ν2r − ν2x = 0, where
νx ∈ E and νr ∈ R are the components of ν.

We focus now on the special case: Σ = Σ (Y ) ; for a submanifold Y ⊂ S we
denote Σ (Y ) the submanifold of spheres in S tangent to Y.

Proposition 7.11 The variety Σ (Y ) is characteristic at each its point.

It follows that the reconstruction problem can be reduced to the characteristic
Cauchy problem: given a solution g of the Darboux equation is known on a
characteristic hypersurface, to find this solution on the boundary E × {0} . We
have then f (x) = g (x, 0) . We shall prove the following result:

Theorem 7.12 Let n be an odd integer and Y be an arbitrary closed submanifold
of En, H (Y ) be the convex hull of Y. Any sufficiently smooth function f can be
explicitly reconstructed in intH (Y ) from data Nf |Σ (Y ) as follows:

f (x) =

∫

Σ(Y )∩Σ(x)
KE (x, S)NEf (S) (7.14)

where KE (x, ·) is for any x ∈ intH (Y ) a distribution with compact support in
the manifold Σ (Y ) ∩ Σ (x) of spheres tangent to Y and containing x.
For n even and any compact domain D ⊂ En with smooth boundary Y the func-
tion f can reconstructed in D from data of Nf (S) for spheres S ⊂ D tangent to
Y.

The spherical mean transform satisfies the Darboux equation and our key
idea is to consider the reconstruction problem as a Cauchy problem with ”initial”
data on the characteristic variety Σ (Y ) . A solution u is uniquely defined from
knowledge of u|Σ (Y ); we need not to know the normal derivative of u. The
explicit reconstruction is done by application of the singular forward fundamental
solution for the adjoint Darboux operator supported by the future cone.

The propagator looks similar to the forward fundamental solutions for the
wave equation, however the order of singularity is different. In particular, for odd
n the propagator is a derivative of the delta-function supported by the ”future”
cone, i.e. it possesses strong Huygens property. In the case of even n it is a
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homogeneous function whose singularity on the cone is of integer order unlike the
wave propagator whose order is half-integer.

The chain Σ (Y ) ∩ Σ (x) in (7.14) is compact, which means that the radii of
spheres S ∈ Γ are bounded. In our case the spherical mean transform N can be
replaced here by the spherical integral transform by Mf (S) = |S|Nf (S) where
|S| is the area of a sphere S.

Theorem 7.13 Let Y be an arbitrary nonempty closed submanifold of S. An
arbitrary sufficiently smooth function f in S can be reconstructed in S from data
of spherical integrals MSf on Σ (Y ) as follows:

f (x) =

∫

Σ(Y )

KS (x, S)Mf (S) (7.15)

where KS (x, ·) is for any x ∈ S a distribution supported by Σ (Y ). For n odd KS

is supported by the set Σ (Y ) ∩ Σ (x) .

In the particular case Y is a point, the reconstruction problem is reduced to
inversion of the Radon transform in E by application of the geometric inversion
mapping J with the center in Y.

Let S be the unit sphere in En+1; consider the inverse stereographic projection
π : En → S with the centre (1, 0) , where

π (x) = (y0, y) , y0 =
|x|2 − 1

|x|2 + 1
, y =

2x

|x|2 + 1

The mapping π is conformal and π∗ (dσ) = (1− y0) ds where dσ, ds are line
elements in S respectively En. The image π (S) of an arbitrary sphere S in En is
a sphere in S, the image of a hyperplane H is a sphere in S through the center
(1, 0) of the projection π. Therefore MEf (S) = MSg (π (S)) for any sphere or
hyperplane S where g is a function in S and

f (x) = (1− y0)
n−1 g (π (x)) =

(

2

1 + |x|2
)n−1

g (π (x))

is a function in En. Therefore, inversion of the transform IE is equivalent to
inversion of IS, at least, for continuous functions f that fulfils the estimate f =
O
(

|x|1−n−ε) at infinity; then g is integrable on any sphere S ⊂ S. Any sphere S
divides S in two connected parts; we call ball each of them.
J Proof of Theorem 7.13. We deduce this result from Theorem 7.12. For a

subset G ⊂ S and a point p ∈ S\G we denote by Hp (G) the convex hull of the
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set π−1p (G) in the vector space En where πp : E→ S\ {p} is the stereographic
projection with the centre p. Now we consider three cases:

The first case: dimY = n− 1. The hypersurface Y divides Sn in m connected
component, m ≥ 2. Take a center z in one of the components. Then f can be
reconstructed in any other component by means of Theorem 7.12.

The second case: Y is a k-sphere for some k, 0 ≤ k ≤ n− 1. In the case k = 0
we apply inversion with the center in a point y ∈ Y and reduce the problem to
inversion of the Radon transform. The case k ≥ 1 can be done by easy arguments.

The third case: Y is not a sphere and dimY < n − 1. Then for almost all
points p ∈ Sn, Y is contained in no n−1-sphere through p. Applying the inversion
with the centre p, we can asume that Y is contained in no hyperplane.

Lemma 7.14 For any point z ∈ S\Y there exists a point p ∈ S such that z ∈
Hp (Y ) .

By Theorem 7.12 the function f can be reconstructed in Hp (Y ) and therefore
in any point z. This completes the proof of Theorem 7.13.

J Proof of Lemma. First take a centre p such that the convex hullK
.
= Hp (Y )

is not contained in a hyperplane, i.e. K is a n-body. For a point b ∈ ∂K we denote
by Cb the open asymptotic cone of the convex body K. It is easy to see that if a
point q ∈ S\K approach b, the set Hq (Y ) tends to Cb, hence the reconstruction
is possible in Cb. Then we note that for any convex n-body K we have

∪b∈∂KCb = E

This implies a recosntruction in E ' S\ {p} . Taking another centre p′ we get a
reconstruction in the point p. I

7.7 Characteristic Cauchy problem for the Dar-

boux equation

To prove Theorem 7.12 we consider the Cauchy problem for Darboux operator
with initial data on the characteristic variety Σ (Y ). To clarify the idea, let us
consider the general second order equation

a (y,D) u = 0 (7.16)

in an open set U in an Euclidean space En.
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Proposition 7.15 Let K be a compact in U with smooth boundary Γ, x ∈ K\Γ
and F be a solution to a∗F = δx defined in a neighborhood of K such that the
restriction Fx|Γ is well defined as distribution on Γ. An arbitrary solution u can
be reconstructed in the point x from data u|S provided S ⊂ Γ is a characteristic
hypersurface for a and suppFx|Γ b S.

J Take a smooth function φ in U such that φ ≥ 0 in K, φ < 0 in U\K and
|∇φ| = 1 on Γ. The composition θ = Θ(φ) is the indicator function of R+ where
Θ (t) = 1 for t ≥ 0 and Θ (t) = 0 otherwise. Write

u (x) = δx (θu) =

∫

W

a∗ (F ) θudVy =

∫

W

Fa (θu) dVy

By the Leibniz formula

a (y,D) (θu) = θa (y,D) u+
∑

i

θia
(i) (y,D)u+

1

2

∑

i,j

θi,ja
(i,j) (y,D) u

where θi = ∂iθ, a
(i) (x,D) is the differential operator with symbol a(i) (x, ξ) =

∂a (x, ξ) /∂ξi;the operator ai,j is defined similarly. The first term vanishes in
virtue of (7.16), the second and the third terms are supported in Γ. We have
θi = φi δ (φ) where δ is the delta-function, hence, the second term is equal to
δ (φ)φia

(i) (y,D) u. Write a = a2+ a1+ a0 where aj is a homogeneous differential

operator of order j. Then φia
(i) (y,D) = τ + a1 (φ) , where τ = φi (y) a

(i)
2 (y,D) is

a vector field. We have τ (φ) = φia
(i)
2 (y,∇φ) = 2a2 (y,∇φ) = 0 in S, since S is

characteristic. This means that τ is tangent to S. We have further

θi,j = φiφjδ
′ (φ) + φi,j δ (φ) ,

1

2

∑

θi,ja
(i,j) (y,D) = a2 (y,∇φ) δ′ (φ) + a2 (y,D) (φ) δ (φ)

The first term vanishes in S since a2 (y,∇φ) = 0. This yields

Fa (θu) = (τ + α) uFδ (φ)

where α
.
= a1 (φ) + a2 (φ).

The product Fδ (φ) is well defined as a distribution on Γ by the condition
which yields

u (x) =

∫

Γ

(τ + α) uFδx (φ) dVy =

∫

S

(τ + α) uFdS

where dS = dV/dφ is the Euclidean surface area element in Γ. The integral
depends only on u|S, since S contains a neighborhood of the support of the
distribution Fδ (φ) . I
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Proposition 7.16 Let U ⊂ En be a bounded open set with smooth boundary ∂U ,
x ∈ U, Γ is an open subset of ∂U and F is a distribution in U that fulfil the
conditions
(i) A∗F = δx,
(ii) suppF ∩ ∂U b Γ,
(iii) the trace F |Γ is well defined as a distribution in Γ and
(iv) Γ is a characteristic hypersurface for A. Then an arbitrary sufficiently smooth
solution u of (7.16) can be reconstructed in x from data of u|Γ.

J Take a smooth function φ in En such that φ ≥ 0 in U, φ < 0 in Rn\U and
dφ 6= 0 on Γ. The composition Φ = θ (φ) is the indicator function of U where
θ (t) = 1 for t ≥ 0 and θ (t) = 0 otherwise. By (i) we have

u (x) = δx (Φu) =

∫

W

A∗ (F ) Φu =

∫

W

F A (Φu)

and A = A2 + A1 + A0 where Aj is a homogeneous differential operator of order
j. By the Leibniz formula

A (y,D) (Φu) = ΦA (y,D) u+B (y,∇Φ,∇u) + u [A2 (y,D) + A1 (y,D)] Φ

where 2B (y, ξ, η)
.
= A2 (y, ξ + η) − A2 (y, ξ − η) is the symmetric bilinear form

in ξ and η such that B (y, ξ, ξ) = 2A2 (y, ξ). The first term vanishes in virtue
of (7.16), the second and the third terms are supported in ∂U. We have ∇Φ =
∇φ δ0 (φ) where δ0 is the Dirac function of one variable and B (y,∇Φ,∇u) =
B (y,∇φ,∇u) δ0 (φ) . The operator b = B (y,∇φ,∇·) is a tangent field such
that bφ = B (y,∇φ,∇φ) = 2A2 (y,∇φ) . The right side vanishes in Γ since
of (iv). This means that the field b is tangent to Γ. Any integral curve of
b is a bicharacteristic of A. We have A1Φ = A1 (y,D ) (φ) δ0 (φ) and A2Φ =
A2 (y,∇φ) δ′0 (φ) + A2 (y,D) (φ) δ0 (φ) . Because of (iv), the function A2 (y,∇φ)
vanishes in Γ; finally

A (y,D) (Φu) = (bu+ au) δ0 (φ) , a = (A2 + A1) (φ)

According to (ii) and (iii), the product Fδ0 (φ) is well defined as a distribution
on ∂U supported in Γ which yields

u (x) =

∫

∂U

(b+ a) (u) δ0 (φ)F =

∫

Γ

(b+ a) (u)
F

dφ
. I (7.17)

J Proof of theorem 2.12. The operator

A = rD = r
∂2

∂r2
+ (n− 1)

∂

∂r
− r∆x
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is well defined in the space E × R. Fix a point x ∈ supp f and shape a do-
main U ⊂ E × R+ that contains the point (x, 0) as follows. Take an arbitrary
vector z ∈ E\ {0} and consider the family of spheres S (tz + x, t) , t ≥ 0. The
set Ex (z)

.
= ∪t≥0S (tz + x, t) is equal to E if |z| < 1 and contains the cone

Kz
.
= {y; (y − x, z) > ε |y − x|} in the case |z| ≥ 1 where ε2 = |z|2 − 1. If ε is

small, the cone Kz is close to an open half-space whose boundary contains x.
The point x is in the interior of the convex hull of Y which implies that cone Kz

meets Y for any z in the ball B
.
=
{

|z|2 ≤ 1 + ε2
}

, if ε is sufficiently small. For
small t the sphere S (tz + x, t) does not meet Y, hence, for some t it is tangent to
Y , i.e. S (tz + x, t) ∈ Σ (Y ) . Let t (z) > 0 be the minimal t that possesses this
property. The function z 7→ t (z) is continuous in B, moreover it is Lipschitz con-
tinuous. Consider the hypersurface Γ (x)

.
= {y = x+ t (z) z, r = t (z) , z ∈ B} in

E × R+. It is Lipschitz continuous, smooth, except for a subset of zero measure
area (centers of curvature of Y ) and is contained in Σ (Y ) . Extend the function
t (z) to a positive continuous function in E that is smooth in E\B and satisfies
t (z) = |z|−1 at infinity. Consider the domain

U (x)
.
= closure

{

(y, r) ; 0 ≤ r ≤ t

(

y − x

r

)}

⊂ E× R+

The intersection U∩E×{0} contains 1-neighborhood of x and Γ (x) ⊂ ∂U (x) . Let
F be the singular fundamental solution for A; set Fx (y, r) = Fn (y − x, r) . This
kernel fulfils the condition (ii), since the support of Fx is contained in the future
cone V + x. This cone is the union of all rays starting from x. The hypersurface
Γ (x) is transversal to the cone V + x and we can see from explicit formulae of
next sections that the trace of Fx on Γ (x) is well defined. This implies (iii). Thus
all the conditions of Proposition 7.16 are fulfilled. The equation (7.17) gives the
reconstruction for Nf (x, 0) = f (x) :

f (x) =

∫

Γ(x)

[

2r
(

φ′r∂r −
〈

φ′y,∇y

〉)

+ Aφ
]

Nf (y, r)
Fx (y, r)

dφ
(7.18)

The field φ′r∂r − 〈φ′x,∇x〉 is tangent to any ray. I

7.8 Fundamental solution in odd dimensions

The adjoint Darboux operator is

A∗ = r
∂2

∂r2
+ (3− n)

∂

∂r
− r∆x
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We call a distribution Fn in E×R singular fundamental solution for A∗ if A∗Fn =
δ0,0 where δ0,0 = δ0,0 (x, r) is the delta-distribution at the origin and suppF ⊂
E× R+.

Theorem 7.17 For arbitrary n > 2 there exists a singular fundamental solution
Fn.

J Note that A∗ = rn−2Ar2−n. Consider the restriction of the operator A
to functions that depends only on the coordinates s = r2, σ = |x|2 . We have
∂r = 2r∂s, ∂ρ = 2ρ∂σ and

A = r (2r∂s)
2 + (n− 1) 2r∂s − r

(

∂2ρ + (n− 1) ρ−1∂ρ
)

= 4r
(

s∂2s +m∂s − σ∂2σ −m∂σ
)

,

where m
.
= n/2. Note that A∗ = 4rn−1Dr2−n, where D

.
= (4r)−1A = s∂2s +m∂s−

σ∂2σ −m∂σ. The equation A∗ (rn−2F ) = 0 follows from DF = 0. I
In the case n = 1 we need not to apply fundamental solution of A∗ since

the operator D is regular and coincides with D’Alembert’s. Anyway, the forward
propagator for A∗ is easy to write: F1 (x, r) = (2r)−1 θ (r2 − x2) . This function
can be seen as a particular case of the general formula (7.19) below where m =
n/2.

Theorem 7.18 For odd n ≥ 3 the distribution

Fn =
(−1)m−1/2

2πm−1/2 (m− 1) (m− 2) ... (1/2)
rn−2+ δ(n−2)

(

r2 − |x|2
)

dxdr (7.19)

is a singular fundamental solution for A∗.

J We have

Dδ(n−2) =
(

s∂2s +m∂s − σ∂2σ −m∂σ
)

δ(n−2) (s− σ)

= (s− σ) δ(n) (s− σ) + 2mδ(n−1) (s− σ)

= −nδ(n−1) (s− σ) + 2mδ(n−1) (s− σ) = 0

By arguments of (7.22) we conclude that A∗Un = (2− n) δ (r)Un for the distri-
bution Un

.
= rn−2+ δ(n−2)

(

r2 − |x|2
)

dx. Calculate the product δ (r −√s)Un, s > 0

δ
(

r −
√
s
)

Un (ψ) = sm−1δ(n−2)
(

s− |x|2
)

(ψ)

= (2γn)
−1 sm−1 (∂σ)

n−2 (σm−1S√σ (ψ) dσ
)∣

∣

σ=s
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This implies

δ (r)Un (ψ) = lim
s→0

δ
(

r −
√
s
)

Un (ψ) = (2γn)
−1 (m− 1) (m− 2) ... (2−m)S0 (ψ)

= bnψ (0)

where bn = (2γn)
−1 (m− 1) (m− 2) ... (2−m) . This yields

A∗Un = γ−1n (m− 1) (m− 2) ... (1−m) δ (x) dx

which proves (7.19). I

7.9 Even dimensions

Suppose that the number n = 2m is even. First, consider the generalized function
T (s, σ) = σ+ (s− σ ± 0ı)1−n in E×R where σ = |x|2 , s = r2. We have for r > 0

DT = sT ′′ss − σT ′′σσ +mT ′s −mT ′σ (7.20)

= nT ′σ + cns
1−nδ0 (σ)− nT ′σ + cn−1s

1−nδ0 (σ)

= − (n− 2) (n− 2)!s1−nδ0 (σ)

For a test function φ in E we denote µ (σ) = Mφ
(

0, σ1/2
)

= γn
∫

φdω where M
is again the spherical means transform. We have then 2Mφdx = σm−1µdσ and

DTndx (φ) = − (n− 2) (n− 2)!s1−nδ0
(

σm−1µ
)

= 0

since δ0 (σ
m−1µ) = 0 for m > 1, otherwise n − 2 = 0. Thus we have DTndx = 0

hence the distribution Un
.
= rn−2+ Tdx fulfils A∗Un = 0. We have

2 (n− 2)! γnUn (φ) = (n− 2)! sm−1 (s− σ ± 0ı)1−n (σm−1µ (σ) dσ
)

= sm−1
∫ ∞

0

ln (s− σ ± 0ı)ψ(n−1)dσ + ψ(n−2) (0) ln s

+
n−2
∑

k=1

cks
m−1−kψ(n−2−k) (0)

where ψ (σ)
.
= σm−1µ (σ) and ck

.
= (−1)k−1 (k − 1)!, k = 1, 2, ... The only term

with k = m − 1 gives non trivial contribution as s → +0, which equals to
cm−1 (m− 1)!µ (0) . Therefore

Un → bnδ (x) dx (7.21)
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where bn
.
= (−1)m (2γn)

−1 (m− 2)! (m− 1)!. By (7.20)

A∗ (Un) = r0+A
∗rn−2Tdx+ 2rδ (r) ∂rUn + rδ′ (r)Un + (3− n) δ (r)Un

= rn−1+ DTdx+ (2− n) δ (r)Un = (2− n) δ (r)Un (7.22)

since rδ′ (r)Un = −δ (r)Un − rδ (r) ∂rUn. By (7.21) the right side is equal to
(2− n) bnδ (x) δ (r) dx. This yields

Theorem 7.19 For even n = 2m ≥ 4 the distribution

Fn (ψ) =
(−1)m−1

2πm (m− 1)!

∫ ∞

0

(

r2 − ρ2 ± 0ı
)1−n

Mψ (0, ρ) rn−2dr

is a singular fundamental solution for the operator A∗ where ψ is a test function
in E× R, or formally

Fn (x, r) =
(−1)m−1

2πm (m− 1)!
rn−2+

(

r2 − |x|2
)1−n

dxdr

In the case n = 2 the right side has logarithmic asymptotic:

γ−12 F2 (ψdx) =

∫ s

0

Mψ
(

0, (s− σ)1/2
)

lnσdσ + ψ (0) ln s

= (ψ (0) + o (1)) ln s

which yields

F2 (x, r) = (2πδ (x) + o (1)) ln r dx as r → +0

Therefore (7.22) reads

A∗
(

r0+Fn

)

= rδ0 (r) ∂rFn → 2πδ (x) δ (r) dx

which implies

Theorem 7.20 The distribution

F2 (x, r) =
1

2π
r0+
(

r2 − |x|2
)−1

dxdr

is a singular fundamental solution for A∗ in E2 × R+.

137



Let D (R) be the space of test densities in the real line. An arbitrary element
of this space has the form ψ = φdσ where φ = φ (σ) is a test function. Define
the family of functionals T k on D (R) that depend on the parameter s > 0 and
on the natural parameter k. We set for natural k:

T k (s;ψ)
.
=

∫ ∞

0

φ(k) (s− σ) ln (σ ± 0ı) dσ + φ(k−1) (0) ln s+
k−1
∑

i=1

ciφ
(k−1−i) (0) s−i

where ci
.
= (−1)i−1 (i− 1)!, i = 1, 2, ... (for k = 1 the last sum is absent).

Proposition 7.21 The above function satisfies the equations

(

T k
)′
s
+
(

T k
)′
σ
= ckδ0s

−k, (7.23)

s
(

T k
)′′
ss
− σ

(

T k
)′′
σσ

= (k + 1)
(

T k
)′
σ
+ ck+1δ0s

−k

J We have

(

T k
)′
s
(ψ) =

∫ s

0

φ(k+1) (s− σ) lnσdσ + φ(k) (0) ln s+
k
∑

i=1

ciφ
(k−i) (0) s−i

since ln (s)′ = s−1 and c1 = 1,

(

T k
)′
σ
(ψ) = −

∫ s

0

φ(k+1) (s− σ) ln (σ) dσ − φ(k) (0) ln s−
k−1
∑

i=1

ciφ
(k−i) (0) s−i

which imply (7.23). Further,

s
(

T k
)′′
ss
(ψ) = s

∫ s

0

φ(k+2) (s− σ) lnσdσ + φ(k+1) (0) s ln s+
k
∑

0

ci+1φ
(k−i) (0) s−i

and

σ
(

T k
)′′
σσ

(φ) = T k
(

(σφ)′′
)

=

∫ s

0

φ(k+2) (s− σ) (s− σ) lnσ dσ + (k + 2)

∫

φ(k+1) (s− σ) lnσdσ

+ (k + 1) φ(k) (0) ln s+
k−1
∑

1

(k + 1− i) ciφ
(k−i) (0) s−i

138



Therefore

s
(

T k
)′′
ss
(φ)− σ

(

T k
)′′
σσ

(φ)

= s

∫

φ(k+2) (s− σ) ln σdσ + φ(k+1) (0) s ln s+
k
∑

0

ci+1φ
(k−i) (0) s−i

−
∫

φ(k+2) (s− σ) (s− σ) lnσdσ − (k + 2)

∫

φ(k+1) (s− σ) lnσdσ

− (k + 1) φ(k) (0) ln s−
k−1
∑

1

(k + 1− i) ciφ
(k−i) (0) s−i

=

∫

φ(k+2) (s− σ) σ lnσ dσ − (k + 2)

∫

φ(k+1) (s− σ) lnσdσ

− (k + 1)φ(k) (0) ln s− (k + 1)
k−1
∑

1

ciφ
(k−i) (0) s−i + ck+1φ (0) s

−k + φ(k) (0)

since ci+1 − (k + 1− i) ci = − (k + 1) ci for i ≥ 1. Integrating by parts yields

∫ s

0

φ(k+2) (s− σ) σ lnσdσ =

∫ s

0

φ(k+1) (s− σ) (ln σ + 1) dσ−φ(k+1) (s− σ) σ lnσ
∣

∣

s

0

=

∫

φ(k+1) (s− σ) lnσdσ + φ(k) (s)− φ(k) (0)− φ(k+1) (0) s ln s

Therefore
∫

φ(k+2) (s− σ) σ lnσdσ − (k + 2)

∫

φ(k+1) (s− σ) ln σdσ − (k + 1)φ(k) (0) ln s

= − (k + 1)

[
∫

φ(k+1) (s− σ) lnσdσ + φ(k) (0) ln s

]

− φ(k+1) (0) s ln s+ φ(k) (s)− φ(k) (0)

Finally

s
(

T k
)′′
ss
(ψ)− σ

(

T k
)′′
σσ

(ψ)

= − (k + 1)

[

∫

φ(k+1) (s− σ) ln σdσ + φ(k) (0) ln s+
k−1
∑

1

ciφ
(k−i) (0) s−i

]

+ ck+1φ (0) s
−k + φ(k) (s) = (k + 1)

(

T k
)′
σ
(ψ) + ck+1φ (0) s

−k + φ(k) (s) . I
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Chapter 8

Funk transform on algebraic

varieties

8.1 Problems

Let Y be a real vector space of dimension n + 1 and m be a natural number;
consider the space Pm of all nontrivial homogeneous polynomials of degree m ≥ 1
with real coefficients in Y. Write a polynomial a ∈ Pm as follows

a(x) ≡
∑

|i|=m

aix
i, where i = (i0, . . . , in) ∈ Zn

+.

The space is a real affine variety of dimension N =
(

m+n
n

)

. Any polynomial
a ∈ Pm defines the real algebraic cone {a (x) = 0} in Y. Choose a coordinate
system x = (x0, . . . , xn) in Y and consider the n-sphere S (Y ) = {

∑

x20 = 1}.
Denote by A ⊂ S (Y ) the intersection of this cone with the sphere; this is an
algebraic variety in S (Y ) .
Take an even smooth differential form ω of order n − 1 on S (Y ) and define

the Funk transform of ω on Pm as follows:

F (ω, a) = F (ω,A)
.
=

∫

A

ω, a ∈ Pm. (8.1)

Here we suppose that the form ω vanishes in a neighborhood of all singular
points of A. Choose an orientation of Y ; it generates the orientation of the sphere
S (Y ) and an orientation of A by means of the form da. We have da (−x) =
(−1)m da (x) . If n + m is odd, the antipodal mapping x 7→ −x preserves the
orientation of A and the projective variety AP

.
= A/Z2 is oriented. Then the

integral (7.17) is well defined for any n − 1-form ω in the projective space X
.
=
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P (Y ) = S (Y ) /Z2. If n + m is even, the projective variety A is not orientable.
The integral (8.1) is defined for any even form ω in X

.
= S (Y ) . Note that in

both cases F (ω, λa) = signλF (ω, a) for any λ 6= 0. There are two problems of
inversion for this transform:

Reconstruction problem: to find the form dω from data of integrals F (ω,A)
for a sampling of polynomials a of order m. Note that in the case suppω b Rn

the information contained in the data of F (ω,A) depends only on dω, since the
integrals vanish on exact forms ω = dν.
To avoid the redundance we need to assume that Γ is a pencil, that is a

n-parametric family.
Torelli problem: to recover the hypersurface A from knowledge of F (ω,A)

for a sampling of forms ω. These problems relate to the
Range problem: to describe the space of functions a 7→ F (ω, a) that appear

for various ω.
Denote by Dm the discriminant subset of Pm, that is the set of polynomials a

such that A has, at least, one real singular point.

Proposition 8.1 For any smooth form ω in X such that n +m + p(ω) is odd,
the function F (ω,A) is smooth in Pm\Dm and has continuous extension to Pm.

J The first statement is obvious. Take A0, A ∈ G. Then F (ω,A)−F (ω,A0) =
∫

B
dω, where B ⊂ X is the open set with boundary ∂B = A−A0. The right side

is bounded and depends continuously on B and therefore on A. This implies the
second statement. I

8.2 Special cases

The above problems can be easily solved in the following simple cases:
Hyperplanes. Take, first m = 1, a (x) =

∑n
0 a

ixi. The Funk transform
F (ω, a) =

∫

H(a)
ω is well defined for hyperplanes H (a)

.
= {a (x) = 0} in the

projective space Pn for even n. The function F is odd: F (ω,−a) = −F (ω, a) for
any n− 1-form ω. If n is odd, the hyperplane in Pn is not oriented and we define
the Funk transform by the integral of an even form ω in the sphere Sn over the
hyperplane H (a) ⊂ Sn. The integral is again an odd function of a. Consider the
inversion problem.

Proposition 8.2 The form dα can be uniquely reconstructed from data of Fα (H)
for all hyperplanes H ⊂ V if the coefficients of the forms α and dα are integrable
in Y .
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J Let H be a hyperplane with an orientation and V (H) be a half-space in Y
bounded by H. We have by Stokes’

∫

V (H)

dα =

∫

H

α

Choose an Euclidean structure in Y ; let dY be the volume element in this struc-
ture. Write dα = φdY for a function φ and setH = H (ω, p) . Taking p-derivative,
yields

∂

∂p

∫

H(ω,p)

α =

∫

H(ω,p)

φdY = Rφ (ω, p)

We recover the function φ by means of inversion of the Radon transform. I
Now we discuss the range problem.

Theorem 8.3 For an arbitrary smooth odd function g defined on the dual sphere
S∗, there exists a smooth n− 1-form ω on S such that F (ω, a) = g.

J Any point a ∈ S∗ defines the hemisphere S (a) = {〈a, x〉 ≤ 0} in S. We
want to solve the equation

∫

S(a)

f (α) dS = g (a)

for an odd function f in S. For this we apply the Funk-Hecke theorem to the
function θ (t) = t0+ :

∫

S

θ (aα)Yl (α) dα = c (n, l)Yl (a) , a ∈ S∗

c (n, l) =
2πn/2

Γ (n/2)

∫ 1

0

C
(n−1)/2
l (t)

(

1− t2
)(n−2)/2

dt

where Yl are spherical harmonics. By [96] we find

c (n, 2k + 1) =MGλ
2k+1 (1) =

π1/2Γ (λ+ 1/2)

2Γ (k + λ+ 3/2) Γ (1/2− k)

where Gλ are Gegenbauer polynomials of order λ = (n− 1) /2 and M is the
Mellin transform. We have

c (n, 2k + 1) =
(−1)k Γ (n/2) Γ (k + 1/2)

2π1/2Γ (k + 1 + n/2)
∼ Cnk

−(n+1)/2
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as k →∞. Write
g (a) =

∑

gkY2k+1 (a)

The odd function
f (α) =

∑ gk
c (n, 2k + 1)

Y2k+1 (α)

solves the above equation. The coefficient gk/c (n, 2k + 1) decreases fast as k →
∞ since gk does so. Therefore f ∈ C

∞ (Sn) and

∫

Sn

fdS = g (a) + g (−a) = 0

Therefore there exists a even smooth n − 1-form ω in Sn such that dω = fdS.
We have

∫

H(a)

ω =

∫

∂S(a)

ω =

∫

S(a)

fdS = g (a) . I

This theorem solves the range problem for m = 1. The case m > 1 is open.
Linear pencil. Another simple case is the pencil Σ (F ) ⊂ Pm of hypersur-

faces which contain a fixed set F of p
.
= N − 1 − n points x1, . . . , xp. This is

a linear pencil in Pn,m of dimension n and therefore is equal to the envelope of
n + 1 hypersurfaces, say A0, . . . , An. This means that any A ∈ Σ is given by
the equation a = 0, where a

.
= c0a0 + · · · + cnan, and ai = 0 is an equation of

Ai. Now we change homogeneous coordinates to affine coordinates, for example
yi = ai(x)/a0(x), i = 1, . . . , n, in the set U

.
= Pn\A0 ∪D, where D is the zero set

of the Jacobian. Then any element of Σ may be given by the equation

1 +
∑

ξiyi = 0, (ξ1, . . . , ξn) ∈ Rn.

Hence we can reconstruct any function f ∈ C0(U) by the methods of Chapter 2.
If a function f does not vanish on D we can find its values by means of integral
asymptotic.
As an example we consider the integrals of a form ω over a pencil of con-

ics. Take a family of quadratic hypersurfaces q (x) = 0 in V. Fix N points
p1, ..., pN ∈ V in general position, where N = n (n+ 1) /2 and take the family
ΓN of quadrics that contain these points: q (pj) = 0, j = 1, ..., N. The family of
quadratic functions q satisfying these equation is a vector Q space of dimension
n+ 1, hence the family ΓN has n parameters.
We show that the data Fω|ΓN is sufficient for reconstruction, at least, locally.

Choose a basis q0, ..., qn in Q; it defines the algebraic mapping q : V → Rn+1,
ξj = qj (x) , j = 0, ..., n. Consider the projective space Pn = P (Rn+1) and choose
an affine chart, say, the chartW ∼= Rn with coordinates y1 = ξ1/ξ0, ..., yn = ξn/ξ0.
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The mapping q : V \ {q0 = 0} → W is well defined; choose an open subset V ′ ⊂
V \ (q0 = 0) such that the mapping V

′ → W is an embedding. This means that
the functions yj = qj (x) /q0 (x) , j = 1, ..., n are coordinates in V

′. Any linear
equation a0 + a1y1 + ... + anyn = 0 is equivalent to a0q0 + ... + anqn = 0, i.e.
any hyperplane H belongs to the family ΓN . For an arbitrary form ω of degree
n − 1 such that suppω ⊂ V ′ all the hyperplane integrals are known. According
to Proposition 8.2 the form dω can be reconstructed from this data.

Wertgeim’s pencil. Following [103], we consider the case where n = m = 2,
and the pencil Σ of conic curves which are tangent to a given conic curve B in
two points and pass through a fixed point x0. Then we take the double covering
σ : D → P2, defined by the equation z =

√

b(x), where b(x) = 0 is an equation
of B. This covering is in fact a conic D in P2 and any curve A ∈ Σ is the
projection to P2 of the intersection D ∩ H, where H is a plane containing the
point z0 = (x0,

√

b(x0)). We identify any point z ∈ D with the line though z0 and
z, we get the canonical birational isomorphism D ' P2 such that plane sections
of D correspond to projective lines. Taking an unknown form ω on P2, we lift it
to a form σ∗(ω) on D and then to P2. Thus the data F (ω,A) coincide with the
Radon data of σ∗(ω) on the projective plane. Then we apply the method of the
first case.

8.3 Multiplicative differential equations

Consider now the general situation.

Theorem 8.4 The function F = F (ω, ·) satisfies the following system of differ-
ential equations in Pm\Dm

∑

ai
∂

∂ai
F = 0 (8.2)

(

∂

∂ai

∂

∂aj
−

∂

∂ak

∂

∂al

)

F = 0, if i+ j = k + l (8.3)

Characteristic variety of a differential system. Consider a system
of linear partial differential equations

aj (x,D) u = 0, j = 1, ..., s

with smooth coefficients in an open set U ⊂ V and one unknown function u. Fix
an integer k and consider the set of differential operators of order ≤ k of the form

a (x,D) =
∑

bj (x,D) aj (x,D)
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where bj are arbitrary differential operators with smooth coefficients. Take the
principal part Ak of order k of the operator a and consider it as a function Ak (x, ξ)
on the complex cotangent bundle T ∗

C
(U) . It is a smooth function of x which a

homogeneous polynomial of order k in the variables ξ = (ξ1, ..., ξn) ,in the fibre
T ∗
x of the cotangent bundle, T

∗
x ' Cn, n = dimV. Let N be the set of common

zeros of functions Ak (x, ξ) , k = 0, 1, 2, .... This is an analytic set in T
∗ (U) ; the

fibre Nx
.
= π−1 (x) of the mapping π : N → U is a complex algebraic cone in Cn.

The equation (8.2) express the fact that F is a homogeneous function of degree
zero. Describe the characteristic variety of this system. LetR be the real line dual
to R; C be the dual to C. Consider the Veronese mapping Verm : Cn+1 → C

N

given by the equations ξi = ηi, i = (i0, ..., in) , η ∈ Cn+1, or symbolically ξ = ηm.

Proposition 8.5 The characteristic variety of the system (8.3) in Pm is equal
to Pm × Verm

(

C
n+1
)

.

J The characteristic variety is defined by the system of quadratic equations
ξiξj − ξkξl = 0, for any i, j, k, l such that i+ j = k + l. This system implies that
ξi = ηi for some η ∈Cn+1. I
The characteristic variety V of the system (8.2-8.3) is an algebraic manifold in

the complex cotangent bundle T ∗
C
(Pm) = Pm ×C

N of the real algebraic manifold
Pm. The characteristic variety of (8.2) equals the hyperplane H

.
= {a ∈ Pm, ξ ∈

C
N ; 〈a, ξ〉 ≡

∑

aiξi = 0}. The characteristic variety J ⊂ T ∗
C
(Pm) of the system

(8.2-8.3) is equal to the intersection of
(

Pm × Verm
(

C
n+1
))

∩H.

Corollary 8.6 For an arbitrary point a ∈ Pm the fibre Ja of the characteristic
variety J is equal to the variety

Verm
(

C
n+1
)

∩Ha =
{

ξ; ξi = zi,
∑

aiz
i = 0

}

which isomorphic to the complex variety AC given in the parametric form ξi = zi,
|i| = m.

It follows that the system (8.2-8.3) is maximal, that is any linear differential
equation that is fulfilled by all the functions F (ω, ·) is a corollary of this system.
Moreover, this provides a method for solving Torelli problem: if we know enough
many functions of the form F (ω, ·) in a neighborhood of a point a to be identified,
we can recover the system of equations they satisfy. Taking the characteristic
variety of this system, we reconstruct the characteristic manifold and the fibre Ja

which gives the variety AC.
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Example 1. Let m = 2; the variety Verm
(

C
n+1
)

is equal to the intersection of
n (n+ 1) /2 quadrics. This implies that the function F satisfies to a system of
second order differential equations.
Example 2. Any solution y of the algebraic equation

amy
m + am−1y

m−1 + · · ·+ a0 = 0, m > 1,

is an analytic function of the coefficients a = {am, . . . , a0} in the set Rm+1\D
where D is the discriminant set of the polynomial a (t)

.
= amt

m+ ...+a0. Then y
k

satisfies the equations (8.2-8.3) for k = 1, 2, ... and also the nonlinear equations
are fulfilled

∂y

∂ai

∂y

∂aj
=

∂y

∂ak

∂y

∂al
, i+ j = k + l

which are the Eikonal equations for (8.3).

Proposition 8.7 For any point (a, ξ) ∈ Re J there exists a sequence of smooth
forms ωt, t = 1, 2, ... in X such that F (ωt) → v in D ′ (Pm\Dm) where v is a
distribution-solution of (8.2-8.3), such that (a, ξ) ∈WF (v).

J We have ξ = Verm(η) for some η ∈ Rn+1\0, a(η) = 0, and take ωt(x) =
|x|mδt/dxa, where δt, t → ∞ is a sequence of smooth distributions on X, which
tends to the delta-distribution at the point x = η and supp δt → {η}. The

function sequence F (ωt)̇ converges to a generalized function u on Pm which is
supported by the hypersurface S = {b ∈ Pm; b(η) = 0}. Hence WF (u) ⊃
N∗(S) = {(b, ξ); 〈b, ξ〉 = 0, ξ = ηm}. This implies that the set WF (u) contains
the covector (a, ξ).I
This assertion gives a method to solve the Torelli problem: if we know the

function F (ω,A) for an unknown point A but for enough many forms ω, we can
recover the variety Re Ja which is isomorphic to the cone over A.

Problem Is (8.2-8.3) the complete system of conditions of the range of the
Funk transform? The positive answer would mean that for any smooth function
F defined in a neighborhood of a point a0 ∈ Pm\Dm that satisfies this system,
there exists a n − 1-form ω in a neighborhood of P (A0) such that F = F (ω, a)
for all a close to a0.

8.4 Funk transform of Leray forms

Let Ω be a smooth n-form in an oriented n-manifoldX. The quotient υ = Ω/dxa is
a form such that dxa∧υ = Ω. This quotient called Leray form is well defined up to

147



a term da∧Ψ in a neighborhood of a nonsingular hypersurface A = {a (x) = 0} .
Choose the orientation of A by means of da. The integral

F (υ,A) =

∫

A

υ

is uniquely defined if supp υ ∩ A is a compact set. The function F (υ,A) is well-
defined for A ∈ Pm\Dm. It is a smooth (analytic) function of A if so is the form
Ω.

Proposition 8.8 For any smooth n− 1-form ω we have

∂

∂a0

∫

A

ω =

∫

A

dω

dxa
(8.4)

for any a ∈ Pm\Dm.

J Let a (x) =
∑

ajx
j; set A (t) = {

∑

aj (t)x
j = 0} where aj (t) = aj, except

for j = 0, and a0 (t) = a0 + t for small t. Then F (ω,A (t))− F (ω,A) =
∫

B(t)
dω,

where B (t)
.
= {0 ≥ a (x) ≥ −t} ⊂ X for t > 0 and B (t) = {−t ≥ a (x) ≥ 0}

for t < 0. We have ∂B (t) = A (t) − A. The right side is bounded and depends
continuously on t. By Fubini’s

∫

B(t)

dω =

∫ 0

−t

ds

∫

A(s)

dω

dxa

Taking derivative yields

d

dt
F (ω, a (t))

∣

∣

∣

∣

t=0

=
d

dt

∫

B(t)

dω

∣

∣

∣

∣

t=0

=

∫

A

dω

dxa
. I

Corollary 8.9 The integral of Leray form fulfils

∑

ai
∂

∂ai
F (υ, a) + F (υ, a) = 0 (8.5)

(

∂

∂ai

∂

∂aj
−

∂

∂ak

∂

∂al

)

F (υ, a) = 0, if i+ j = k + l (8.6)

J We can write Ω = dω in a neighborhood of suppΩ ∩ A for a smooth form
ω; apply (8.4) and (8.2-8.3) to ω. By commuting with ∂/∂a0 we get (8.5-8.6). I
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8.5 Differential equations for hypersurface inte-

grals

Theorem 8.10 Let X be a n-manifold, f be a smooth function in X × Ξ where
Ξ ⊂ Rm is open, such that dxf 6= 0. Then for any smooth n−1-form ω in X with
compact support and any point ξ ∈ Ξ the hypersurface integral

I (ω, ξ) =

∫

F (ξ)

ω, where F (ξ)
.
= {x; f (x, ξ) = 0} ,

satisfies the second order equation

P (ξ,Dξ) I
.
=
∑

pjk (ξ)
∂2I

∂ξj∂ξk
= 0 (8.7)

with some smooth coefficients pjk in Ξ provided

P (ξ,∇ξf)
.
=
∑

pjk (ξ)
∂f (x, ξ)

∂ξj

∂f (x, ξ)

∂ξk
= 0 (8.8)

and

(P (ξ,Dξ) f ) υ −
dxP (ξ,∇ξf) ∧ υ

dxf
= 0 (8.9)

in F
.
= {(x, ξ) ; f (x, ξ) = 0} where υ

.
= dω/dxf.

Corollary 8.11 If P (ξ,∇ξf) = 0 in F and P (ξ,Dξ) f = 0 in X × Ξ, then
P (ξ,Dξ) I = 0.

Remark. The conditions of Corollary are not invariant under replacing f by
g = hf, where h 6= 0, whereas the conditions of Theorem 8.10 are.
J Proof of Theorem 8.4. The function f (x, ξ) = a (x) is linear in ξi = ai, |i| =

m, which yields P (ξ,Dξ) f = 0 for an arbitrary second order operator P . The
equation ∂f/∂ξi = xi implies the system of equations in X × Ξ:

Pijkl (ξ,∇ξf)
.
=
∂f

∂ξi

∂f

∂ξj
−
∂f

∂ξk

∂f

∂ξl
= 0, i+ j = k + l

which have the form (8.8). The equations dxPijkl/dxf = 0 follow. Therefore (8.7)
gives (8.3).I

Lemma 8.12 Let ω be a n − 1-form in X × Ξ such that dω =
∑

dξi ∧ ωi in F

for some smooth forms ωi, |i| = m in X × Ξ. Then

∂

∂ξi
I (ω, ξ) = I (ωi, ξ) . (8.10)
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J Proof of Lemma. Choose a point η close to ξ and an oriented curve γ
that joins ξ and η. The n-chain F (ξ, η) = {F (ξ (t)) , ξ (t) ∈ γ, 0 ≤ t ≤ 1} ⊂ F

satisfies ∂F (ξ, η) = (F (η) , η)− (F (ξ) , ξ) and

∫

(F (η),η)

ω −

∫

(F (ξ),ξ)

ω =

∫

F (ξ,η)

dω =
∑

∫

F (ξ,η)

dξi ∧ ωi =
∑

∫ 1

0

dξi (t)

∫

F (ξ(t))

ωi

=
∑

(ηi − ξi)

∫

F (ξ)

ωi + o (|ξ − η|)

which implies (8.10) as η → ξ. I

J Proof of Theorem 8.10. By applying a partition of unity to ω, we reduce
the proof to the case when ω is supported by a compact set K ⊂ X covered by a
local coordinate system x1, x2, ..., xn such that ∂f (x, ξ) /∂x1 6= 0 for ξ in an open
set V ⊂ Ξ. Write dω = φdx1 ∧ dx

′; dx′
.
= dx2 ∧ ... ∧ dxn, where φ is a smooth

function in K, and set υ
.
= g−1φdx′, where g

.
= ∂f/∂x1. Then

dω = dxf ∧ υ = −dξf ∧ υ = −
∑

dξj ∧
∂f

∂ξj
υ (8.11)

in F since 0 = df = dxf + dξf . This yields by the Lemma

∂I (ω, ·)

∂ξj
= −I

(

∂f

∂ξj
υ, ·

)

, j = 1, 2, ...,m (8.12)

By (8.11) for any j

d

(

∂f

∂ξj
υ

)

= g−1
∂2f

∂x1∂ξj
dxf ∧ υ +

∑

k

∂2f

∂ξk∂ξj
dξk ∧ υ +

∂f

∂ξj
dυ (8.13)

where

dυ =
∂ (g−1φ)

∂x1
dx1 ∧ dx

′ + dξg
−1 ∧ φdx′

= dxf ∧ g
−1∂ (g

−1φ)

∂x1
dx′ − g−2

∑

k

∂2f

∂ξk∂x1
dξk ∧ φdx

′

We have dxf = −dξf in F which implies

dυ = −
∑ ∂f

∂ξk
dξk ∧ ψ − g−1

∑ ∂2f

∂ξk∂x1
dξk ∧ υ
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where ψ
.
= g−1∂ (g−1φ) /∂x1dx

′ = dxυ/dxf . Substituting in (8.13) yields

d

(

∂f

∂ξj
υ

)

= −g−1

[

∂2f

∂x1∂ξj

∑

k

∂f

∂ξk
dξk +

∂f

∂ξj

∑ ∂2f

∂x1∂ξk
dξk

]

∧ υ

+
∑

k

∂2f

∂ξk∂ξj
dξk ∧ υ −

∂f

∂ξj

∂f

∂ξj
dξk ∧ ψ

=
∑

k

dξk ∧

(

−g−1
∂

∂x1

(

∂f

∂ξj

∂f

∂ξk

)

υ +
∂2f

∂ξk∂ξj
υ −

∂f

∂ξj

∂f

∂ξk
ψ

)

=

∑

k

dξk ∧



−
dx

[

∂f
∂ξj

∂f
∂ξk

]

∧ υ

dxf
+

∂2f

∂ξk∂ξj
υ −

∂f

∂ξj

∂f

∂ξk
ψ



 (8.14)

where we took in account the equation

g−1
∂

∂x1

(

∂f

∂ξj

∂f

∂ξk

)

υ =
dx

(

∂f
∂ξj

∂f
∂ξk

)

∧ υ

dxf

Therefore by (8.12) and by (8.14)

∂2I (ω, ·)

∂ξi∂ξk
= −

∂

∂ξk
I

(

∂f

∂ξj
υ, ·

)

= I





dx

[

∂f
∂ξj

∂f
∂ξk

]

∧ υ

dxf
−

∂2f

∂ξk∂ξj
υ +

∂f

∂ξj

∂f

∂ξk
ψ, ·





where υ = dω/dxf, ψ = dxυ/dxf. Multiplying by pjk and taking the sum we
complete the proof. I

8.6 Howard’s equations

Consider the family of quadratic hypersurfaces Q = Q (a, y, t) in X defined as
follows

Q (a, y, t)
.
=
∑

aij (xi − yi) (xj − yj)− t = 0

Take a continuous function F in E with compact support and integrate it over
Q :

g (a, y, t) =

∫

Q=0

fdω

against the ”affine invariant” element dω that is equal to the Euclidean surface
area in any coordinate system x′ such that Q is the unit sphere, see [48]. This
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function, called conical mean of f, satisfies a system of differential equations with
respect to the parameters ξ = (a, y, t) ∈ RN where N = (n+ 1) (n+ 2) /2. One
equation follows from the homogeneity of the quadratic equation:

(

∑

aij
∂

∂aij
+ t

∂

∂t

)

g = 0 (8.15)

Now take the coordinates cij instead of aij, where {cij} = {aij}
−1. A.Howard’s

identity for elliptic Q reads:

∂

∂cij
g (a, y, d) =

d1−n/2

2

∫ b

0

tn/2−1
∂

∂yi

∂

∂yj
g (a, y, t) dt, i, j = 1, ..., n

It is equivalent to

2
∂2

∂t∂cij
h (a, y, t) =

∂2

∂yi∂yj
h (a, y, t) (8.16)

where h (a, y, t) = tn/2−1g (a, y, t) .

Corollary 8.13 The equations (8.16) hold for an arbitrary quadratic Q.

J First, we check that the function Q fulfils the equation

4
∂Q

∂cij

∂Q

∂t
=
∂Q

∂yi

∂Q

∂yj
(8.17)

since of

∂Q

∂cij
= −

∑

kl

aik (xk − yk) ajl (xl − yl) ,
∂Q

∂t
= −1,

∂Q

∂yi
= 2

∑

k

aik (xk − yk)

which is of the form (8.8). It follows that the function

R
.
= c−1/2Q, c = det {cij}

also satisfies (8.17) in the hypersurface {R = 0} . We have

∂2R

∂t∂cij
=
∂c−1/2

∂cij

∂Q

∂t
= c−3/2

bij
2
,

∂2R

∂yi∂yj
= c−1/2

∂2Q

∂yi∂yj
= c−1/22aij

where bij = caij is the complement to the element cij in the matrix {ckl} . This
implies the equation

4
∂2R

∂t∂cij
=

∂2R

∂yi∂yj
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This together with (8.17) yields (8.16) by Theorem 8.10. I
We want to exclude the derivatives with respect to cij for the family of quadrics

Q with a fixed homogeneous part Q (a, y, t)
.
= aij (xi − yi) (xj − yj) − t, aij =

aji = const . Instead of (8.15), we have

∑

cij
∂h

∂cij
= −

∑

aij
∂h

∂aij
= t

∂h

∂t
+
(n

2
− 1

)

h

Multiply (8.16) by cij and take the sum:

4
∂

∂t

(

t
∂

∂t
+
(n

2
− 1

)

)

h =
∑

cij
∂2

∂yi∂yj
h

Set t = r2 and get
∂2h

∂r2
+
n− 1

r

∂h

∂r
=
∑

cij
∂2h

∂yi∂yj

which is the Darboux equation for conics of arbitrary shape. In the case aij =
cij = δji the function h equals the spherical mean of f.

8.7 Herglotz-Petrovsky formulae

Let P (ξ1, ..., ξn) be a homogeneous polynomial of degree m > 0 with constant
real coefficients. Consider the differential operator

P (D) = P

(

∂

∂x1
, ...,

∂

∂xn

)

in X∗ = Rn. A fundamental solution of this operator is a generalized function
F that fulfils the equation PE = δ0. Suppose that the operator P is strictly
hyperbolic with respect to a covector τ, i.e. the polynomial Pτ (t)

.
= P (ξ + tτ)

has just m real different roots t1 (ξ) , ..., tm (ξ) if ξ 6= λτ, λ ∈ R. For any strictly
hyperbolic operator there is a fundamental solution E+ which is supported by
the half-space Hτ

.
= {〈τ, x〉 ≥ 0} (forward fundamental solution). The forward

fundamental solution is unique. It can be written by means of the Funk transform
of a semi-algebraic n− 1-form:

Theorem 8.14 Let P be a homogeneous differential operator of order m ≥ n ≥ 1
strictly hyperbolic with respect to a covector τ. The forward fundamental solution
can be written in Hτ for even n in the from:

E+ (x) =
1

jn−1 (m− n)!

∫

Γ

〈ξ, x〉m−n ln |〈ξ, x〉|
dξ

dP
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For an odd n

E+ (x) =
1

2jn−2 (m− n)!

∫

Γ

〈ξ, x〉m−n
+

dξ

dP

where Γ is an arbitrary n− 2-cycle in the cone Z
.
= {P (ξ) = 0} that meets each

generator of Z once and is properly oriented.

We can take for Γ the cycle Z ∩H (q, y) where y ∈ X, q 6= 0 and the hyperplane
H (q, y)

.
= {ξ; 〈ξ, y〉 = q} has no common points with Z at infinity. Take the

orientation of the cone Z by means of the form α
.
= dξ/d 〈ξ, y〉 |Z; note that this

orientation does not coincides with that of dξ/dP. The cycle Γ is oriented by
the form α/d 〈ξ, y〉 . Geometrically, Γ is the union of m/2 ovals (or semi-ovals)
oriented by means of projection to a big sphere in H (q, y) . The kernel 〈ξ, x〉m−n

+

can be replaced by 〈ξ, x〉m−n sgn 〈ξ, x〉 /2 since of

∫

Γ

〈ξ, x〉m−n dξ

dP
= 0.

Replacing the form dx/dP by the surface density dS/ |∇P | , we get the original
Herglotz-Petrovsky formulae.

J For a proof we take the expansion of the Dirac function in plane waves (2.5)
and solve the equation

P (D) g (〈ξ, x〉) ≡ P (ξ) g(m) (〈ξ, x〉) = ((〈ξ, x〉)− 0ı)−n

for each unit vector ξ. This equation can be solved by dividing by the symbol
P (ξ) and solving an ordinary equation. Any real root ξ0 of the symbol P (ξ) is
an obstruction. To avoid it we deform the unit sphere to a chain C by moving ξ
to ξ+ ıh(ξ)τ where h is a small smooth function supported by a neighborhood of
ξ0. Then we have P (ξ) 6= 0 in C and integrating along C we get a fundamental
solution E+ which vanishes for τ < 0. Combining contributions of the points x
and −x, yields the Theorem. I

Remark 1. The case m < n can be treated in the same way.

Remark 2. The forward fundamental solution is a tempered distribution in X;
it is supported by the ”future” cone Kτ which is the set of points y ∈ Hτ such
that H (0, y) has no common points with Z at infinity. To prove this fact one
can take an arbitrary point y ∈ X\Kτ and move the cycle Γ to infinity in the
complex algebraic cone ZC

.
= {P (ζ) = 0} , see more details in [84].
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8.8 Range of differential operators

Let V n be a vector space; the variety An−1 (V ) of affine hyperplanes H ⊂ V has
a structure of affine algebraic manifold. Moreover, the variety An−1 (V ) is affine
part of the closed algebraic manifold Pn that is dual to the projective completion
of V. Suppose now that V has Euclidean structure andW is an algebraic subman-
ifold of An−1 (V ) . If f is a function in V with compact support and we know the
integrals Mf (H) for only H ∈ W, which information on f can be reconstructed?
Example 3. Let n = 1 and we know only

∫

fdx. Then we can reconstruct the
function f modulo the subspace of functions g whose integral over V vanishes, i.e.
modulo the space of functions g = h′ where h is again a function with compact
support.
Example 4. Let n = 2 and we know all the integralsMf (H) for lines H parallel
to x-axes or to y-axes. Then we can recover f modulo the subspace of functions
of the form hxy where h has compact support.
Now we consider more interesting situation. Let q = q (ξ) be a homogeneous

polynomial in V ∗. Then the integral M [q (D) f ] (H) vanishes for any hyperplane
H = H (ω, p) such that q (ω) = 0 since integrating by parts yields for any λ ∈ R

∫

exp (ıλp) dp

∫

H(ω,p)

q (D) fdS =

∫

exp (ıλ (ω, x)) q (D) fdx

= q (−ıλω)

∫

exp (ıλ (ω, x)) fdx = 0

This implies that Mq (D) f (H) = 0. The inverse is also true. Let W ⊂ V ∗

be a real conic algebraic variety and I (W ) be the ideal of polynomials in V ∗

that vanishes on W. Let q1, ..., qr be a set of homogeneous generators of the ideal
I (W ) .

Theorem 8.15 If all the integrals Mf (H (ω, p)) , ω ∈ W, p ∈ R are known for
a smooth function f with compact support then this function can be recovered
modulo the subspace of functions of the form q1 (D) g1 + ... + qr (D) gr where
g1, ..., gr are smooth functions with compact support.

Example 5. Let dimV = 4 and W is given by q (ξ)
.
= ξ20 − ξ21 − ξ22 − ξ23 = 0.

The ideal I (W ) is generated by q. Therefore we can recover the function f from
data of integrals Mf (H (ω, p)) , q (ω) = 0 modulo functions of the form ¤g. In
particular, for solvability of the equation

¤g = f
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in the class of functions g with compact support it is sufficient (and necessary)
that Mf (H (ω, p)) = 0 for all ω, q (ω) = 0 and all p. Here ¤ = ∂20 − ∆ is the
wave operator.

8.9 Decreasing solutions of Maxwell’s system

Take the Maxwell’ system in vacuum instead of the wave operator

∇×H − E ′
t = j (8.18)

(∇, E) = ρ

∇× E +H ′
t = 0

(∇, H) = 0

We have used the Lorentz-Heaviside system of units to simplify the appearance.
The right sides (j, ρ) should satisfy the consistency equation

(∇, j) + ρ′t = 0 (8.19)

We are interested in which case this system has a solution (E,H) with compact
support. Note that there are no more than one such solution. Indeed, if ρ = 0, j =
0 any component of a solution fulfils the wave equation and vanishes everywhere
if has a compact support. For existence of the solution with compact support it
is necessary that current j and the charge ρ have compact support and fulfil the
consistency equation (8.19). This equation is not, however, sufficient. Introduce
the differential form in the space-time J = ρdt+ j1dx1 + j2dx2 + j3dx3.

Theorem 8.16 The conditions

R (dJ) (ω, p) = 0, ω = (ξ, τ) , |ξ|2 − τ 2 = 0, p ∈ R (8.20)

are necessary for the system (8.18) to have a solution (E,H) with compact sup-
port in the space-time. These conditions together with (8.19) are sufficient for
existence of such a solution.

Noether operators. Let A
.
= C [ξ1, ..., ξn] for some n and M be an A-

moduleM of finite type. Let p1, ..., pq be the set of all prime ideals in A associated

to M ([54]). A C-linear mapping δ : As →
∑q

1 [A/pj]
kj is called Noether operator

for M, if kj are some natural numbers, δ is a differential operator, N
.
= Ker δ is

a submodule of As and there is an isomorphism M ' As/N.
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Example 6. Let n = 1, M = A/
(

ξk
)

. Then the maximal ideal m is the only

ideal associated toM. The operator δ : A→ [A/m]k , a 7→
(

a (0) , a′ (0) , ..., a(k−1) (0)
)

is a Noether operator for M.
The following result was proved in [68]:

Theorem 8.17 Let

At p
→ As δ

→

q
∑

1

[A/pj]
kj

be an exact sequence of vector spaces where p is an A-morphism and δ is a dif-
ferential operator. Then δ is a Noether operator for the module M = Cok p and
for an arbitrary convex domain W ⊂ V the sequence of vector spaces

D t (W )
p
→ Ds (W )

δ
→

q
∑

1

[D (W ) /pjD (W )]
kj

is exact too. The same is true if one replaces D (W ) by the space E ′ (W ) of
distributions with compact supports.

Lemma 8.18 Let (K, d) be the Koszul complex over the polynomial algebra A =
C [z1, ..., zn] with the generators z1, ..., zn. Consider the mapping D : K → K⊕K
by a 7→ (da, d∗a) . The morphism

N : (b, c) 7→







d∗b+ dc mod z2

db
d∗c







is a Noether operator for D.

J We have NDa = (d∗d + dd∗) a = z2a. Vice versa, let N (b, c) = 0. Then
d∗b + dc = z2e for some e ∈ K. Set b0 = de, c0 = d

∗e. We have then N (b0, c0) =
z2e, hence, d∗b1 + dc1 = 0 for b1 = b − b0, c1 = c − c0. We have z

2b1 = d
∗db1 +

dd∗b1 = −ddc1 = 0 since of db1 = 0 . This implies b1 = 0 and similarly c1 = 0. I
J Proof of Theorem. Write Maxwell’s system in the relativistic form

d∗F = J, dF = I (8.21)

where F
.
=
∑

Eidt ∧ dxi +
∑

Fidxj ∧ dxk and d
∗ means the adjoint operator

with respect to Minkowski’s metric gij = εiδij, ε0 = 1, ε1 = ε2 = ε3 = −1; I is a
differential form of order 3 (it vanishes in the standard form of Maxwell’s system).
Applying Theorem 8.17 to the Noether operator N, yields that the conditions

d∗J = 0, dI = 0, dJ + d∗I = 0, mod¤
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are necessary and sufficient for solubility of (8.21) in the class of smooth forms
F with compact supports in V or currents with compact supports. The first
condition d∗J = 0 coincides with (8.19). If I = 0, the third condition is equivalent
to F (dJ) (ω) = 0 as ω belongs to the cone |ξ|2 − τ 2 = 0. Applying the inverse
Fourier transform along generators of this cone we come to (8.19). I

8.10 Symmetric differential forms

Let Σk (V ) be the space of smooth symmetric differential forms in a vector space
V of dimension n > 1. Choose a coordinate system x1, ..., xn in V ; a form f ∈ Σk

can be written as follows

f =
∑

fi1,....,ik (x) dxi1 ...dxik

where fi1,...,ik is a function V that is symmetric with respect to the indices; the
product dxi1 ...dxik is symmetric too. The number of independent components of
f is equal to

(

n+k−1
k

)

. Define the symmetric differential

Df =
∑

dfi1,....,ik (x) dxi1 ...dxik

=
∑

j1,....,jk+1

∑

π(i1,...,ik,j)=j1,...,jk+1

∂fi1,....,ik
∂xj

dxj1 ...dxjk+1

where the interior sum is taken over all substitutions π of k+1 elements. It defines
a linear operator D : Σk → Σk+1. Let Σk

0 be the space of smooth symmetric
forms with compact support. The image of the operator D : Σk

0 → Σk+1
0 can be

described in terms of an affine integral transform, see Sharafutdinov [93].
Consider the case k = 1 for simplicity. Then Σ2 is the space of section of the

bundle S2 (Ω) which is the symmetric square of the bundle S1 (Ω) of 1-forms in
V. Let Q2 be the space of section of S2 (Ω) ⊗ S2 (Ω) in V . The Saint-Vennan
operator is defined as follows

W : Σ2 → Q2; g 7→ Wg =
∑∑

(Wg)ij,kl dxidxj ⊗ dxkdxl,

(Wg)ij,kl =
∂2gik
∂xj∂xl

−
∂2gil
∂xj∂xk

−
∂2gjk
∂xi∂xl

+
∂2gjl
∂xi∂xk

in particular, for i = k, j = l

(Wg)ij,ij =
∂2gii
∂x2j

− 2
∂2gij
∂xi∂xj

+
∂2gjj
∂x2i

It is easy to check that WD = 0.
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Theorem 8.19 The sequence

Σ10
D
→ Σ20

W
→ Σ2,20 , (8.22)

is exact. Moreover, if Wg = 0 for a form g with compact support, there exists a
form f such that Df = g and supp f ⊂ H (supp g) .

J Let A = C [z1, ..., zn] be the algebra of polynomials in V ∗. To prove exactness
of (8.22), we check exactness of sequence of symbols of (8.22):

An d
→ AN w

→ AM

where N =
(

n+1
2

)

, M =
(

n2+1
2

)

,

(da)ij = ziaj + zjai,

(wb)ij,kl = zjzlbik − zjzkbil − zizlbjk + zizkbjl

Then exactness of (8.22) follows by Theorem 8.17. It is sufficient to check that
the equations (wb)ij,ij = 0 imply that b = da for some a ∈ A

n. These equations
are equivalent to

z2i bkk − 2zizkbik + z
2
kbii = 0

for arbitrary k 6= i. The first two terms are multiple of zi which yields that so
is bii, that is bii = 2ziai for some uniquely defined polynomial ai. We have also
bk = 2zkak for some ak ∈ A. Cancelling the factor 2zizk, we get the equation
bik = zkai + ziak which completes the proof. I

Remark. We have used only the ”diagonal” part of Saint-Vennan equations:
(Wg)ii,kk = 0.

Proposition 8.20 The equation wb = 0 is equivalent to the following condition
∑

bij (η) ξiξj = 0 for arbitrary points ξ, η ∈ V
∗such that (η, ξ) = 0

J Take an arbitrary point η ∈ V ∗ and set ξ = ηkel − ηlek where e1, ..., en is a
basis in V ∗. Then

∑

bij (η) ξiξj = bllηkηk + bkkηlηl − 2bklηkηl = (wb)kl,kl

The condition wb = 0 implies that the right side vanishes. The vectors ξ(kl) =
ηkel − ηlek are dense in the plane orthogonal to η, hence the left side vanishes
in this plane. Vice versa, if the left side vanishes for (ξ, η) = 0, it vanishes for
ξ = ξ(kl) which yields (wb)kl,kl = 0. According to the previous proof, this implies
that b ∈ Imd and wb = 0. I
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Theorem 8.21 For a symmetric form f with compact support in V the integral
equation

∑

∫

fij (x+ tξ) ξiξjdt = 0 (8.23)

is necessary and sufficient condition for existence of a form g with compact sup-
port fulfilling f = Dg. Moreover, supp g ⊂ H (supp f) .

J The condition (8.23) is equivalent to

∑

f̂ij (η) ξiξj = 0 as (ξ, η) = 0

for Fourier transforms f̂ij of the functions fij. According to Proposition the latter

is equivalent to wf̂ = 0. By Theorem 8.19 the last equation holds if and only if
the equation dĝ = f̂ has a solution g ∈ Σ10. By the inverse Fourier transform we
get Dg = f. I

Theorem 8.22 The sequence

Σ1
D
→ Σ2

W
→ Σ2,2

is also exact.

J We need only to check exactness of the dual sequence of symbols:

AM w∗

→ AN d∗
→ An

where

(d∗b)i =
∑

zjbij, (w
∗c)ij =

∑

zkzl (cik,jl − cil,kj − ckj,il + clj,ki)

We need to prove that the equation d∗b = 0 implies that b = w∗c for some
polynomial vector c. Consider, first, the case n = 2; the equation d∗b = 0 reads

z1b11 + z2b12 = 0, z1b21 + z2b22 = 0, b21 = b12

By the first and the second equations we have b11 = z2b1, b12 = −z1b1, b21 = z2b2,
b22 = −z1b2 for some polynomials b1, b2. The third one yields b1 = z2b, b2 = −z1b
for a polynomial b. Whence b11 = z22b, b12 = −z1z2b, b22 = z21b. This means that
b = w∗c where c11,22 = b/2, c12,12 = 0. In the general case we use induction on n >
2. The equation d∗b = 0 implies d′∗b′ = 0 where b′ij

.
= bij (mod zn) , i, j < n and

d′stands for the operator d in the space V ′∗ = {zn = 0} . By inductive assumption
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we have b′ = w′∗c′ for some vector c′ whose components are A′ .= C [z1, ..., zn−1]
and w′ is the symbol of the Saint-Vennan operator in V ′∗. Applying the standard
embedding A′ → A we consider c′ as an element of AM ; set β

.
= b − w∗c′. We

have βij = znγij for some polynomials γij, i, j < n. The equation d∗β = 0 implies

znβin = −
n−1
∑

j=1

zjznγij, βin = −
n−1
∑

1

zjγij,
n
∑

1

ziβin = 0

and

znβnn = −
n−1
∑

1

ziβin =
n−1
∑

1

zizjγij

This equation implies that βnn =
∑

zizjcij for some polynomials cij. Set c
′′
nn,ij =

cij and c
′′
ij,kl = 0 otherwise. Consider the vector b

′′ = β − w∗c′′. Now we have
b′′nn = 0, whence

n−1
∑

1

zizjγij = 0

which yields γij =
∑n−1

k=1 zkdk,ij for some polynomials dk,ij = dk,ji = −di,kj and
b′′in = −

∑

zjzkdk,ij. Set c
′′′
kn,ij = dk,ij and c

′′′
ij,kl = 0 otherwise; and take the vector

b′′′ = b′′ − w∗c′′′. Then we have b′′′in = 0 for all i and we can again apply the
inductive assumption. I
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Chapter 9

Notes and bibliography

Chapter 2
Note some pioneering works on applied problems: [9],[7],[17]. The historical

information and detailed surveys can be found in [90] and in [61]. More informa-
tion on the Radon transforms is contained in the books [41], [42]. Theorem 2.8
was published in [98]. Uniqueness of reconstruction from closed geodesic integrals
was shown in [93].

To Sec. 2.5: Theorem 2.12 is a sharp form of the Lindgren-Rattey-Natterer
property of the Fourier series of the Radon transform in parallel and in fan beam
geometries, [61], [72]. This property is important for the method of efficient
acquisition geometry, see [61], [60].

Henkin-Shananin, [43] gave a description of Radon images of positive measures
supported by the ”quadrant” Rn

+.

Chapter 3
Hermann Minkowski [58] studied the problem: to reconstruct an even function

f on the Euclidean sphere S2 from knowledge of its integrals along big circles C.
He has proved the uniqueness theorem. Paul Funk [24] has found an explicit
reconstruction formula for f from data of its big circle integrals Mf(C). Funk
took the average of Mf along orbits of an actions of the rotation group on S2.
He showed that the average of Mf is related to the average of f by the Abel
transform. A reconstruction of f was done by inversion of the Abel transform.
Johann Radon studied the similar problem for Euclidean plane E (encouraged,
apparently, by W.Blaschke): to reconstruct a function f from knowledge of the
integrals of f over all lines L ⊂ E. In 1917 Radon [83] (see also [41]) found a
solution by applying Funk’s method.

The method of factorable mapping has been suggested in [69] for projective
transforms in Euclidean space and in [75] in the general setting. See also papers
of Denusjuk [14],[15], where this method was generalized for general Riemannian
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spaces and applied to spaces of constant curvature. The results of Sec. 3.2 were
published in [76].

To Sec. 3.4. The Funk transform was studied by Semyanistyi [88]. It was
generalized by Helgason, [42] for symmetric spaces as the totally geodesic trans-
form, see also the paper of C.Berenstein and Tarabusi [3]. Another generalization
of Minkowski-Funk transform was studied in [87]: Euler kernels instead of the
Dirac density on big spheres.

To Sec.3.5; the text of this section follows to the paper of Gelfand, Gindikin
and Graev [26] up to some details.

To Sec.3.6: a description of the wave front in terms of the Radon transform
of a distribution was done in a similar form in the book of Guillemin and Stern-
berg [37]. The Funk-Radon transform can be considered as a particular case of
Hörmander’s theory of Fourier integral operators, [45]. Homogeneous canonical
relations play the role of the classical Legendre transform in the general case.

To sec.3.7. Theorem 3.12 is, of course, known for many special singular func-
tions. In particular, in [31] Radon transform of the Dirac functions on quadratic
hypersurfaces are explicitly calculated (they are singular functions with λ = 0)).
The Radon images of more complicated singular functions were studied in [68]
and in [82].

To Sec.3.8; the analytical model of nonlinear artifacts in 2D-tomography was
proposed in [67].

Chapter 4

A reconstruction method from data of ray integrals with sources at infin-
ity was done by S.Orlov, [65]. The case of proper curve was considered by
A.Kirillov,[50] (uniqueness), Tuy, [97], Finch [21], Grangeat [35], see also [27].
To Sec.4.4: A.Katsevich [49] has adapted Grangeat’s method for numerical im-
plementation. Theorem of Sec.4.4 was not published before.

The result of Sec. 4.5 is published in [77], the result of Sec.4.6 is due to
Denisjuk and Palamodov,[69].

Reconstruction methods for the attenuated ray transform are given in [95],
[59],[73],[51]. The first reconstruction formula for the general attenuated ray
transform in 2D case was found by R.Novikov, [63]. F.Natterer, [62] simplified
the original Novikov’s proof and found Theorem 4.14. In Sec.4.9 I follow to the
method of Natterer with few modifications. For applications see [96], [49]. Lemma
4.12 is due to Natterer [61], Theorem 4.13 is obtained in [63], see also [64].

Chapter 5

The reconstruction formula from integrals over affine subspaces of even di-
mension is due to Gelfand, Graev and Shapiro, see [30], [29]. They developed a
general approach to inversion of k-plane integral transform in Rn and in Rn based
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on the method of the κ-form. The inversion formula proposed in [29] needs, how-
ever, more detailed substantiation (the integral operator RIR may be divergent).
The results for the odd dimensional case (Sec. 5.3) are new.

For Helgason’s theorem (1980) see [41]. The general case was indicated in
[26]. A complete proof was done by F.Richter, [84]. The differential consistency
condition was found by F.John [47]. He proved sufficiency of this condition for
the case n = 3, d = 1 The general case was studied by Richter [84]. Further
results concerning moment conditions and John-type equations see in [84] and
[33]. Theorem [52] was published in [52]. The characterization of the range of the
projective integral d-transform, [26] needs no conditions at infinity. The range is
essentially equal to space of solutions of the John system 5.8.

Duality theorems were published in [75].

Chapter 6

A non-uniqueness is shown by J.Boman in [6] for the integral transform in a
general situation. The PDO-operator R]R was studied in the general situation
in [36]; it is shown in [53] that the composition R]R is a classical singular in-
tegral operator. Problems with incomplete data were considered in Louis, [56],
Palamodov, [75] and Quinto, [81].

The result of Sec.5.5 is due to G.Beylkin [4].

Chapter 7

The problem of reconstruction from hemispherical integrals has been consid-
ered by various authors. In [12] there has been proved the uniqueness of the
solution for a continuous function f . V.G.Romanov, [85]has considered the prob-
lem for n = 2. In [8] there is a solution for n = 3. Hellsten and Andersson, [40]
there is explicit formula for n = 2. Fawcett, [20] found an explicit formula for the
solution for an arbitrary n, see also [1].

To Sec.7.2: the method of factorable mappings was proposed in [76]. In Sec.
7.3, 7.4 we follow [15].

To Sec.7.5: Theorem 4.9 is close to a formula due to Finch, Patch and Rakesh
[22].

For application of the spherical mean transform to radar technique see [39],
to geophysics, see [85],[86],[94]. The reconstruction problem from data of spher-
ical means was considered also in [31],[11],[34],[72],[15]. Gelfand and Graev [28]
studied the integral transform on horocycles in a homogeneous space X (or-
bits of a nilpotent subgroup of a semisimple group). For the standard model of
Lobachevsky space horocycles are just the spheres tangent to the boundary of
the ball. The reconstruction formulae are given in the book [31]. For further
information see [42].

A.Goncharov [34] found a reconstruction of a function on big sphere from data
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of spherical means for spheres tangent to a manifold Y . Goncharov’s formula
gives, in fact, a reconstruction up to a multiplicative integer coefficient which
should be checked nonzero. Note that for reconstruction of a function in a non
compact domain also hyperplane integrals should be used.

The results of Sec. 7.7, 7.8 are new. The singular Cauchy problem for the
Euler-Poisson-Darboux equation was studied in [18]; see therein a survey of pre-
vious results.

Chapter 8
Funk-Radon transform of differential forms is the mathematical background

of the ”vector tomography”, see [62]. To Sec.8.3: the description of the charac-
teristic variety of the multiplicative system was published in [70]. To Sec.8.7: see
the original paper of I.G.Petrovsky [79] and also the book of F.John [48]. The
generalization of the Herglotz-Petrovsky formulae for hyperbolic polynomials P
with multiple roots are given by Atyiah, Bott and Garding [2], see also commen-
tary in [80]. The results of Sec.8.8 and 8.9 are based on [66]. The results of
Sec.8.10 in more general form are due to Sharafutdinov, [89].
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[62] Natterer F. and Wübbeling F., Mathematical Methods in Image Reconstruc-

tion, SIAM, 2001.

[63] Novikov R.G., An inversion formula for the attenuated X-ray transform,

Arkiv för matematik, 40 (2002) N1, 145-167.

[64] Novikov R.G., On the range characterization for the two-dimensional atten-

uated X-ray transformation Inverse Problems 18 (2002) 677-700

[65] Orlov S., Theory of three-dimensional reconstruction II. The recovery oper-

ator, Sov. Phys Cristallogr. 20 (1975) N 4, 429-433.

[66] Palamodov V.P., Linear differential operators with constant coefficients,

Nauka, Moscow 1967, Springer, 1970.

[67] Palamodov V.P., Nonlinear artifacts in tomography, Soviet. Phys. Dokl.
31(11) (1986) 888-890.

[68] Palamodov V.P., Some singular problems in tomography, Mathematical
Problems of Tomography, Transl. of Math. Monographs, AMS, RI 81 (1990)
123-140.

171



[69] Palamodov V.P., Inversion formula for the three-dimensional ray transform,
Lecture Notes in Mathematics, 1497, pp.53-62, Springer, 1991.

[70] Palamodov V.P., Radon transformation on real algebraic varieties, Proceed-
ings of the Conference ”75 years of Radon transform”, International Press
(1994) Cambridge MA, pp.252-262

[71] Palamodov V.P., Distributions and Harmonic Analysis, Encyclopaedia of
Mathematical Science 72, Springer 1995, pp.1-127.

[72] Palamodov V.P., Localization of harmonic spectrum of Radon transform,

Inverse Problems 11 (1995) N5, 1025-1030.

[73] Palamodov V.P., An inversion method for an attenuated X-ray transform,

Inverse Problems 12 (1996) N5, 717-729.

[74] Palamodov V.P., Special functions of several variables, Linear Topolgical
Spaces and Complex Analysis 3 (1997), pp.120-137, METU-Tubitak Ankara.

[75] Palamodov V.P., Reconstruction from line integrals in spaces of constant

curvature, Math. Nachr. 196 (1998) 167-188.

[76] Palamodov V.P., Reconstruction from limited data of arc means, J. of Fourier
Analysis and Appl. 6 (2000) N1, 25-42.

[77] Palamodov V.P., Reconstruction from ray integrals with sources on a curve.
Inverse Problems 20 (2004) N1, 239 - 242.

[78] Palamodov V.P. and Denisjuk A.S., Inversion de la transformation de Radon
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