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## Foreword

## Numerical Analysis 2000 Vol. III: Linear Algebra

With the year 2000 being elected "The World Mathematical Year", the Journal of Computational and Applied Mathematics decided to publish a series of volumes dedicated to various disciplines of applied mathematics and numerical analysis. The series received the ambitious title "Numerical Analysis in the 20th Century" and contains seven volumes of which the present one is devoted to "Linear Algebra".

From the early days of scientific computing, numerical linear algebra has been driven by the necessity to be able to solve linear systems, to solve eigenproblems, and to understand the meaning of the results. Because many of these problems have to be solved repeatedly in other computational problems, the algorithms have to be robust and as fast as possible. This has led to much activity, and other than only developing algorithms on demand, the involved research has been equally intellectually challenging as in other sciences. The behavior of algorithms under rounding errors was a great source of inspiration for the further development of perturbation theory.

Also, the possibility and the necessity to solve larger problems has led to algorithms for the reduction of the information to lower dimensional subspaces. The theories of iterative methods have been pushed forward by curiosity-driven research as well as by strong pressure from applications.

Numerical analysis and numerical linear algebra in particular, have strongly contributed to the giant leaps that could be made, in scientific computing in recent decades. The scientific problems that can be solved nowadays are bigger by many orders of magnitude than those that could be solved, say, some 30 years ago. Roughly, half of the increased computational power must be attributed to improved algorithms, and the other half has been made possible by the increase of computational speeds in hardware. This impressive increase in scale of computation has led to more complicated applications and this in turn has led to more complicated numerical linear algebra problems, such as Kronecker structures, highly nonnormal matrices, ill-posed problems, nonlinear eigenproblems, etc.

At this point in time, we can conclude that numerical linear algebra has reached a certain level of maturity. There is a solid theoretical basis for the study of various phenomena and the theory is still in flux. There have been times, not so long ago, when leading researchers believed that the theory for this area was more or less complete and that further progress in scientific computing was simply a matter of scaling. Simply stated: one had only to increase the order of the problem and to implement the well-known algorithms efficiently on modern computers. It has turned out that this was a too simple and too pessimistic point of view. Not only have we seen new challenging
problems, but also the rapidly growing problem sizes led to new algorithms. Even parallel processing led to new classes of problems, such as domain decomposition techniques.

Research in numerical linear algebra is active as ever before and witnesses many new developments. As a consequence, we collected in this volume some survey and/or tutorial papers, that illustrate the current high level of knowledge and progress, as well as papers with emerging or promising ideas. In order to cover most research areas of linear algebra, we invited leading researchers to submit a paper in their respective field of interest. Our initial list of invitations contained 30 names, well spread over the areas that we considered as being most representative for Numerical Linear Algebra. The response was quite impressive as can be seen below. In hindsight with respect to our original list, the only major topics missing on the final list are error analysis, perturbation analysis, and the Krylov methods for eigenproblems. Impressive progress has been made in these areas and we wish to mention Wilkinson's book "The Algebraic Eigenvalue Problem" as a landmark in numerical linear algebra.

All papers have been refereed in the usual way, and it was certainly a surprise for us that the whole process could be completed almost as scheduled. The involvement of the leading researchers in numerical linear algebra is nicely illustrated by the observation that most of those who could not find time to write a contribution helped us in the refereeing process.

This volume starts with two historical surveys, one on iterative methods for linear systems, by Y. Saad and H. van der Vorst, and the other on eigenproblems, written by G. Golub and H. van der Vorst.

These two surveys cover the major developments that have taken place in the twentieth century. The reader may find interesting details on how the major algorithmic developments evolved in time. The two papers contain many references, which may serve as starting points for further research in these areas (including the "missing" topics mentioned before).

The papers in this volume can be roughly subdivided into the following groups:

## 1. Eigenproblems (including SVD)

The papers in this group reflect established as well as current research. The QR methods represent a success story in numerical linear algebra. In these methods, we see various ideas that click together in an algorithm that leads to very fast and robust algorithms. D. Watkins presents new views on QR-like methods for the eigenproblem, which leads to a better understanding of how the various approaches are related.
C. Van Loan shows that Kronecker products do occur in many contexts of linear algebra and he gives a nice survey on the topic. Preconditioning for eigenproblems, that is the idea to solve nearby easier problems in order to get good starting values for iterative solution procedures, is currently an important research topic. This aspect is taken care of in a contribution by R. Morgan. An important problem, related to stability, is how to compute the eigenvalues of tridiagonal matrices. B. Parlett gives a brief motivation for the new class of tridiagonal eigensolvers and shows that the key feature here is to represent them as a product of two bidiagonals.
I. Ipsen has contributed a paper on the separation of invariant subspaces of complex matrices. This is an interesting problem, in particular when classical eigenvector computations are suspect because of small mutual angles. An alternative approach for studying sensitivity in eigenproblems, the theory of pseudo-spectra, is not represented in our collection of papers. We refer to the discussion in the Golub-van der Vorst paper for further background and information.

The Jacobi-Davidson method is a relatively new branch in the tree of eigenproblem solvers. The underlying idea permits to attack non-standard eigenproblems, such as polynomial eigenproblems. A. Sameh and Z. Tong show that a variant of the trace minimization algorithm is related to the Jacobi-Davidson method and they present a numerical comparison.
2. Linear systems

This has traditionally been the core business of numerical linear algebra, with more emphasis on iterative approaches during the last few decades of the past century. The current issues are represented by the following contributions. A. Hadjidimos highlights the SOR methods, which have played a dominant role in iterative solution approaches for a long time. D. Szyld and A. Pfrommer consider asynchronous iteration methods, inspired by parallel processing possibilities.

Iterative techniques, based on the block-Lanczos algorithm, for the computation of solution paths for continuation problems are discussed by D. Calvetti and L. Reichel.

Two different views on the Lanczos method are discussed in a paper by C. Brezinski, M. Redivo-Zaglia, and H. Sadok: the matrix approach and the formal orthogonal polynomial approach. This leads to convenient treatment of breakdowns in the two-sided Lanczos method for unsymmetric linear systems.

Minimal residual methods (including GMRES) are powerful tools for the iterative solution of large linear systems. A common approach is to restart them when the storage requirements or CPU-time per iteration becomes too high. M. Eiermann, O. Ernst, and O. Schneider present an analysis for efficient restarting techniques.

Preconditioning has always been an essential ingredient for many iterative methods. In the 1990s, the concept of sparse approximate inverses became popular. R. Bridson and W.-P. Tang consider refinement techniques for this way of preconditioning. This includes symbolic factorization algorithms, reorderings, and blocking techniques.

Parallel aspects of the popular conjugate gradients method, for problems related to finite element discretization techniques, are discussed in a paper by G. Rodrigue, J. Koning and D. White.

Many of the large-scale linear problems originate from PDEs, and the study of such systems has significant overlap with research in numerical analysis. Multigrid methods is one particular area where insights from linear algebra and analysis merge fruitfully. T. Chan and J. Wan survey robust multigrid methods for elliptic PDEs with non-smooth coefficients. They highlight how to recover the usual multigrid efficiency for this more difficult class of problems.

The paper by G. Poole and L. Neal on pivoting strategies for direct linear solution methods goes back to the basics. These pivoting strategies and relevant for exploiting the possibilities of modern computer architectures.
3. Miscellaneous problems

As we have stated before, numerical linear algebra plays an important role in many other research fields and scientific applications. V. Mehrmann and H. Xu give a compact survey of some key numerical linear algebra problems of control theory and discuss the new developments in the area.
R. Freund describes how to use Krylov subspace methods for generating reduced-order models of linear electric circuits.
D. Calvetti, S. Morigi, L. Reichel and F. Sgallari present existing and new iterative methods for the determination of the Tikhonov regularization parameter for classes of ill-posed problems.
D. O'Leary's paper gives a good impression on how numerical linear algebra has intruded other research areas. She discusses, in particular, the role of linear algebra in Optimization.

Imaging problems give rise to large linear systems for reconstruction from ray tracing information. Computational problems, related to image reconstruction in Adaptive Optics Imaging, are discussed in a paper by R. Plemmons and V. Pauca.
4. Software

Numerical linear algebra has a long tradition in high-quality software. This started with the famous Wilkinson-Reinsch collection, which formed the basis for well-known packages such as EISPACK, LINPACK, and, more recently, LAPACK and ScaLAPACK. This has been very important for the current popularity and influence of our research area. J. Dongarra and V. Eijkhout present an overview of the linear algebra algorithms for which mature software is available.

Modern computer architectures have had a significant impact on the design of linear algebra software, and the linear algebra algorithms have, in turn, influenced the design of computer architectures. Think, for instance, of the famous LINPACK benchmark. I. Duff discusses the trends and current problems related to high-performance computing.

We would like to thank all the people who have contributed to the successful completion of this volume: Luc Wuytack for taking the initiative and for inviting us to be the editors, the authors for their contributions and, last but not least, the referees for their careful reading and constructive criticisms.
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#### Abstract

This paper sketches the main research developments in the area of iterative methods for solving linear systems during the 20th century. Although iterative methods for solving linear systems find their origin in the early 19th century (work by Gauss), the field has seen an explosion of activity spurred by demand due to extraordinary technological advances in engineering and sciences. The past five decades have been particularly rich in new developments, ending with the availability of large toolbox of specialized algorithms for solving the very large problems which arise in scientific and industrial computational models. As in any other scientific area, research in iterative methods has been a journey characterized by a chain of contributions building on each other. It is the aim of this paper not only to sketch the most significant of these contributions during the past century, but also to relate them to one another. (c) 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

Numerical linear algebra is an exciting field of research and much of this research has been triggered by a problem that can be posed simply as: given $A \in \mathscr{C}^{m \times n}, b \in \mathscr{C}^{m}$, find solution vector(s) $x \in \mathscr{C}^{n}$ such that $A x=b$. Many scientific problems lead to the requirement to solve linear systems of equations as part of the computations. From a pure mathematical point of view, this problem can be considered as being solved in the sense that we explicitly know its solution in terms of determinants. The actual computation of the solution(s) may however lead to severe complications, when carried out in finite precision and when each basic arithmetic operation takes finite time. Even

[^0]the "simple" case when $n=m$ and $A$ is nonsingular, which is a trivial problem from a mathematical point of view, may become very complicated, from a computational point of view, and may even turn out to be impossible.

The traditional way to solve a nonsingular linear system is to employ Gaussian elimination, and, with all its enhancements, to overcome numerical instabilities. This process can be carried out in $\mathcal{O}\left(n^{3}\right)$ basic floating point operations (additions and multiplications, assuming $n=m$ ). Many applications lead to linear systems with a large $n$ (where the notion of "large" depends, of course, on the capacity of the available computer), and it became soon evident that one has to exploit specific properties of the $A$ at hand in order to make solution of the system feasible. This has led to variants of Gaussian elimination in which the nonzero structure of $A$ is exploited, so that multiplications with zero result are avoided and that savings in computer storage could be realized.

Another direction of approach was based on the solution of a nearby linear system, with a matrix that admits a computationally inexpensive process (in terms of computing time and computer storage), and to embed this in an iterative process. Both approaches aim at making the impossible possible, and for the novice in this field this may seem to be just a collection of clever programming tricks: "in principle solving the problem is well understood but one has to be well organized to make the computational process a little faster". For this novice it will certainly come as a big surprise that a whole, still incomplete, mathematical framework had to be developed with deep and elegant results. As a result, relevant systems could be solved many orders of magnitude faster (and also often more accurate) than by a straightforward Gaussian elimination approach. In this paper, we will sketch the developments and progress that has taken place in the 20th century with respect to iterative methods alone. As will be clear, this subfield could not evolve in isolation, and the distinction between iterative methods and Gaussian elimination methods is sometimes artificial - and overlap between the two methodologies is significant in many instances. Nevertheless, each of the two has its own dynamics and it may be of interest to follow one of them more closely.

It is likely that future researchers in numerical methods will regard the decade just passed as the beginning of an era in which iterative methods for solving large linear systems of equations started gaining considerable acceptance in real-life industrial applications. In looking at past literature, it is interesting to observe that iterative and direct methods have often been in competition for solving large systems that arise in applications. A particular discovery will promote a given method from one camp only to see another discovery promote a competing method from the other camp. For example, the 1950s and 1960s saw an enormous interest in relaxation-type methods - prompted by the studies on optimal relaxation and the work by Young, Varga, Southwell, Frankel and others. A little later, sparse direct methods appeared that were very competitive - both from the point of view of robustness and computational cost. To this day, there are still applications dominated by direct solvers and others dominated by iterative solvers. Because of the high memory requirement of direct solvers, it was sometimes thought that these would eventually be replaced by iterative solvers, in all applications. However, the superior robustness of direct solvers prevented this. As computers have become faster, very large problems are routinely solved by methods from both camps.

Iterative methods were, even halfway in the 20th century, not always viewed as promising. For instance, Bodewig [23, p. 153], in 1956, mentioned the following drawbacks of iterative methods: nearly always too slow (except when the matrix approaches a diagonal matrix), for most problems
they do not converge at all, they cannot easily be mechanised ${ }^{2}$ and so they are more appropriate for computing by hand than with machines, and do not take advantage of the situation when the equations are symmetric. The only potential advantage seen was the observation that Rounding errors do not accumulate, they are restricted to the last operation. It is noteworthy that Lanczos’ method was classified as a direct method in 1956.

The penetration of iterative solvers into applications has been a slow process that is still ongoing. At the time of this writing for example, there are applications in structural engineering as well as in circuit simulation, which are dominated by direct solvers.

This review will attempt to highlight the main developments in iterative methods over the past century. It is clear that a few pages cannot cover an exhaustive survey of 100 years of rich developments. Therefore, we will emphasize the ideas that were successful and had a significant impact.

Among the sources we used for our short survey, we would like to mention just a few that are notable for their completeness or for representing the thinking of a particular era. The books by Varga [188] and Young [205] give a complete treatise of iterative methods as they were used in the 1960s and 1970s. Varga's book has several excellent historical references. These two masterpieces remained the handbooks used by academics and practitioners alike for three decades. Householder's book [102] contains a fairly good overview of iterative methods - specifically oriented towards projection methods. Among the surveys we note the outstanding booklet published by the National Bureau of Standards in 1959 which contains articles by Rutishauser [150], Engeli [68] and Stiefel [170]. Later Birkhoff [21], who supervised David Young's Ph.D. thesis in the late 1940s, wrote an excellent historical perspective on the use of iterative methods as he experienced them himself from 1930 to 1980. The more recent literature includes the books by Axelsson [7], Brezinski [29], Greenbaum [88], Hackbusch [97], and Saad [157], each of which has a slightly different perspective and emphasis.

## 2. The quest for fast solvers: a historical perspective

Iterative methods have traditionally been used for the solution of large linear systems with diagonally dominant sparse matrices. For such systems the methods of Gauss-Jacobi and Gauss-Seidel could be used with some success, not so much because of the reduction in computational work, but mainly because of the limited amount of memory that is required. Of course, reduction of the computational work was also a serious concern, and this led Jacobi (1846) to apply plane rotations to the matrix in order to force stronger diagonal dominance, giving up sparsity. Jacobi had to solve many similar systems in the context of eigenvalue computations; his linear systems were rather small: of order 7.

In this century, simple iterative methods were predominantly applied for solving discretized elliptic self-adjoint partial differential equations, together with a local parameter for accelerating the iteration process. The first and simplest of these methods in Richardson's method [146]. Actually, this method

[^1]was later viewed as a polynomial method and many authors have sought to optimize it by selecting its parameters so that the iteration polynomials became the Chebyshev polynomials; this was work done in the period 1950-1960 by Young, Lanczos and others. In the second half of this decade it became apparent that using the explicit three-term recurrence relation between Chebyshev polynomials, which led to three-term recurrence iteration methods (rather than the classical methods that are two-term iterations), were numerically superior in terms of stability [87].

The acceleration of the slightly more difficult to analyze Gauss-Seidel method led to point successive overrelaxation techniques introduced simultaneously by Frankel [78] and by Young [203]. It was shown, for rather simple Dirichlet problems, that a suitably chosen relaxation parameter could lead to drastic improvements in convergence. Young showed that these improvements could be expected for a larger class of matrices, characterized by his property $A$ [203]. Successive overrelaxation methods, and numerous variants, became extremely popular and were the methods of choice in computer codes for large practical problems, such as nuclear reactor diffusion, oil reservoir modeling and weather prediction. Although their popularity has been overshadowed later, around after 1980, by more powerful techniques, they are still used in some applications either as the main iterative solution method or in combination with recent techniques (e.g. as smoothers for multigrid or as preconditioners for Krylov methods). The successive over-relaxation (SOR) methods made it possible to solve efficiently systems within the order of 20,000 unknowns by 1960 [188], and by 1965 systems of the order of 100,000 could be solved in problems related to eigenvalue computations in nuclear diffusion codes. The success of the SOR methods has led to a rich theory for iterative methods; this could be used fruitfully for the analysis of later methods as well. In particular, many methods, including SOR, could be viewed as simple Richardson iterations for specific splittings of the matrix of the linear system.

In 1955, Peaceman and Rachford [141] suggested a splitting that was motivated by the observation that the matrix for a three-point finite difference stencil for a one-dimensional second-order PDE is tridiagonal and this system can easily be solved. Their suggestion was to view the five-point finite difference approximation for a two-dimensional problem as the direct sum of two one-dimensional approximations. This led to an iteration in which alternatingly a tridiagonal associated with one of the two directions was split off, and this became popular as the alternating direction iteration (ADI). With the inclusion of iteration parameters, that steered the inclusion of a diagonal correction to the iteration matrices, the resulting ADI iterations could be tuned into a very effective method. Varga [188] gives a good overview of the theory for understanding ADI methods. He, as well as Birkhoff [21] mentions that ADI was initially derived as a by-product of numerical methods for parabolic equations (the correction to the diagonal was motivated by the effect of the time derivative in these methods). Sheldon and Wachspress, in 1957, gave an early proof for the convergence of ADI for fixed parameters [192]. Wachspress discusses these ADI methods in his book [193] and considers also other grid-oriented acceleration techniques. One of these techniques exploits approximations obtained on coarser grids and can be viewed as a primitive predecessor to multigrid.

The first half of the century begins also with simple local projection methods, in which one attempts to solve a set of equations by solving each separate equation by a correction that is small in some norm. These methods could be used for over- or underdetermined linear systems, such as those that arise in tomography problems. This has led to the methods of Cimmino [44] and Kaczmarz [106], which were later identified as instances of Gauss-Jacobi and or Gauss-Seidel for related systems with $A^{\mathrm{T}} A$ or $A A^{\mathrm{T}}$. Modern variants of these methods, under the name of ART and

SIRT are very popular, for instance in medical and seismic tomography. ART and SIRT can be related to SOR and Block SOR. Spakman and Nolet [168] report on the solution of 292, 451 by 20,070 systems related to structures of the upper earth mantle, with these methods (and with LSQR).

The second half of the century was marked by the invention (paper published in 1952) of the conjugate gradient method by Hestenes and Stiefel [101] and the Lanczos algorithm for linear systems [117]. This started the era of Krylov iterative methods. Initially, these were not viewed as truly iterative techniques, but rather as direct solution algorithms since they terminated in exact arithmetic in fewer than $n$ steps, if $n$ is the order of the matrix (see, for instance, Householder's book where conjugate gradients is discussed in the chapter on direct methods [102, Chapter 5.7]). Hestenes and Stiefel already recognized that the method behaves as an iterative method, in the sense that the norm of the residual often decreases quite regularly, and that this might lead for some systems to acceptable approximations for the solution within $n$ steps. A little earlier, papers by Lanczos [115] and by Arnoldi [2] had addressed the issue of transforming a matrix into simpler form for the purpose of diagonalizing it. These four papers together set the foundations of many methods that were developed later.

A famous publication by Engeli et al. [69] considered the method as a truly iterative process and showed that in rounding precision arithmetic, the conjugate gradient method did not terminate in the expected number of iteration steps (equal to at most the order of the matrix). This was shown for a matrix of order 64, a discretized biharmonic problem. Convergence occurred only after a few hundred steps. Notwithstanding this apparent failure, the method appeared later in the famous Wilkinson and Reinsch collection [202] as a kind of memory-friendly direct technique. It was mentioned that actual convergence might occur only after $m$ iterations, where $m$ could be 3 up to five times the order of the matrix. Because of this not well-understood behavior in rounded arithmetic, the method did not make it to the first universal linear algebra package LINPACK (mid-1970s). In the early to mid-1960s it became clear that the convergence of the conjugate gradient method depends on the distribution of the eigenvalues of the matrix, and not so much on the order of the matrix, as was, for example, explained in a paper by Kaniel [109]. Daniel $[50,51]$ studied the conjugate gradient method as an iterative method for the minimization of functionals in (infinite dimensional) Hilbert spaces. This is a natural consequence of the observation that conjugate gradients, like other Krylov subspace methods, requires the action of the matrix as a linear operator and does not exploit the actual representation of the matrix (that is, the method does not require knowledge of the individual entries of the matrix). Also, Daniel expressed concerns about the convergence behavior of the method in finite precision, and he discussed modifications with guaranteed convergence [51, p. 134]. Note also that much of the convergence theory developed for the conjugate gradient and the Lanczos methods was almost invariably set in the context of operators on infinite-dimensional spaces, see, for example [109].

It was Reid [145] who suggested to use the conjugate gradient method again as an iterative technique, but now for large sparse linear systems arising in the discretization of certain PDEs. Soon after this, the notion of preconditioning (already proposed in the Hestenes and Stiefel paper) became quite popular. Thus, the incomplete Choleski decompositions of Meijerink and van der Vorst [125] led to the ICCG process, which became the de facto iterative solver for SPD systems.

Hence, it took about 25 years for the conjugate gradient method to become the method of choice for symmetric positive-definite matrices (the incomplete Choleski decompositions were shown to exist for $M$ matrices). A good account of the first 25 years of the history of the CG method was given by Golub and O'Leary [86].

The unsymmetric variants of the Krylov methods required a similar amount of time to mature. The late 1960s and early 1970s, saw the roots for such methods. Techniques named ORTHODIR, ORTHOMIN, FOM, and others, were introduced but in their original formulations, these methods suffered from breakdowns and numerical instabilities. The GMRES variant, introduced by Saad and Schultz [158], was designed to avoid these undesirable features and became the de facto standard for unsymmetric linear systems. However, it suffered from the disadvantage of requiring increasing computational resources for increasing numbers of iterations. Bi-CG, the unsymmetric variant of conjugate gradients, did not have these disadvantages. The method, based on the unsymmetric Lanczos method (1952), was introduced by Fletcher in 1976 [76], but it is mathematically equivalent to a technique that had already been described in Lanczos’ paper. Bi-CG, however, suffered from other practical problems, known as breakdowns of the first and second kind, which prevented early success. Moreover, the occurrence of nonorthogonal transformations led to much suspicion among numerical analysts. Nevertheless, the method became quite popular in a variant known as CGS (Sonneveld, 1984) [166] which, for virtually equal cost could essentially apply Bi-CG twice, leading often to a twice as fast convergence, but also amplifying the problems of Bi-CG. In the 1980s, Parlett and co-authors [140] and later Freund and Nachtigal [81] have shown how to repair the deficiencies in the $\mathrm{Bi}-\mathrm{CG}$ method so that rather reliable software could be constructed. More recently, we have seen hybrids of the Bi-CG and GMRES approaches, with Bi-CGSTAB [186] as one of the most popular ones.

Originally, the usage of iterative methods was restricted to systems related to elliptic partial differential equations, discretized with finite difference techniques. Such systems came from oil reservoir engineering, weather forecasting, electronic device modeling, etc. For other problems, for instance related to various finite element modeling, practitioners preferred the usage of direct solution techniques, mainly efficient variants of Gaussian elimination, because of the lack of robustness of iterative methods for large classes of matrices. Until the end of the 1980s almost none of the big commercial packages for finite element problems included iterative solution techniques. Simon [164] presented results, obtained for matrices of the order of 55,000 , for direct solution techniques. On the then fastest supercomputers, this required in the order of a few minutes of computing time. He claimed that direct sparse solvers would remain the method of choice for irregularly structured problems. Although this is certainly true if the structure of the matrix allows for an efficient elimination process, it became clear that for many PDE-related problems, the complexity of the elimination process increased too much to make realistic three-dimensional modeling feasible. Irregularly structured finite element problems of order $1,000,000$, as foreseen by Simon, may be solved by direct methods - given a large enough computer (memory wise) but at tremendous cost and difficulty. However, some of them can be solved with iterative techniques, if an adequate preconditioning can be constructed. In the last decade of this century, much effort was devoted to the identification of effective preconditioners for classes of matrices. For instance, Pomerell [142] in 1994 reports on successful application of preconditioned Krylov methods for very ill-conditioned unstructured finite element systems of order up to 210,000 that arise in semiconductor device modeling.

While using iterative methods still requires know-how, skill, and insight, it can be said that enormous progress has been made for their integration in real-life applications. Still, linear systems arising from many relevant problems, for instance large electric and electronic circuits, are not easy to solve in an efficient and reliable manner by iterative methods. Steady progress is being made but the field as a whole can still be viewed as being in its infancy.

## 3. Relaxation-based methods

The Gauss-Seidel iteration was the starting point for the successive over-relaxation methods which dominated much of the literature on iterative methods for a big part of the second half of this century. The method was developed in the 19th century, originally by Gauss in the mid-1820s and then later by Seidel in 1874 (see references in [102]). In fact, according to Varga [188], the earliest mention on iterative methods is by Gauss (1823).

Indeed, on December 26, 1823, Gauss writes a letter to Gerling, in which he describes an iterative technique for the accurate computation of angles occurring in geodesy [84, p. 278]. The corrections for the four angles in a quadrangle, determined by four church towers, were computed from a singular linear systems of four equations with four unknowns (the singularity comes from the observation that the four angles sum up to $360^{\circ}$ ). The technique that Gauss describes is what we now know as the Gauss-Seidel algorithm. The order of processing of the equations was determined by the unknown that helped to reduce the residual most. Gauss recognized that the singularity of the system led to convergence to the solution modulo a vector in the null space, for which he could easily make a correction. The three pages of his letter are full of clever tricks. He concludes by recommending the new method to Gerling, arguing that the method is self correcting, and that one can easily determine how far to go and then ends his letter with the remark that the computations were a pleasant entertainment for him. He said that one could do this even half asleep, or one could think of other things during the computations. In view of this remark it may hardly be a surprise that the method became so popular in the era of electronic computing.

The method as it was developed in the 19th century was a relaxation technique, in which relaxation was done by "hand". It was therefore natural to eliminate the largest components, see for example [55,118]. This method is referred to as Nekrasov's method in the Russian literature [130]. Referring to the more modern method in which relaxation was done in a cyclic manner, Forsythe is quoted as having stated that "the Gauss-Seidel method was not known to Gauss and not recommended by Seidel", see [102, p. 115].

However, the blossoming of overrelaxation techniques seems to have been initiated by the Ph.D. work of David Young [203]. Young introduced important notions such as consistent ordering and property $A$, which he used for the formulation of an elegant theory for the convergence of these methods. Generalizations of Young's results to other relevant classes of matrices were due to Varga, who published his book on Matrix Iterative Analysis in 1962. For decades to come this book was the standard text for iterative methods for linear systems. It covered important notions such as regular splittings, a rather complete theory on Stieltjes and $M$-matrices, and a treatment of semi-iterative methods, including the Chebyshev semi-iteration method. The latter method, analyzed by Golub and Varga [87], also became more widely known, especially in the period when inner products were relatively expensive.

The accelerated Gauss-Seidel methods have motivated important developments in the theory of matrix linear algebra. In particular, relevant properties for $M$-matrices, introduced by Ostrowski [135], were uncovered and convergence results for so-called regular splittings, introduced by Varga [189] were established. A cornerstone in the convergence theory was the theorem of Stein-Rosenberg (1948) [169] which proved relations between the asymptotic rates of convergence for the successive overrelaxation methods, including the Gauss-Seidel method, and the Gauss-Jacobi method. The concept of irreducibility of a matrix, a natural property for grid-oriented problems, helped to extend
results for strongly diagonally dominant matrices to matrices for which the strict diagonal dominance inequality is required to hold only for one single equation at least. Another important notion is the concept of cyclic matrices: an irreducible matrix with $k$ eigenvalues of modulus $\rho(A)$ is said to be of index $k$. Varga [188] gives a good overview of the relevant theory and the implications of this concept for iterative methods. It has a close relationship with Young's property $A$ [188, p. 99], and provides the basis for the convergence theory of the SOR methods. Sufficient conditions for the convergence of the SOR methods were given by theorems of Ostrowski [136] and Reich [144]. Lower bounds for the spectral radius of the SOR iteration matrix were derived by Kahan [107]. This together provided the basis for a theory for iterative methods, published in Varga's book [188] from which many new methods emerged. Later, in the 1970s major part of this theory served well in the development of preconditioners for Krylov methods.

The following is a quotation from Varga's book (page 1) "As an example of the magnitude of problems that have been successfully solved on digital computers by cyclic iterative methods, the Bettis Atomic Power laboratory of the Westinghouse Electric Corporation had in daily use in 1960 a two-dimensional program which would treat as a special case, Laplacean-type matrix equations of order 20,000 ". So the state of the art in 1960 was a $20,000 \times 20,000$ Laplace equation.

In the late 1960 s and early 1970 s a number of methods appeared in which the order of relaxation was not prescribed or even deterministic. These were appropriately termed "chaotic" or "asynchronous" relaxations. It was established that if a variable is relaxed an infinite number of times, the global method would always converge for any order in which the relaxation takes place. A few of the main contributions were by Chazan and Miranker [41], Miellou [128], Robert [147] and Robert et al. [148]. These methods were motivated by parallelism and were essentially ahead of their time for this reason.

## 4. Richardson and projection methods

Another line of development started with Richardson's method [146].

$$
x_{k+1}=x_{k}+\omega r_{k}=(I-\omega A) x_{k}+\omega b
$$

which can be viewed as a straightforward iteration associated with the splitting $A=K-R$, with $K=(1 / \omega) I, R=(1 / \omega) I-A$. Here $r_{k}$ is the residual vector of the current iterate:

$$
r_{k}=b-A x_{k} .
$$

For the residual at the $(k+1)$ th step, one obtains

$$
r_{k+1}=(I-\omega A)^{k+1} r_{0}=P_{k+1}(A) r_{0}
$$

where $P_{k+1}(A)$ is a $k+1$ degree polynomial in $A$, with $P_{k+1}(t)=(1-t)^{k+1}$. It is easy to see that for symmetric positive-definite matrices the process will converge for $\omega$ in the open interval $0<\omega<2 / \lambda_{\max }$ where $\lambda_{\max }$ is the largest eigenvalue of $A$. In addition the best $\omega$ is known to be $2 /\left(\lambda_{\text {min }}+\lambda_{\text {max }}\right)$, see, e.g., $[188,157]$ for details.

The original Richardson iteration is readily generalized by taking a different $\omega=\omega_{k}$ for each iteration, which leads to the generalized Richardson iteration

$$
\begin{equation*}
x_{k+1}=x_{k}+\omega_{k} r_{k} \tag{1}
\end{equation*}
$$

The sequence of $\omega_{k} \mathrm{~s}$ can be selected in a number of different ways. Note that the residual vector after step $k+1$ is given by

$$
\begin{equation*}
r_{k+1}=\left(I-\omega_{k} A\right)\left(I-\omega_{k-1} A\right) \cdots\left(I-\omega_{0} A\right) r_{0} \tag{2}
\end{equation*}
$$

which shows that we can obtain any desired polynomial $P_{k+1}$ with the property that $P_{k+1}(0)=1$, by selecting its roots as the iteration parameters in (1). This process is referred to as polynomial acceleration of the simple splitting for $A$ that we gave above. It was studied by, among others, Young [204], Shortley [162], and Lanczos [116]. By 1962 it was not considered competitive, since, as quoted from [188, p. 159]: "Richardson's method has the disadvantage of being numerically unstable".

In fact, the Chebyshev semi-iteration method [87] can, in exact arithmetic, be obtained from these polynomial accelerated methods, by choosing the acceleration parameters in successive Richardson iterations properly, but this approach is unstable. In the Chebyshev semi-iteration method one exploits the three term recurrence relation for Chebyshev polynomials, which leads to a stable three term recurrence iterative method. The main problem with these Chebyshev methods is that one needs fairly accurate information about extremal eigenvalues, since these define the interval for the Chebyshev polynomials.

The method of steepest descent which is attributed to Cauchy (1847) is also of the form (1). Kantorovitch later considered the method in a 1945 paper [110] that appeared in the Russian Doklady Akademii Nauk SSSR. In this case, the scalar $\omega_{k}$ is selected so as to minimize the quadratic form

$$
J(x)=\frac{1}{2}(A x, x)-(b, x)
$$

in the direction of $r_{k}$.
In the 1950s and 1960s other matrix splittings were suggested as basis for iteration methods. We mentioned before one such splitting, namely the ADI method of Peaceman and Rachford [141]. In 1968, Stone [171] proposed the strongly implicit procedure, which is, in fact, a simple Richardson iteration with a series of splittings of the matrix. The idea, for a five-point finite difference stencil, is to factor the matrix in a lower triangular matrix and an upper triangular matrix each with a three-point stencil (as in incomplete LU with no fill-in). The factors are chosen in such a way that the fill-in is spread over the seven-point stencil of the product matrix. This is different from the Kendall-Dupont-Rachford [60] decomposition, where the fill-in is compensated by a correction to the diagonal in such a way that the sum of the elements of the error matrix equals zero for each row. Convergence in the SIP method is achieved by a set of iteration parameters (up to 18) for different distributions of the elements in the error matrix. The choice of the parameters is motivated by a Fourier analysis. Each value of the iteration parameter kills some components in the error (but may lead to increase in other components). Successful application of SIP requires to apply a special order of the iteration parameters, and for each value the decomposition has to be carried out from top to bottom and next from bottom to top. The SIP method gained quite some popularity in oil reservoir simulation and groundwater simulation problems, but its usage seem to have declined in favor of the Krylov methods. The Dupont-Kendall-Rachford splitting was proposed to be used in combination with Chebyshev polynomial acceleration.

In 1937 and 1938 two papers were published on methods that can be termed 'row-projection methods' (or column projection methods). These methods proposed by Kaczmarz [106] and Cimmino
[44] were also based on one-dimensional corrections:

$$
\begin{equation*}
x_{k+1}=x_{k}+\omega_{k} a_{i,,}, \tag{3}
\end{equation*}
$$

where $a_{i, .}=A^{\mathrm{T}} e_{i}$ is the $i$ th row vector of $A$. These rows are cycled through from 1 to $n$. Here $\omega_{k}$ is selected so that the $i$ th component of $r_{k+1}$ becomes zero. Because $r_{k+1}=r_{k}-\omega_{k} A A^{\mathrm{T}} e_{i}$, it is easy to see that this method is mathematically equivalent to the Gauss-Seidel iteration applied to the normal equations

$$
A A^{\mathrm{T}} y=b, \quad x=A^{\mathrm{T}} y
$$

The method proposed by Cimmino was the Jacobi equivalent of this approach. It is also possible to define similarly a Gauss-Seidel approach for the normal equations

$$
A^{\mathrm{T}} A x=b
$$

as was noted by Björck and Elfving [22], and this would correspond to taking directions $d_{k}$ along the columns of the matrix. This class of methods regained interest in the 1970s and 1980s with the work of Björck and Elfving [22], Tanabe [174], and later Kamath and Sameh [108] and Bramley and Sameh [25].
However, one-dimensional projections methods of a different type, based on very general definitions of norms were very popular in the later 1950s. Here, we mention the work of Gastinel among others. Gastinel's approach [83] consisted of defining generating vectors for norms. Consider an arbitrary vector norm $\phi$ (for example the norm $\|\cdot\|_{1}$ ). Gastinel defines the vector $v$ which realizes the norm of a vector $r$ in the sense

$$
(v, r)=\phi(r) .
$$

For example, for the 1-norm, the components of $v$ can be defined as $v_{i}=\operatorname{sign}\left(e_{i}^{\mathrm{T}} r\right)$, where $r=b-A x$ is the current residual vector. This vector $v$ is chosen to do an orthogonal projection step. The method can be shown to converge for any nonsingular matrix.

## 5. Second-order and polynomial acceleration

An important observation regarding all acceleration methods of the form (1) is that their residuals take the form (2), so there is room for improvement to the scheme if successive iterates are considered.
In 1950 Frankel [78] proposed an acceleration method which used a three-term recurrence of the form

$$
x_{k+1}=x_{k}+\beta_{k} \delta_{k}, \quad \delta_{k}=r_{k}-\alpha_{k} \delta_{k-1} .
$$

This "second-order Richardson process" is initialized by $\delta_{-1}=r_{-1}=0$. Frankel's method [78] uses constant coefficients and results in a residual polynomial which is a combination of Chebyshev polynomials of the first and second kind.

Naturally Chebyshev polynomials should give rise to optimal-like behavior and a number of authors discovered, rediscovered, or enhanced the method at various times. The paper by Flanders and Shortley [75] showed how to use Chebyshev polynomials for eigenvalue calculations. Later

Shortley [162] adapted this method for the solution of linear systems. In the Russian literature, Gavurin [85] also introduced the idea independently in 1950. In 1954, Young [204] proposed a method which amounted to compounding (or restarted) Chebyshev iterations. However the method was in the form (1) - which is unstable. Young gave some remedies to the process which consisted of reordering the roots $\omega_{k}$ before applying the polynomial.

In the particular case where $A$ is symmetric positive definite the eigenvalues are located in an interval $\left[\lambda_{\min }, \lambda_{\max }\right]$. The best residual polynomial $1-\lambda s(\lambda)$ in this case is a shifted and scaled Chebyshev polynomial of the first kind, and its three-term recurrence results in a simple three-term recurrence for the approximate solution, see, e.g., [157].

Using a different approach altogether, Lanczos in a 1952 paper [116] discusses the use of certain polynomials that are optimal in a least-squares sense. This paper, which was by and large overlooked by researchers, made a number of contributions. Its focus is on symmetric positive-definite matrices - for general matrices the author resorts to the normal equations. One of the main ideas proposed is to consider the problem of approximating the delta function in the interval [ 0,1 ] which contains all eigenvalues (after the matrix is scaled by its largest eigenvalue). He then transforms the variable using the change of variables $x=(1-\cos \theta) / 2$. Now a least-squares approximation to the delta function is sought in the trigonometric basis. This leads to the so-called Dirichlet kernel whose solution is well known

$$
\begin{aligned}
P_{k}(\theta) & =\frac{\sin \left(k+\frac{1}{2}\right) \theta}{\left(k+\frac{1}{2}\right) \sin \theta} \\
& =\frac{1}{k+\frac{1}{2}}\left[\frac{1}{2}+\cos \theta+\cos 2 \theta+\cdots+\cos k \theta\right]
\end{aligned}
$$

To avoid the high oscillations around discontinuities, the so-called Gibbs phenomenon, Lanczos suggested a strategy due to Fejer.

Later, a remarkable paper by Stiefel gave a fairly complete view on similar ideas revolving around least-squares polynomials [170]. The above paper by Lanczos was not referenced by Stiefel. It is only in 1983 that the idea of using least-squares polynomials resurfaced in force again, motivated essentially by parallelism and vector processing. Earlier in 1979 a paper by Dubois et al. [58] suggested using simple Neumann series expansion of the matrix. In 1976 Axelsson addressed the problem of computing good polynomials when the spectrum is located in two intervals, and he was followed later in 1980 by deBoor and Rice [54] who showed how to compute the best min-max polynomial in this situation and the more general situation of multiple intervals. The least-squares alternative considered by Johnson et al. in [104] was for a single interval, assuming that $A$ is symmetric positive definite. In other words, we need to solve

Find $s \in \Pi_{k}$ that minimizes:

$$
\begin{equation*}
\|1-\lambda s(\lambda)\|_{w} \tag{4}
\end{equation*}
$$

where $w$ is some weight function on the interval $\left(\lambda_{\min }, \lambda_{\max }\right)$, and $\|\cdot\|_{w}$ is the $L_{2}$-norm associated with the corresponding inner product. Because the distribution of eigenvalues matters more than condition numbers for the preconditioned conjugate gradient method, the authors observed in [104]
that least-squares polynomials tend to perform better than those based on the uniform norm, because they result in a better clustering of the spectrum. Moreover, Lanczos [116] and Rutishauser [150] already noted that the eigenvalue estimates need not be accurate: in fact, it suffices to use the simple bounds that are provided by Gershgorin's theorem. Further experiments in [151] did confirm that in some cases the least-squares polynomial over the Gershgorin interval, may perform as well as the infinity norm polynomial over [ $\lambda_{\text {min }}, \lambda_{\text {max }}$ ]. Note that this is only a minor advantage of least-squares polynomials since effective adaptive procedures exist to compute $\lambda_{\min }, \lambda_{\max }$; see [98] for symmetric problems and $[123,66]$ for nonsymmetric problems. We should add that the observations made in [104,151], and the simplicity of a method that bypasses eigenvalue estimates, have made least-squares polynomials more popular for polynomial preconditionings.

In the more general nonsymmetric case the interval (or union of intervals) that contains the spectrum is to be replaced by a more complex continuum $E$ in $\mathbb{C}$, which ideally would contain the eigenvalues of the matrix $A$. Several choices have been used for $E$. The first idea, proposed by Manteuffel in 1977-1978 [122,123], is to use an ellipse $E$ that encloses an approximate convex hull of the spectrum, or more precisely, the field of values of $A$. Then the shifted and scaled Chebyshev polynomials are optimal or nearly optimal and the use of these polynomials leads again to an attractive three-term recurrence. He exploited the fact that an unaccurate guess of extremal eigenvalues leads to either divergence or very slow convergence, in which the eigenvectors corresponding to the unidentified extremal eigenvalues play a dominant role. After a few iterations these directions can be identified and the parameters for the Chebyshev iteration polynomials can be adjusted. Although superseded by the parameter-free Krylov iteration methods, the Chebyshev methods are still of interest on computer platforms where the inner products are relatively expensive. They can be used in combination with Krylov methods, either as polynomial-type preconditioners in order to damp dominating parts of the spectrum, or to continue the iteration with the eigenvalue guesses that can be obtained from the Krylov methods (the Ritz values).

A second alternative is to use a polygon $H$ that contains $\sigma(A)$ [160,152]. A notable advantage of using polygons is that they may better represent the shape of an arbitrary spectrum. The polynomial is not explicitly known but it may be computed by a Remez algorithm. As in the symmetric case an alternative is to use some weighted $L_{2}$-norm instead of the infinity norm. Saylor and Smolarski used a discrete norm on the polygon [160]. Saad [152] used an $L_{2}$-norm associated with Chebyshev weights on the edges of the polygon and expressed the best polynomial as a linear combination of Chebyshev polynomials associated with the ellipse of smallest area containing $H$.

Yet another attractive possibility, with polygons instead of ellipses, proposed by Fischer and Reichel [74] is to avoid the problem of best approximation altogether and interpolate the function $1 / z$ with a polynomial at the Fejer points of $E$, i.e., the points $\mathrm{e}^{2 j i \pi / k}, j=0, \ldots, k$ that are conformally mapped from the unit circle to $H$. This is known to be an asymptotically optimal process. There are numerous publications related to this approach and the use of Faber polynomials; see the references in [74].

## 6. Krylov subspace methods: the first period

In the early 1950s a number of new methods appeared that dramatically changed the landscape of iterative methods. In separate contributions Lanczos [117] and Hestenes and Stiefel [101] propose
in effect different versions of what is now known as the conjugate gradient method. Amazingly, Hestenes and Stiefel actually discovered the same method independently. ${ }^{3}$ The method proposed by Lanczos is, for symmetric positive-definite matrices, mathematically equivalent to the conjugate gradient method, but it was described for the general case of nonsymmetric matrices.

There is no doubt that the origin of this class of methods was deeply rooted in approximation theory and, in particular in orthogonal polynomials. The ideas behind "gradient methods" as this class of methods was referred to, are based on some kind of global minimization. For instance, for positive-definite symmetric $A$, the CG method minimizes the so-called $A$-norm: $\left\|x_{i}-x\right\|_{A}^{2} \equiv$ $\left(x_{i}-x, A\left(x_{i}-x\right)\right.$ ), for $x_{i}$ that are in the Krylov subspace $K_{i}\left(A, r_{0}\right) \equiv\left\{r_{0}, \ldots A^{i-1} r_{0}\right\}$. For some PDE problems this norm is known as the energy norm, which has physical relevance. Another interpretation of the gradient methods is that the residual is orthogonal to the space of previously generated residuals, or some related space. Both interpretations are useful for the formulation of methods as well as for the analysis. A very useful consequence from the Krylov subspace basis is that $x_{i}$ can be expressed as a polynomial in $A$ of degree $i-1$, acting on $r_{0}$. The minimization interpretation makes it possible to bound the error for CG by replacing the "CG-polynomial" by easier to analyze polynomials, for instance a Chebyshev polynomial. This leads to the well-known upper bound [109,50,47,4]

$$
\begin{equation*}
\left\|x_{i}-x\right\|_{A} \leqslant 2\left(\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}\right)^{i}\left\|x_{0}-x\right\|_{A} \tag{5}
\end{equation*}
$$

for symmetric positive-definite matrices, in which $\kappa=\lambda_{\max }(A) / \lambda_{\min }(A)$. This upper bound describes well the convergence behavior for matrices $A$ of which the eigenvalues are distributed rather homogeneously. For more uneven distributions one can obtain bounds by making more subtle choices for the approximating polynomials, for instance, products of suitably chosen Chebyshev polynomials [4]. These choices do not reveal the superlinear convergence that is often observed for CG and also for other Krylov subspace methods. The notion of superlinear convergence refers to the observation that the convergence of CG accelerates in the course of the process. Proofs for superlinear convergence had been given already in the early 1950s [111,99], but these did not reveal that the superlinear behavior may take place in early phases of the iteration process; they were qualitative rather than quantitative. Concus et al. [47] related this convergence behavior to the Krylov subspace approximations, by stating that "the extremal eigenvalues are approximated especially well (by the Ritz values corresponding to the Krylov subspace) as CG proceeds, the iteration then behaving as if the corresponding eigenvectors are not present (thus leading to a smaller "effective" condition number in (5), which might then explain the faster convergence". In 1986, this was proven in a quantitative

[^2]way [179] and it was shown that the relevant eigenvalues needed to be approximated only in a modest degree by Ritz values, for an acceleration to set in.

As was mentioned in Section 2, the actual behavior of CG, in finite precision arithmetic, was initially not quite well understood. Several attempts to analyze this have been made, but it was in the early 1990s that this problem was satisfactorily explained. Greenbaum and Strakoss showed that CG in finite precision could be regarded as the exact process applied to an expanded system that is closely related to the given system, and the matrix of the expanded system has almost multiple exterior eigenvalues when the orthogonality in the process is lost. This helps explain why finite precision leads to a delay in the iteration process, but does not prevent the algorithm to deliver accurate approximate solutions (for symmetric positive-definite systems). For details, see [89,172], and [88, Chapter 4].

Surprisingly, it took some time before the ideas of the CG were generalized to other classes of matrices. Paige and Saunders [137], in 1975, showed that the underlying Lanczos method, could also be used for efficient implementations of related approaches for symmetric indefinite matrices. In MINRES, the norm of the residual $\left\|A x_{i}-b\right\|_{2}$ is minimized, and this required a more careful approach in order to avoid breakdowns. Conjugate gradient can be interpreted as a process in which $A$ is projected to the Krylov subspace (in fact, the Lanczos approach), which leads to a tridiagonal matrix $T$ of low dimension. The actual approximation $x_{i}$ is determined by solving a small linear system with $T$, and this is done with $L U$ without pivoting. This leads to the elegant short recurrences in CG. For indefinite matrices, the $L U$ factorization could lead to numerical difficulties.

Paige and Saunders circumvented this by employing a QR decomposition of $T$, which leads again to regular short recurrences, making the MINRES method attractive because of its minimal overhead and its economy of storage. It may come as a small wonder that one can also minimize $\left\|x_{i}-x\right\|_{2}$, without knowledge of the solution $x$. Paige and Saunders accomplished this in their SYMMLQ, by restricting $x_{i}$ to $A K_{i}\left(A, r_{0}\right)$. The advantage of SYMMLQ over MINRES appears to be in less sensitivity to ill-conditioning of $A$, the price one has to pay is that SYMMLQ often takes more steps. A slight disadvantage is also that although the method minimizes the norm of the error, the value of this norm is not known and the only practical information one has is the norm of the residual.

In 1976, Concus and Golub [45] and Widlund [200] came up with the idea of splitting a matrix into its symmetric and nonsymmetric parts and using the symmetric part as a preconditioner. With the proper inner product, the resulting algorithm corresponds to an iteration with a skew-Hermitian matrix - and therefore a three-term recurrence - CG-like - algorithm (called CGW) can be formulated.

The Bi-CG method, proposed in 1976 by Fletcher [76], is actually an implementation of the two-sided Lanczos process, which was suggested by Lanczos in 1952. In Bi-CG, the residual is constructed to be orthogonal to a Krylov subspace generated with $A^{\mathrm{T}}$ and some vector $s_{0}$. Initially, many numerical analysts were very skeptical of the $\mathrm{Bi}-\mathrm{CG}$, mainly because of the various breakdown situations that may occur. Also, Bi-CG did not minimize any norm of interest and the convergence behavior can be very irregular. The fact that the underlying two-sided Lanczos process works with nonorthogonal projections led to serious doubts on the usefulness of the method. A good example of this concern is in [201, pp. 394, 395], where the two-sided Lanczos method (viewed as a finite method for reducing a nonsymmetric matrix to tridiagonal form) is commented on: "... we may well have to pay a heavy price in terms of numerical instability..." and "... it is difficult to think of any reason why we should use Lanczos' method in preference of Householder's". Wilkinson's
analysis is, of course, still valid. However in the context of solving large sparse linear systems, we have learned to make the two-sided Lanczos method and the Bi-CG into useful solution techniques thanks to a number of enhancements and a better understanding of these processes.

## 7. Krylov subspace methods: the second period

Of course, the success of Krylov methods for symmetric matrices has inspired the construction of similar methods for unsymmetric matrices. The classical Lanczos method leads to a tridiagonal system, the projection of $A$ with respect to the Krylov subspace. Factorization of this tridiagonal matrix as the product of a lower and an upper bidiagonal matrix, leads to the coupled two-term recurrences as in Bi-CG. As said before, Bi-CG suffered from several breakdown conditions. One breakdown, associated with the indefiniteness of the implicitly generated projected tridiagonal system, can be cured by admitting $2 \times 2$ blocks along the diagonal of one of the factors. This requires the combination of two successive iteration steps, which explains the name Composite step $B i-C G$ [12]. A similar idea had been used much earlier by Luenberger, in order to make the conjugate gradient algorithm robust for symmetric-indefinite matrices [119]. The other breakdown, a more serious one, arises when the bi-orthogonalization process leads to a zero inner product of the two new vectors in the Krylov subspace and its adjoint space (that is the Krylov subspace, generated in the two-sided Lanczos process, with $A^{\mathrm{T}}$ ). Likewise, a near breakdown should also be avoided since it may lead to inaccuracies in the approximated solution. This breakdown can be cured with a look-ahead strategy, first proposed by Parlett et al. [140]. The idea is to expand the Krylov subspaces by two vectors simultaneously, and to make the new vectors block bi-orthogonal with respect to the similarly expanded adjoint space. Parlett et al. considered only look-aheads of length two, but a few years later, around 1990, the idea was picked up almost simultaneously by a number of other researchers who generalized it to look-aheads of arbitrary length. The most well known of these approaches were those published by Gutknecht and co-authors [95], Joubert [105], Parlett [139], Freund and Nachtigal [80], and Brezinski and co-authors [31,32]. In the latter work, the look-ahead strategy was related to the theory of orthogonal polynomials and referred to as recursive zoom technique. The connection between orthogonal polynomials and the Lanczos algorithms (and also the $\varepsilon$-algorithm) is discussed in [28]. This has proved to be very useful for getting more insight in the Lanczos and two-sided Lanczos algorithms. It also has helped to construct breakdown free variants of the hybrid Bi-CG algorithms, for details on this see [29].

Curing the breakdowns in $\mathrm{Bi}-\mathrm{CG}$ was important, but there were other aspects as well that motivated further research. The convergence behavior of $\mathrm{Bi}-\mathrm{CG}$ is usually quite irregular, in the sense that the norms of successive residuals can behave erratically. This motivated Freund and Nachtigal [80] to propose an algorithm in which the projected overdetermined tridiagonal system is solved in a least-squares sense. Since the basis vectors for the Krylov subspace, generated by the two-sided Lanczos process, are in general not orthogonal, this approach does not lead to a minimum residual approximate solution (as with MINRES), and this inspired for the name quasi-minimum residual (QMR). The full QMR method includes a look-ahead strategy, but it became also popular without it, since the first breakdown condition is cured by the least-squares solution of the tridiagonal system. For a template for this simplified QMR, see [13].

The other clear disadvantage in the basic two-sided Lanczos method was the necessity to construct two Krylov subspaces: $K^{i}\left(A ; r_{0}\right)$, and $K^{i}\left(A^{\mathrm{T}} ; s_{0}\right)$. Of the two vector bases generated only one is exploited for the solution, the other can be regarded as an auxiliary set used to generate the inner products needed to generate the bi-orthogonal basis. Sonneveld [166] made the clever observation that the operations with $A^{\mathrm{T}}$ could be reformulated to operations with $A$, and these operations can be used for a further reduction of the residual norm. Whereas the previous approaches, look-ahead, composite-step, and QMR, help to cure deficiencies of the Lanczos method, they do not lead to essential faster convergence. However, Sonneveld's trick can lead to much faster convergence, for practically the same costs per iteration. The idea is based on the observation that the residual $r_{i}$ can be expressed formally as $r_{i}=p_{i}(A) r_{0}$, with $p_{i}$ a polynomial of degree $i$. Likewise, the shadow residual in the adjoint space can be expressed as $s_{i}=p_{i}\left(A^{\mathrm{T}}\right) s_{0}$. The iteration coefficients for Bi-CG are computed from inner-products such as $\left(r_{i}, s_{i}\right)$, and such an inner product can be rewritten formally, as $\left(p_{i}(A) r_{0}, p_{i}\left(A^{\mathrm{T}}\right) s_{0}\right)=\left(p_{i}^{2}(A) r_{0}, s_{0}\right)$. This observation leads to an algorithm that generates $\tilde{x}_{i} \in$ $K^{2 i}\left(A ; r_{0}\right)$, for which the corresponding residual $\tilde{r}_{i}$ can be expressed as $\tilde{r}_{i}=p_{i}^{2}(A) r_{0}$. For the situation where Bi-CG delivers a residual $r_{i}\left(=p_{i}(A) r_{0}\right)$ that is small compared with $r_{0}$, one may conclude that $p_{i}(A)$ has transformed $r_{0}$ into a small vector, and hopefully, if we apply $p_{i}(A)$ twice, then this leads to a double reduction. Indeed, the resulting method, conjugate gradients squared (CGS), often leads to a convergence about twice as fast as $\mathrm{Bi}-\mathrm{CG}$. This algorithm is also referred to as Bi-CGS, which is actually more appropriate. The downside of the squaring of $p_{i}$ is that the convergence of CGS is usually much more irregular than for Bi-CG. This can lead to serious accuracy problems in finite precision arithmetic; we will come back to this aspect later.

Soon after the discovery of the CGS method, it was recognized that the operations with $A^{\mathrm{T}}$ could also be transformed to other polynomials in $A$. The first idea in this direction was Bi-CGSTAB [186], in which Bi-CG was combined with minimum residual steps of degree one. This led to a convergence that is rather smooth as well as faster than Bi-CG and it gave rise to many other hybrids. Gutknecht suggested to combine $2 i \mathrm{Bi}-\mathrm{CG}$ steps with $i$ times a minimum residual method of degree 2 . This was generalized by Sleijpen and Fokkema [165] to $\operatorname{Bi}-\operatorname{CGSTAB}(\ell)$. The same principles can also be applied to QMR, and the analogue of CGS led to TFQMR [79]. The analogue of Bi-CGSTAB is QMRSTAB, suggested by Chan et al. [38]. Zhang [207] describes more general product methods based on Bi-CG. His framework includes the previously described methods, but also admits hybrid variants in which one can shift from CGS to Bi-CGSTAB at some iteration step. This principle admits further possibilities for reducing the residual in some norm. An interesting variant of CGS has been suggested by Fokkema et al. [77]. Here, the polynomial $p_{i}^{2}$ that generates the residuals, is replaced by the product $p_{i} \tilde{p}_{i}$, where $\tilde{p}_{i}$ is the polynomial that corresponds to a 'nearby' $\mathrm{Bi}-\mathrm{CG}$ process. The principle can be used to help reduce severe irregularities in the convergence, while the quadratically reduced errors in important eigenvector directions are still realized. According to the authors, this is an advantage in the context of iterative solutions of Jacobian systems in a Newton process for nonlinear systems of equations. Similar ideas were also considered by Brezinski and Redivo Zaglia [30]. Their approach is to compute approximations by two different methods and to combine the two results in an effort to get a better approximation. For some methods, the combined method can be executed at reduced costs, that is some of the matrix vector products can be used for both methods. For a detailed overview of this approach see [29, Chapter 5].

A different direction is to try to minimize the norm of the residual over all vectors in the Krylov subspace, similar to the MINRES approach for symmetric $A$. A number of methods were
proposed that achieved this goal, among them ORTHODIR [103], GCR [62], ORTHOMIN [190], and Axelsson's method [5], but many of these methods suffered from some numerical instability. An early specimen of this approach was suggested by Khabaza in 1963 [112]. He proposed a method which, in exact arithmetic, leads to the same iterands as $\operatorname{GMRES}(m)$. However, he used the defining vectors $r_{0}, A r_{0}, \ldots, A^{m-1} r_{0}$ as the basis vectors, without further orthogonalization. The observation that Khabaza considered matrices with a condition number of 200 as being ill-conditioned, may serve as an illustration for the numerical problems that were encountered.

GMRES [158] developed in 1986, was mathematically equivalent to these techniques but soon it came to be preferred because of its better numerical behavior and its lower cost, both in terms of memory and arithmetic. An advantage of GMRES is its guarantee to compute the approximate solution with minimum residual norm, but the price to be paid is that the overhead costs per iteration, that is the computations other than the matrix vector product, increase linearly with the iteration count. Also, all basis vectors for the Krylov subspace have to be stored. The obvious solution seems to be to restart after a convenient number of iterations, before the costs for computation and storage become prohibitive. This is known as restarted GMRES, or simply GMRES $(m)$. The disadvantage of this approach is that it decreases the robustness of the method since convergence is no longer guaranteed. Moreover, by restarting the convergence behavior may become very slow and one runs the risk to miss the faster convergence that might have occurred for a larger value of $m$. For that reason, researchers have tried to find ways to reduce the number of iteration steps, other than by preconditioning, or even in addition to preconditioning. One idea is to try to improve the preconditioner with updates from the Krylov subspace. This has been suggested first by Eirola and Nevanlinna [61]. Their approach leads to iterative methods that are related to Broyden's method [35], which is a Newton-type method. For specific but obvious choices, one recovers a method that is equivalent to GMRES. The Broyden method can be obtained from this update-approach if we do not restrict ourselves to Krylov subspaces. See [191] for a discussion on the relation of these methods.

The idea of preconditioning is to approximate $A^{-1} p$ for vectors $p$ generated by the iteration method. One could do this in a different way for every iteration step, for instance, by incorporating information from previous iteration steps in the preconditioner, or by approximating $A^{-1} p$ by some iteration method again. The updated preconditioners cannot be applied immediately to GMRES, since the preconditioned operator now changes from step to step, and we are not forming a regular Krylov subspace. However, we can still minimize the residual over the new subspace. The idea of variable preconditioning has been exploited in this sense, by different authors. Axelsson and Vassilevski [11] have proposed a Generalized Conjugate Gradient method with variable preconditioning, Saad [155] has proposed a scheme very similar to GMRES, called Flexible GMRES (FGMRES), and Van der Vorst and Vuik [187] have published a scheme called GMRESR. FGMRES has received more attention, possibly because it is fairly easy to implement: only the update directions in GMRES have to be preconditioned, and each update may be preconditioned differently. This means that only one line in the GMRES algorithm has to be adapted. The price to be paid is that the method is no longer robust; it may break down. GMRESR and the generalized conjugate gradient method produce, in exact arithmetic, the same results, but GMRESR is numerically more stable and more efficient. In GMRESR the residual vectors are preconditioned and if this gives a further reduction then GMRESR does not breakdown. This gives slightly more control over the method in comparison with FGMRES. In most cases though the results are about the same.

Other methods that proved to be very useful include the LSQR method, suggested in 1982 by Paige and Saunders [138]. LSQR is a clever implementation of the Lanczos method that leads to a factorization of the tridiagonal reduced matrix for $A^{\mathrm{T}} A$. This is often the method of choice for overdetermined or underdetermined systems; it minimizes the norm of the residual over the Krylov subspace generated with $A^{\mathrm{T}} A$. For square systems the method is not so effective, unless one finds a good preconditioner, since the convergence behavior of LSQR is dictated by the square of the condition number of the system involved. The condition number, however, does not always give a good indication for the behavior of Krylov methods; Nachtigal et al. describe examples of matrices for which the singular values may predict the convergence behavior (much) better [129]. In extreme cases, GMRES with $A$ may converge much slower than LSQR, or in fact, any method based on the normal equations. LSQR may also be viewed, in exact arithmetic, as CG applied to the normal equations. Applying CG in this fashion, however, will result in poorer stability. Craig's method [138] is a Krylov method which also works with $A^{\mathrm{T}} A$ and in which the error $\left\|x_{i}-x\right\|_{2}$ is minimized, without computing the value of this norm.

Finally, we mention that Weiss, in the early 1990s, gave generalizations of SYMMLQ for unsymmetric matrices. These methods are known as GMERR methods [196,198]. It may have an advantage to have a method in which the norm of the error is minimized, but since this is done over a different subspace, namely $A^{\mathrm{T}} K_{i}\left(A^{\mathrm{T}}, r_{0}\right)$, it is not clear yet when this leads to advantages over, for example, GMRES, in terms of efficiency or stability.

Convergence results for Krylov methods in the non-Hermitian case were established following essentially similar ideas as for the CG algorithm, see [157, Chapter 6.11]; [88, Chapter 3] for overviews. However, this simple analysis which was given, for example, for GMRES [158] was soon viewed as insufficient. The traditional bounds on the norm of the error or the residual are expressed in terms of eigenvalues of $A$ and the condition number of the eigenvector matrix. For highly nonnormal matrices this does not always lead to informative results. Embree, in his thesis [67], describes situations for which the field of values of $A$, or its pseudospectra, are used for understanding the observed convergence behavior of GMRES (see also [88, Chapter 3]).

Many attempts to get a better understanding of the behavior of GMRES were made. Work by Brown [34] and later by Cullum and Greenbaum [49] established relations between certain methods (GMRES and FOM, and then BiCG and QMR). Greenbaum and Strakos [90] showed a number of interesting properties of GMRES - in particular they characterize all linear systems that have the same GMRES convergence behavior. In a later paper, Greenbaum et al. [91] established that essentially any convergence behavior is possible for the same spectrum.

One fundamental question that was asked in the early 1980s was whether a short recurrence iterative process could be found that was also optimal for non-Hermitian matrices. Indeed, it was known how to generate short-term recurrence algorithms for nonsymmetric matrices (e.g. the Bi-CG) but these do not verify obvious optimality properties. On the other hand the optimal processes that were known required long recurrences (e.g., GMRES). The answer to this question was given by the excellent paper by Faber and Manteuffel in 1984, and alas is was a negative one [71]: short-term solution algorithms that are also optimal can essentially be devised only for a restricted class of matrices; for all practical purposes, these matrices are either hermitian or skew-hermitian. An essentially equivalent result had been published by Voevodin, just one year before Faber and Manteuffel [180].

For the Bi-CG and related methods, very little theory is available on convergence. An attempt on this was to introduce variable metrics, see [14] and the survey by Weiss [197].

## 8. Accelerators are not enough: preconditioning methods

The convergence of iterative methods depends on spectral properties of the matrix of the linear system and in order to improve these properties one often transforms the linear system by a suitable linear transformation. This process is known as preconditioning.

We do not know for sure who coined the term 'preconditioning' first - it may have been Turing (according to Golub and O'Leary [86]) or Forsythe (see below). Regardless, the idea was known quite early on. Cesari, in 1937 [37], proposed to multiply a given system $A x=b$ with a polynomial $P(A)$, in an attempt to speed up the convergence of the Richardson iteration (see also [23, p. 156] for a discussion on this; in this reference the Richardson process is referred to as Mises' iteration Cesari calls it the von Mises' iteration). In the 1952 paper by Lanczos [116] the notion of polynomial preconditioning is clearly defined: "The construction of the inverse matrix is equivalent to a linear transformation which transforms the given matrix into the unit matrix. The unit matrix can be conceived as the extreme case of a well-conditioned matrix whose eigenvalues are all 1 . We will ask for much less if we merely demand the transformation of the original system whose dispersion is moderate". Lanczos then states that the goal of the procedure is to "reduce the initial skewness" of the system, not bring about the exact solution. Forsythe in his report on this paper in the mathematical reviews (review MR 16-751, 1955) does employ the term "preconditioning" explicitly. Polynomial preconditioning is also clearly mentioned in the review paper in Stiefel [170] - in 1959. Hestenes in 1956 [100], viewed the conjugate gradient method as an acceleration technique for suitable matrix splittings. His formulation of the algorithm is equivalent with preconditioned conjugate gradients. Finally, we mention Faddeev and Faddeeva, who used the term "preparing" in their 1963 book [72, p. 188] (a translation of the Russian text of 1960) for transforming a system $A x=b$ to $K A x=K b$, with $K$ such that $K A$ is close to a unit matrix.

Modern preconditioning methods started in the late 1960s and early 1970s. Evans [70] used the term preconditioning explicitly for the acceleration of SSOR by the Chebyshev iteration. However, this combination had already been studied by Sheldon in 1955 [161]. In 1972, Axelsson [3] proposed to use the SSOR method as a preconditioner for the conjugate gradient method. The incomplete Cholesky decompositions (Meijerink and van der Vorst, 1974, 1977), became quite popular and led to the ICCG process [125]. Concus, Golub and O'Leary [47] wrote an influential paper on the usage and effect of preconditioning for the CG method.

### 8.1. Incomplete factorizations

Preconditioning as we know it today refers mostly to approximate or incomplete factorizations of the coefficient matrix. Some of the early publications on such factorizations that are often cited include Buleev [36], Varga [189] and Oliphant [132]. Later in the 1960s a few other procedures were developed specifically for matrices arising from finite difference approximations to elliptic operators, these include the work by Dupont et al. [60]. In 1977, Meijerink and Van der Vorst introduced the more general incomplete LU factorization [125]. The paper suggests that the combination of this "preconditioning" and the conjugate gradient method could lead to a robust and very fast combination.

Similar ideas were in existence before. However, the paper provided a much needed stimulus to the whole area of iterative methods.

The Dupont-Kendall-Rachford splitting can be viewed as an incomplete LU factorization with zero fill-in, in which the elimination errors are compensated by corrections to the diagonal of the decomposition. In 1977, this procedure was generalized by Gustafsson [94] in 1978, as a modified form of the incomplete LU factorizations: MILU.

Several developments marked the years that followed. Two distinct ways of developing incomplete factorization preconditioners with improved accuracy were developed. The first approach is based on a symbolic factorization view, i.e., it only requires the nonzero structure of the matrix to determine which fill-ins to drop. A method proposed by Watts [195] for irregular sparse matrices attributes a "level of fill" recursively to each fill-in element from the levels of fill-in of its parents, in the Gaussian elimination process. Then each fill-in that is introduced and whose level exceeds a certain threshold is dropped. In practice for $M$-matrices, the higher the fill-in the lower the level. The second common approach is to modify a given direct solver by including a dropping rule, based on the numerical size of the fill-ins introduced [82,134,53,52,208,206].

Although the relation between the size of the dropped elements and the number of iterations required to achieve convergence is far from being understood, on the average dropping small elements is more likely to produce a better quality preconditioner than dropping large elements. However, experience reveals that this is not always true. Another drawback of the level-of-fill approach is that it is difficult to predict the amount of fill-in that will be generated.

The number of variations that can be found on incomplete factorization preconditioner is truly astounding and we will not attempt to list them all. It suffices to say that there were variants developed for specific architectures. (e.g., Twisted Factorizations), or for specific applications (e.g., element-by-element preconditioners), or to exploit specific features of the equations (e.g., block factorizations), among other classes. See [57] for an overview of these preconditioners, specially in view of their implementation for high-speed computers.

One of the interesting recurring themes in preconditioning methods is whether or not reordering the matrix prior to applying the ILU factorization can be helpful. Two early papers examined this carefully and concluded rather negatively. The first is a paper by Simon [163] who considered large nonsymmetric linear systems. For the systems he considered he concluded that standard techniques used for sparse direct solvers were not too helpful for use in preconditioners based on level-of-fill. Immediately following this was a paper by Duff and Meurant [59] which concluded, similarly, that ICCG does not in general benefit in any significant manner form reordering. These studies were limited to certain types of reorderings and certain types of preconditioners. It is now known [19] that certain reorderings, such as Reverse Cuthill McKee are beneficial in preconditioning methods, in particular with some form of dropping strategy. The beneficial impact of well-chosen fill-ins was already demonstrated in [59] for some orderings. What seems to be also clear is that the best approaches for direct solvers (such as Nested Dissection and minimal degree ordering) are not the best for iterative solvers.

Since ILU and IC factorizations were the most popular preconditioners, at least in a sequential environment, many attempts have been made to improve them, for instance by including more fill [126], by modifying the diagonal of the ILU factorization in order to force rowsum constraints [ $94,8,7,131,181,64]$, or by changing the ordering of the matrix [183,184]. A set of experiments with respect to the effects of ordering is contained in [59].

Saad [153] proposed a few variants on the incomplete LU approach for the matrix $A$, one of which is in fact an incomplete LQ decomposition. In this approach it is not necessary to form the matrix $Q$ explicitly, and it turns out that the lower triangular matrix $L$ can be viewed as the factor of an incomplete Cholesky factorization of the matrix $A^{\mathrm{T}} A$. This can be exploited in the preconditioning step, avoiding the use of $Q$. The second approach was to introduce partial pivoting in ILU, which appears to have some advantages for convection-dominated problems. This approach was further improved by including a threshold technique for fill-in as is done in the ILUT algorithm, see [157, p. 287].

Another major step forward, for important classes of problems, was the introduction of block variants of incomplete factorizations [176,46,6], and modified variants of them [46,6,120]. It was observed, by Meurant, that these block variants were more successful for discretized two-dimensional problems than for three-dimensional problems, unless the two-dimensional' blocks in the latter case were solved accurately. For discussions and analysis on ordering strategies, in relation to modified (block) incomplete factorizations, see [127,121].

### 8.2. Parallel preconditioners

Parallel preconditioners were discussed as early as with the first appearance of vector and parallel computers. It soon became apparent that the standard ILU-based preconditioners which were just becoming quite popular, were also very sequential in nature and had either to be replaced or implemented differently. The first ideas that were promoted or discussed were based on approximating the LU-solves by means of Neuman expansions in the $L$ and $U$ solves [182] as well as from the start by approximating the inverse of the original matrix by the Neuman series expansion of its inverse [58]. This gave rise to a number of papers on "polynomial preconditioners". The survey paper [154] gives an account of the state of the art toward the end of the 1980 s and it can be seen that polynomial preconditioners figured prominently in the article. Another approach - termed "level-scheduling" or "wavefront" approach, was to unravel parallelism from the forward and backward solves. Because of sparsity, many equations can be solved at the same time in several levels during the forward and the backward solves - and a technique known in graph theory as "topological sorting" allows to determine these levels [1,15,20,159,184,185].

However, these two methods were soon viewed as having a limited potential. Level scheduling has limited parallelism and the first and last (smallest) levels were small enough to cause bottlenecks. A number of strategies could be used to improve the situation however. Polynomial preconditioners faced more serious challenges. Their performance relative to existing alternatives was not too convincing, especially for small number of processors. In addition, it is difficult to find a good polynomial in the case of indefinite matrices. Current interest in these techniques has all but vanished. This is a case where good mathematically based methods are not enough to overcome an inherent limitation of a given approach.

Red-black ordering is an obvious approach to improve parallel properties for well-structured problems, but experimental results were disappointing [59] so it was avoided. If carefully done though, they can lead to significant gains in efficiency. Elman and Golub [65] suggested such an approach, in which Red-Black ordering was combined with a reduced system technique. The idea is simply to eliminate the red points, and construct an ILU for the reduced system of black points. Recently, DeLong and Ortega [56] and Saad [156] suggested carrying out a few steps of red-black ordered

SOR as a preconditioner for GMRES and Bi-CGSTAB. The key to success in these cases seems to be a combined effect of fast convergence of SOR for red-black ordering, and the ability of the Krylov subspace to remove stagnations in convergence behavior associated with a few isolated eigenvalues of the preconditioned matrix.

Another stream of ideas for deriving parallel preconditioning methods came from domain decompo-sition-type methods. Such methods were in existence in the partial differential equations (PDE) literature already in a different form, see, e.g., the survey paper [40]. Though domain decomposition methods were motivated by parallel computing it appeared that the approach could be used with success also for the construction of sequential preconditioners. Domain decomposition has been used for problems that arise from discretization of a PDE over a given domain. The idea is to split the given domain into subdomains, and to solve the discretized PDEs over each subdomain separately. The main problem is to find proper boundary conditions along the interior boundaries of the subdomains. Domain decomposition is used in an iterative fashion and usually the interior boundary conditions are based upon information on the approximate solution of neighboring subdomains that is available from a previous iteration step.

It was shown by Chan and Goovaerts [39] that domain decomposition can actually lead to improved convergence rates, provided the number of domains is not too large. A splitting of the matrix with overlapping sub-blocks along the diagonal, which can be viewed as a splitting of the domain, if the matrix is associated with a discretized PDE and has been ordered properly, was suggested by Radicati and Robert [143]. They suggested to construct incomplete factorizations for the sub-blocks. These sub-blocks are then applied to corresponding parts of the vectors involved, and some averaging was applied on the overlapping parts. A more sophisticated domain-oriented splitting was suggested in [194], for SSOR and MILU decompositions, with a special treatment for unknowns associated with interfaces between the sub-domains.

The isolation of sub-blocks was done by Tang [175] in such a way that the sub-blocks correspond to subdomains with proper internal boundary conditions. In this case it is necessary to modify the sub-blocks of the original matrix such that the sub-blocks could be interpreted as the discretizations for subdomains with Dirichlet and Neumann boundary conditions in order to force some smoothness of the approximated solution across boundaries. In [173] this was further improved by requiring also continuity of cross-derivatives of the approximate solution across boundaries. The local fine tuning of the resulting interpolation formulae for the discretizations was carried out by local Fourier analysis. It was shown that this approach could lead to impressive reductions in numbers of iterations for convection dominated problems.

Note that domain decomposition methods for general sparse linear systems became successful at the same time as the machines for which they were designed (distributed memory, MIMD computers) were gaining importance. Currently, most of the parallel iterative solvers packages utilize essentially DD-type preconditioners.

For an overview of parallel preconditioners, and guidelines for their efficient implementation, see [57].

### 8.3. Multilevel preconditioners

Methods based on multilevel techniques, such as multigrid, have been popular for solving certain types of PDEs [96]. They are often designed specifically for problems arising from PDEs with regular
meshes. Algebraic multilevel solution methods were developed as an attempt to extend the scope of these methods [149]. Clearly, nothing can prevent the use of these techniques as preconditioners for Krylov solvers. Since the multigrid method is viewed as optimal, its users have often avoided to use an accelerator such as GMRES or BICGSTAB to accelerate it. A study by Oosterlee and Washio [133] did, however, indicate that such a combination could be beneficial and lead to a much more robust solver than a multigrid solver alone.

Recently, a class of preconditioners that tended to close the gap between multilevel methods and preconditioned Krylov methods drew much attention. It was discovered that a multigrid-inspired ordering can be very effective for discretized diffusion-convection equations, leading in some cases to almost grid-independent speeds of convergence [177,178], see also [52]. These preconditioners can be viewed also from the angle of ILU factorization combined with a reordering as in the ILUM strategy, see [157, p. 371]. This type of approach can be fairly robust and scale well with problem size, unlike other ILU preconditioners.

In earlier related work, Axelsson and Vassilevski developed a method which was later referred to as AMLI $[9,10]$ that is based on a set of nested finite element grids. The equations associated with the finer mesh are reduced (approximately) and the process is repeated to a number of levels until the coarsest mesh is reached.

It is interesting to note that currently, this general approach offers an excellent potential for providing a global method that can encompass most of the successful approaches for solving linear systems. By restricting the number of levels to one and performing the factorization accurately, one obtains a direct solver. A standard ILU solver can also be obtained by dropping fill-in.

### 8.4. Sparse approximate inverses

Many researchers and practitioners became aware of an important and damaging phenomenon in ILU techniques. An ILU factorization can be an accurate approximation to the original matrix but it can yield a very ill-conditioned factorization [181]. This phenomenon of instability of the LU factors was analyzed in particular by Elman [63]. This weakness of ILU factorizations, coupled with their sequential nature, spurred researchers to consider radical alternatives. The approximate inverse methods which were first proposed in the late 1970s [16] were in this category. It is only with the advent of massive parallel processing that such methods were considered as serious contenders of the now standard ILU methods [93]. A flurry of publications followed this work and the work by Kolotilina and Yeremin [113,114]. To cite just a few, [48,92] define strategies for determining the best pattern for the inverse, $[43,42,18,17]$ define alternative schemes. While at the beginning, these preconditioning methods were received with much skepticism, it is fair to say that substantial progress has been made and a number of recent papers reported that approximate inverse schemes can often be competitive with ILU factorization methods - even in a sequential environment.

One idea for constructing an approximate inverse is to find a sparse matrix $M$ such that $\|A M-I\|$ is small for some convenient norm. Kolotilina and Yeremin [114] presented an algorithm in which the inverse was delivered in factored form, which has the advantage that singularity of $M$ is avoided. In [48] an algorithm is presented which uses the 1-norm for the minimization. We also mention Chow and Saad [43], who use GMRES for the minimization of $\|A M-I\|_{F}$. Drop-tolerance strategies are applied to limit the amount of fill-in allowed. The approach can also be used to correct explicitly some given implicit approximation, such as a given ILU decomposition.

An elegant approach was suggested by Grote and Huckle [92]. They also attempt to minimize the F-norm, which is equivalent to the Euclidean norm for the errors in the columns $m_{i}$ of $M$

$$
\|A M-I\|_{F}^{2}=\sum_{i=1}^{n}\left\|A m_{i}-e_{i}\right\|_{2}^{2} .
$$

Based on this observation they derive an algorithm that produces the sparsity pattern for the most error-reducing elements of $M$. This is done in steps, starting with a diagonal approximation, each steps adds more nonzero entries to $M$, and the procedure is stopped when the norms are small enough or when memory requirements are violated.

## 9. Multigrid methods

As was mentioned above, among the earliest preconditioning methods were the simple relaxation schemes since these have, historically, been quite popular techniques. Thus Krylov subspace methods were viewed as methods for accelerating such techniques. Another powerful way of accelerating relaxation techniques is to use multigrid - or multilevel methods. Although we have given little emphasis to these methods in this survey, they are nevertheless important methods which can give rise to very efficient solvers, actually of optimal complexity in some cases. The main observation of multigrid techniques is based on a Fourier analysis of the residual (or error) vector of a sequence of iterates that are generated by a scheme such as Jacobi or Gauss-Seidel. This means that these residual vectors are analyzed in the eigen-basis associated with the iteration matrix $M$ - assuming that $M$ has a complete set of eigenvectors. In the case of Jacobi, the observation is that the components associated with the largest eigenvalues (in the original matrix) will decrease rapidly. However, those associated with the smallest eigenvalues will converge much more slowly. As a result after a few steps, the "high-frequency" components may have converged while the "low-frequency" components may have made very little progress in comparison. To correct this situation, researchers developed methods that used several grids. The simplest idea is to use two meshes one fine and one that is coarser, where the fine mesh can be viewed as the result of refining the coarse one. The iteration initially takes place on the fine mesh. After a few steps, the residual is projected onto the coarse mesh, by some form of restriction. Let $A_{2 h}$ be the matrix for the problem on the coarse mesh and $r_{2 h}$ this projected residual. The system $A_{2 h} \delta=r_{2 h}$ is then solved on the coarse mesh by means of a few steps of relaxation. This is called a correction step. The vector $\delta$ is then extrapolated into the finer mesh and the result is added as a correction to the iterate on the fine mesh.

An early paper describing essentially such an idea can be traced back to 1935, when Southwell [167] discusses a "group-relaxation" scheme for a two-level setting. It is clear that we do not have to stop at two levels of meshes. Much later Fedorenko [73] described the first true multigrid technique - which employs more than two grids. The idea laid dormant for some time until Achi Brandt published a series of articles, the first of which in 1972 [26]. The paper [27] provided the needed analysis to boost this class of techniques. Many variants of multigrid methods have been developed and the literature is perhaps richer than that of Krylov subspace methods. The excellent "frontiers in applied mathematics" [124] volume published in 1987 listed already 607 references. A number of excellent books have been written on multigrid. For a quick tutorial see [33]. More complete texts
include Hackbusch [96], and Wesseling [199]. The volume [124] contains an excellent collection of articles on multigrid and algebraic multigrid.

It is often asked what is the best method to use: preconditioned Krylov subspace methods or a multigrid approach? Users of iterative techniques are really split in two camps: those who use exclusively multigrid methods and those who use exclusively (preconditioned) Krylov subspace methods. Combination of the two methods have been advocated however, see Section 8.3, but this is an exception rather than a rule. When multigrid techniques work, they can be extremely efficient far more so than preconditioned Krylov methods. However, their efficiency relies essentially on the inter-level restriction, and prolongation operators, the choice of which will vary from one application to the next. Such efficiencies can be achieved for regular meshes and for smooth elliptic PDEs. Standard multigrid methods cannot be applied without the existence of an underlying mesh - hence its major limitation.

This led to the development of algebraic multi-grid (AMG) initiated by Ruge and Stuben [149]. AMG was defined for algebraic systems - in the same manner as general sparse linear systems solvers - by defining restriction and prolongation operators algebraically. The overall success of AMG, which is derived based on an underlying PDE problem, has been somewhat limited.

## 10. Outlook

It is rather difficult to predict what the future will bring in the area of iterative methods. However, it is almost certain that the usage of these methods will increase substantially in the application areas. This is partly due to the impact of parallel architectures. Direct methods are more complex to implement in parallel than are iterative methods. Also it is clear that problem sizes are increasing to the point of making direct solvers exceedingly expensive - both in terms of memory and arithmetic costs. One ray of hope for those problems that are hard to solve by iterative techniques, is to combine techniques from direct and iterative solution technologies. As the communities from direct and iterative solvers are getting to learn each other's tricks, the distinction between the two methodologies is getting to be blurred and this results in better, more robust, methods. Indeed, if memory is the only difficulty with direct solvers, it may be possible to find preconditioners that are far more accurate than current ones - but which use moderate amounts of memory.
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#### Abstract

This paper sketches the main research developments in the area of computational methods for eigenvalue problems during the 20th century. The earliest of such methods dates back to work of Jacobi in the middle of the 19th century. Since computing eigenvalues and vectors is essentially more complicated than solving linear systems, it is not surprising that highly significant developments in this area started with the introduction of electronic computers around 1950. In the early decades of this century, however, important theoretical developments had been made from which computational techniques could grow. Research in this area of numerical linear algebra is very active, since there is a heavy demand for solving complicated problems associated with stability and perturbation analysis for practical applications. For standard problems, powerful tools are available, but there still remain many open problems. It is the intention of this contribution to sketch the main developments of this century, especially as they relate to one another, and to give an impression of the state of the art at the turn of our century. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Sources

Numerical linear algebra is a very active field of research. Many problems are challenging of themselves, and in addition, much of scientific computing depends critically in one way or another on numerical linear algebra algorithms. Not only do the more classical scientific computational models for physical or engineering problems depend on linear algebra kernels, but many modern applications, such as information retrieval and image restoration, profit from numerical linear algebra

[^3]results. These factors have motivated numerical linear algebra research throughout the entire 20th century.

The field has blossomed, especially since the introduction of the modern computer, roughly from the early 1950s. This is evident from the large number of scientific journals in which articles in this area appear: SIAM J. on Matrix Analysis and Applications (SIMAX), Linear Algebra and its Applications (LAA), Numerical Linear Algebra with Applications (NLAA), are completely devoted to this specialty. Articles on numerical linear algebra, theoretical as well as applied, regularly appear in journals such as BIT, SIAM J. Numerical Analysis, SIAM J. on Scientific Computing, J. on Computational and Applied Mathematics, J. Applied Numerical Mathematics, Numerische Mathematik, Numerical Algorithms, Mathematics of Computation, Parallel Computing, ACM Transactions on Mathematical Software, Computing, J. Inst. Math. Applic., SIAM Review, IMA J. Num. Anal., and several others in more application oriented directions, such as J. Computational Physics and engineering journals. And from, for instance, the bibliography in Golub and Van Loan's book [51], one can see how many papers are referenced from these and other sources. A quick glance through the contents of the average 60 papers per year in SIMAX shows that roughly $40 \%$ of the papers are associated with eigenvalue problem research, and it is likely that this holds more or less for the many papers per year that focus on numerical linear algebra.

This makes any attempt to write a complete overview on the research on computational aspects of the eigenvalue problem a hopeless task. It also serves as an excuse for the incompleteness in the current overview. We have tried to highlight what seemed most important from our point of view. We have included references to main sources, and we have made a personally colored selection of references to more specialized details. Instead of trying to give an overview of all sorts of different approaches that have been followed to solve aspects of eigenproblems, we will try to emphasize the history of those methods that, in our opinion, still play a role. Our aim is to consider the algorithmic developments from a historical point of view and to indicate how the recent powerful techniques are the result of many smaller steps. This will also help to show how many of the algorithms are interrelated; we hope not to get lost in sidesteps. The reader who is interested in methods that have played a role but that are at present no longer considered to be on the main track, is referred to Householder's and Wilkinson's books [64,154]. In addition, Parlett [100] gives interesting historical information on older methods that still have some significance from a theoretical point of view.

In order to be active in this area of research, or to be informed about special aspects, then one might be interested in our main sources:

- Wilkinson: The Algebraic Eigenvalue Problem [154].
- Householder: The Theory of Matrices in Numerical Analysis [64].
- Wilkinson and Reinsch: The Handbook [158].
- Parlett: The Symmetric Eigenvalue Problem [100].
- Stewart and Sun: Matrix Perturbation Theory [129].
- Watkins: Fundamentals of Matrix Computations [150].
- Golub and Van Loan: Matrix Computations [51].
- Chatelin: Spectral Approximation of Linear Operators [18].
- Saad: Numerical Methods for Large Eigenvalue Problems [116].
- Demmel: Applied Numerical Linear Algebra [28].
- Trefethen and Bau: Numerical Linear Algebra [137].
- Arpack Guide (Lehoucq, Sorensen and Yang) [81].
- Dongarra et al.: Numerical Linear Algebra for High Performance Computers [31].
- Bai's paper in Numerical Lin. Alg. with Appl. [6].
- Watkin's paper in SIAM Review [151].
- Dongarra and Walker on Software [33].
- Wilkinson: State of the Art overview [157].
- van der Vorst and Golub: State of the Art paper [50].

By regularly examining the dedicated numerical linear algebra journals, one should be able to trace most of the relevant and interesting papers for further investigations and research.

It should be noted that we have concentrated on algebraic eigenvalue problems in this paper. For eigenvalue problems related to, for instance, PDEs, one may use methods that exploit the nature of the PDE or the expected behaviour of the solution. We have not considered such specialized techniques (of which multigrid is a good example).

## 2. Introduction

The eigenvalue problem for square matrices $A$, that is the determination of nontrivial solutions of $A x=\lambda x$, is a central topic in numerical linear algebra. It is inherently nonlinear and this leads to many computational problems. Computation of the eigenvalues $\lambda$ via the explicit construction of the characteristic equation

$$
\operatorname{det}(A-\lambda I)=0
$$

is, except for very special cases, not an option since the coefficients of the characteristic equation cannot be computed from determinant evaluations in a numerically stable way. And even if the characteristic equation could be determined accurately, then the computation of its roots, in finite precision, may be highly unstable since small perturbations in the coefficients may lead to large perturbations of the roots. The numerical computation of the associated eigenvectors and generalized eigenvectors is even more delicate, in particular when eigenvectors of $A$ make small angles with each other. In the limiting case, when the matrix is defective, $A$ can be reduced to the Jordan canonical form, but arbitrary small perturbations in $A$ may yield a nondefective matrix. This leads to many challenging numerical questions, which give rise to the central problem: how can we compute eigenvalues and eigenvectors in an efficient manner and how accurate are they?

In fact, this was already recognized by Jacobi, who, in 1846, computed the eigenvalues of symmetric matrices by rotating the matrix to a strongly diagonally dominant one. We will return to this later, since Jacobi's techniques are still relevant and have led to popular and powerful algorithms.

Another longstanding method that is of great significance and serves as the basis for many algorithms is the Power iteration. The method is based on the idea that if a given vector is repeatedly applied to a matrix, and is properly normalized, then ultimately, it will lie in the direction of the eigenvector associated with the eigenvalues which are largest in absolute value. The rate of convergence for the Power iteration depends on the ratio of the second largest eigenvalue (in absolute value) to the largest eigenvalue (in absolute value) and for many applications this leads to unacceptably slow convergence. The method can be problematic if one wants to compute a number of
extremal eigenvalues. The Power iteration is still in use, but most frequently as (implicit) part of more efficient techniques, e.g., Krylov methods, inverse iteration, QR-method.

What becomes clear is that all these methods are of an iterative nature, and this is necessarily the case, since if there were a method of computing the eigenvalues of an $n$ th-order matrix in a finite number of computations, depending only on $n$, then this would be in contradiction with the fundamental theorem of Abel-Ruffini (and also a well-known result in Galois theory) that no such algorithm exists for the computation of the roots of a general polynomial of degree greater than 4. Hence, an algorithm for a matrix with a general structure (that is, not a diagonal matrix or a triangular matrix or alike) is necessarily iterative and the problem is to identify iterative algorithms which have a fast rate of convergence and lead to accurate results.

In solving an eigenvalue problem there are a number of properties that need be considered. These greatly affect the choice of algorithm. We list below a number of questions that an investigator needs to consider in solving a particular problem.

- Is the matrix real or complex?
- What special properties does the matrix have?
- symmetric,
- Hermitian,
- skew symmetric,
- unitary.
- Structure?
- band,
- sparse,
- structured sparseness,
- Toeplitz.
- Eigenvalues required?
- largest,
- smallest in magnitude,
- real part of eigenvalues negative,
- sums of intermediate eigenvalues.

As well as the standard eigenproblem, there are a variety of more complicated eigenproblems, for instance $A x=\lambda B x$, and more generalized eigenproblems like $A x+\lambda B x+\lambda^{2} C x=0$, higher-order polynomial problems, and nonlinear eigenproblems. All these problems are considerably more complicated than the standard eigenproblem, depending on the operators involved. However, as the standard eigenproblem has become better understood, in a numerical sense, progress has been made in the other problems and we will consider developments in solving these problems.

## 3. Canonical forms

The standard approach for the numerical solution of the eigenproblem is to reduce the operators involved to some simpler form, that yields the eigenvalues and eigenvectors directly, for instance,
diagonal form. The idea is that the transformation be made with orthogonal operators as often as possible, in order to reduce the effects of perturbations.

The easiest situation is the symmetric case: for a real symmetric matrix, there exists an orthogonal matrix $Q$, so that $Q^{\mathrm{T}} A Q=D$, where $D$ is a diagonal matrix. The diagonal elements of $D$ are the eigenvalues of $A$, the columns of $Q$ are the corresponding eigenvectors of $A$.

Unsymmetric matrices do not in general have an orthonormal set of eigenvectors, and may not have a complete set of eigenvectors, but they can be transformed unitarily to Schur form:

$$
Q^{*} A Q=R,
$$

in which $R$ is upper triangular. In fact, the symmetric case is a special case of this Schur decomposition, since a symmetric triangular matrix is clearly diagonal. Apart from the ordering of the eigenvalues along the diagonal of $R$ and the sign of each column of $Q$, the matrix $Q$ is unique. Van Dooren [146] has described an algorithm for the orthogonal transformation of $Q$, so that the eigenvalues appear in prescribed order along the diagonal of $R$. If the eigenvalues are distinct then there exists a nonsingular matrix $X$ (in general not orthogonal), that transforms $A$ to diagonal form

$$
X^{-1} A X=D
$$

An unsymmetric matrix can be transformed to Jordan form by a nonsingular matrix $X$. This Jordan matrix may have upper bidiagonal blocks along the diagonal. Each of these blocks has identical eigenvalues and the upper bidiagonal elements are equal, and most often set to 1 . The numerical computation of the Jordan form is highly unstable, since a small perturbation suffices to obtain a matrix with different eigenvalues (and possibly a complete eigenvector system). Small angles between (some of) the eigenvectors reveal that $A$ is close to a matrix that is similar to a nondiagonal Jordan form. For a discussion on how to compute elementary Jordan blocks (with the help of the singular value decomposition), see the 1976 paper by Golub and Wilkinson [52].

Just as the Jordan canonical form describes the eigenstructure of a matrix, the Kronecker form does this for matrix pencil $A-\lambda B$, even for rectangular $A$ and $B$. For details on this we refer to papers by Wilkinson [155,156,143], and Kågström [66]. The latter has also developed software for the computation of the Kronecker structure [67]. Wilkinson, in his discussion on the progress made in the period 1976-1986 in eigenvalue computations [157], noted that the Jordan canonical and Kronecker canonical forms were largely regarded as irrelevant by numerical analysts because of their ill-posedness. He even stated: "Many felt that I should have ignored the Jordan canonical form in the Algebraic Eigenvalue Problem [154] and I had misgivings about including a discussion of it". Since the 1970 s, this has changed, and contributions have been made by many, including Demmel, Beelen, Van Dooren, Chaitin-Chatelin, Edelman, Kågström, Nichols, Kautsky, Golub, and Wilkinson. Although serious attempts have been undertaken for the computation of the Kronecker canonical form, by for instance Kågström and Van Dooren, this still needs further research. Also the computation of invariant subspaces of highly nonnormal matrices is still in its infancy, notwithstanding useful contributions by, for instance, Chaitin-Chatelin et al. [17,12] and Lee [80]. For recent references, see [4]. Van Dooren described, in papers published in 1981, how the Kronecker form can be used in system control problems (input-output systems) [145,144].

Related to eigendecompositions is the singular value decomposition. Let $A$ be a real $m \times n$ matrix, then there exists an orthogonal $m \times m$ matrix $U$ and an orthogonal $n \times n$ matrix $V$, such that

$$
U^{\mathrm{T}} A V=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{p}\right)
$$

with $p=\min \{m, n\}$, and $\sigma_{1} \geqslant \sigma_{2} \geqslant \cdots \geqslant \sigma_{p} \geqslant 0$. The values $\sigma_{i}$ are the singular values of $A$, the columns $v_{i}$ of $V$ are the right singular vectors and the columns $u_{i}$ of $U$ are the left singular vectors. The number of nonzero singular values is equal to the rank of the matrix $A$. The singular value decomposition (SVD) plays an important role in numerical linear algebra, for instance in the solution of underdetermined or overdetermined linear systems.

## 4. Perturbation theorems

Perturbation theorems play a very essential role in computational processes for eigenproblems. As we have remarked, eigensolvers are essentially iterative processes and many of them rest on the principle of reducing a matrix to a special/simpler form, either diagonal or upper triangular. One has then to decide when a matrix is sufficiently close to the appropriate ultimate form. It is important to know what the approximation errors imply about the desired eigen information. A modern treatment of perturbation theory for a variety of eigenproblems is given in the book by Stewart and Sun [129]. We will restrict ourselves here to what we regard as some of the most relevant results in this area.

Many theoretical results rest on the famous Gershgorin Disc Theorem, which states that the eigenvalues of a matrix $A=\left(a_{i j}\right)$ are located in the union of circles with centre $a_{i i}$ and radius $\sum_{j \neq i}\left|a_{i j}\right|$. This theorem first appeared in a classic paper by Gerschgorin in 1931 [44]. A very useful refinement shows that if a group of $s$ discs $D_{i}$ is isolated from the others, then this group contains precisely $s$ eigenvalues. In particular, if one disc is isolated then this disc contains one eigenvalue. This particular case is of great interest, since it can be used for stopping criteria in actual computations.

Wilkinson [154] discussed the application of Gerschgorin's theorem to various situations. He mentioned the discussion of useful extensions by Taussky in her 1949 paper [131]: Varga acknowledged Taussky's paper in his work on solving systems of linear equations by iterative methods (cf. [148]). An important extension, using block matrices, of the Gerschgorin Theorem was given by Feingold and Varga [38].

The eigenvalues depend continuously on the elements of $A$ and if the $i$ th eigenvalue $\lambda_{i}$ is distinct, then it is even differentiable. In this case one can carry through a first-order perturbation analysis (cf. [129, p. 185]). This leads to the observation that if a matrix $A$ is perturbed by $\delta A$, then the perturbation to $\lambda_{i}$ is in first order of terms of $\delta A$ given by

$$
\delta \lambda_{i}=\frac{1}{y_{i}^{*} x_{i}} y_{i}^{*} \delta A x_{i}
$$

where $x_{i}$, and $y_{i}$ are the normalized right and left eigenvectors, respectively, corresponding to $\lambda_{i}$, and $y_{i}^{*}$ denotes the complex conjugate of $y_{i}$. The factor $1 / y_{i}^{*} x_{i}$ is referred to as the condition number of the $i$ th eigenvalue. The Bauer-Fike result (1960) [9], which is actually one of the more famous refinements of Gershgorin's theorem, makes this more precise: the eigenvalues $\tilde{\lambda}_{j}$ of $A+\delta A$ lie in discs $B_{i}$ with centre $\lambda_{i}$, and radius $n\left(\|\delta A\|_{2} /\left|y_{i}^{*} x_{i}\right|\right)$ (for normalized $x_{i}$ and $y_{i}$ ).

The Courant-Fischer minimax theorem is the basis of many useful results. For a symmetric matrix $A$ with ordered eigenvalues $\lambda_{n} \leqslant \cdots \leqslant \lambda_{2} \leqslant \lambda_{1}$ it states that the eigenvalues are the stationary values of the Rayleigh quotients:

$$
\lambda_{k}=\max _{\operatorname{dim}(S)=k} \min _{0 \neq y \in S} \frac{y^{*} A y}{y^{*} y},
$$

for $k=1,2, \ldots, n$. Some important consequences are the following.
For symmetric matrices, Weyl in 1912 proved an important property for symmetric perturbations $\delta A$ :

$$
\left|\tilde{\lambda}_{i}-\lambda_{i}\right| \leqslant\|\delta A\|_{2}
$$

In fact, Weyl gave even more detailed results in terms of the eigenvalues of $A$ and of $\delta A$ : let the eigenvalues of $\delta A$ be denoted by $\eta_{n} \leqslant \cdots \leqslant \eta_{2} \leqslant \eta_{1}$, then the eigenvalues $\tilde{\lambda}_{i}$ of $A+E$ satisfy

$$
\lambda_{k}+\eta_{n} \leqslant \tilde{\lambda}_{k} \leqslant \lambda_{k}+\eta_{1}
$$

These inclusion formulas were later refined to, in Parlett's terminology, a blizzard of results, independently obtained by Kahan (1957) ${ }^{2}$ and Weinberger (1974) [153]. See Parlett's book [100, Chapter 10.6] for an exposé of these results. It is interesting to note that by 1990 the theory had evolved to such an extent that Weyl's result and the Kato-Temple results could be left as exercises in Stewart and Sun's book [129, p. 210-211]. This illustrates a rich and powerful framework.

Another important property that plays a big role in iterative (projection type) algorithms, is the interlace property. Let $A_{r}$ denote the leading $r \times r$ minor of $A$, with eigenvalues $\lambda_{j}^{(r)}$, then

$$
\lambda_{r+1}^{(r+1)} \leqslant \lambda_{r}^{(r)} \leqslant \lambda_{r}^{(r+1)} \leqslant \cdots \leqslant \lambda_{2}^{(r+1)} \leqslant \lambda_{1}^{(r)} \leqslant \lambda_{1}^{(r+1)} .
$$

An important result, that underlies the powerful divide and conquer method, comes from rank-one perturbations. If $B=A+\tau c c^{\mathrm{T}}$, with $\|c\|_{2}=1$, and real $\tau \geqslant 0$, then the $i$ th eigenvalue of $B$ is in the interval [ $\lambda_{i}, \lambda_{i-1}$ ], for $\tau \leqslant 0$ it is in [ $\lambda_{i+1}, \lambda_{i}$ ]. In either case, there exist nonnegative $\alpha_{1}, \ldots, \alpha_{n}$ with $\sum_{i} \alpha_{i}=1$, such that $\lambda_{i}(B)=\lambda_{i}+\alpha_{i} \tau$.

Further details and results can be found in most books on the (numerical) eigenproblem; in particular Wilkinson's book [154] is a great source. A good overview of these results and similar results for invariant subspaces is given in [51]. From a result formulated as the Kato-Temple theorem, one can obtain sharp bounds for the Rayleigh quotients for symmetric matrices. This rests on work of Temple (1933) [132] and Kato (1949) [70]; more extended work in this direction has been done by Davis and Kahan (1970) [27] (see also [18, p. 46], [28, Chapter 5.2]). In these results the gap for the $i$ th eigenvalue plays an essential role: $\operatorname{gap}(i, A) \equiv \min _{j \neq i}\left|\lambda_{j}-\lambda_{i}\right|$. A small gap indicates a sensitive eigenvector. In particular, let $x$ denote a normalized vector with Rayleigh quotient $\beta=x^{\mathrm{T}} A x$, and residual $r=A x-\beta x$. Then there is a (normalized) eigenvector $q_{i}$, corresponding to $\lambda_{i}$, for which

$$
\left|\lambda_{i}-\beta\right| \leqslant \frac{\|r\|_{2}^{2}}{\operatorname{gap}(i, A)}, \quad \sin (\theta) \leqslant \frac{\|r\|_{2}}{\operatorname{gap}(i, A)},
$$

where $\theta$ denotes the angle between $x$ and $q_{i}$. These results show the superior quality of a Rayleigh quotient from a given subspace. It is exploited in modern iterative methods, such as the Lanczos algorithm, but it is also essential in the QR algorithm. Related to the perturbation analysis for Rayleigh quotients is work of Kaniel (1966) [69] for errors in the Ritz approximations computed in the Lanczos process. For a comprehensive discussion of this, see [100, Chapter 12].

[^4]
## 5. Jacobi's method

For our discussion of the Jacobi method, we have used the following sources: [154, Chapter 5], [100, Chapter 9], [51, Chapter 8.4]. The Jacobi method which was originally proposed in 1846 [65], reduces a real symmetric matrix to diagonal form by a sequence of plane rotations. Jacobi, however, did not use the method to full convergence, as was done in the 20th century, but combined it with an iterative process (Gauss-Jacobi iterations) for the missing component of the desired eigenvector (for which he took a unit vector as an initial guess). Actually, Jacobi's technique may be viewed as a form of preconditioning for the Gauss-Jacobi iteration that he also used to solve linear least-squares systems. This has escaped the attention of most researchers that were active with Jacobi's method; the exception seems to be Bodewig [2, pp. 280-287]. The preconditioning part of the method, as an iterative technique to diagonalize a matrix, was reinvented in 1949 by Goldstine et al. and published in a manuscript. After Ostrowski had pointed out that this was actually a rediscovery of Jacobi's method, ${ }^{3}$ the adapted manuscript was published only in 1959 [46]. ${ }^{4}$ According to Wilkinson [154, p. 343] Jacobi's method was already being used independently on desk computers at the National Physical Laboratory in 1947. From 1950 on, the method got much attention. In the classical process, the maximal off-diagonal element is annihilated, and this guarantees convergence. Since it is a time-consuming process to determine the maximal element after each rotation, cyclic procedures were suggested, (cf. [54]). Later, threshold strategies were developed in order to avoid wasting time in trying to annihilate tiny elements [105]. Quadratic convergence for the cyclic Jacobi algorithm was proven, under various assumptions, by Henrici (1958) [59], Schönhage (1961) [119], Wilkinson (1962) [154], and van Kempen (1966) [147]. This rate of convergence sets in after a number of sweeps (that is $(n-1) n / 2$ elementary rotations), but there is no rigorous bound on the number of sweeps required to achieve a specified accuracy. Brent and Luk [14] argued that this number is proportional to $\log (n)$, which is in line with Parlett's remark [100, p. 181] that after three or four sweeps through all the off-diagonal elements convergence is usually very rapid.

The success of the Jacobi method for diagonalizing a symmetric matrix by orthogonal similarity transformations inspired many investigators to find a similar method for nonsymmetric matrices. It was quickly realized that the Schur form was the appropriate decomposition. John Greenstadt, in 1955 [53], was one of the earliest investigators to develop such a method (indeed, Greenstadt made von Neumann aware of this canonical form). Unfortunately, these earliest attempts were not successful. The QR method, that gained more popularity somewhat later, can be viewed, however, as a Jacobi like method, since it can produce the Schur form via a sequence of similarity transformations composed of rotations.

Rutishauser made an Algol60 implementation of Jacobi's process, as a contribution to the Wilkinson Reinsch collection [158]. In the 1960s, the popularity of the method declined, because of the growing popularity first of the Givens method and slightly later, the Householder method: these latter two methods first reduced the matrix to tridiagonal form and then used an efficient procedure for computing the eigenvalues of the tridiagonal matrix. Interest in the Jacobi returned with the advent

[^5]of parallel computers, starting with a paper of Sameh (1971) [118], and followed by others in the 1980s. Variants of Jacobi's method were proposed; we mention the extensions for normal matrices, by Paardekooper in 1971 [96], and to nonnormal matrices by Eberlein, in 1970 [36]. The latter process was also part of the Wilkinson and Reinsch collection (the Algol60 procedure eigen). In order to improve data locality for distributed memory computers, block Jacobi methods were suggested, see Bischof [10] for a discussion on the influence of the solution of the subproblems on the overall process.

Another interesting feature of the Jacobi method is its superior behaviour with respect to accuracy. Wilkinson analysed this and showed that the relative error in the eigenvalue approximations is eventually reduced to the order of the condition number of $A$ times machine precision. This was perfected in 1992, by Demmel and Veselic̀ [29], who showed that for symmetric positive-definite matrices, the condition number of $A$ could be replaced by that of the matrix symmetrically scaled by the diagonal. If one is satisfied with less accuracy, then for large-scale computations, Jacobi's method is no longer regarded as competitive, not even for modern parallel computers.

## 6. Power method

For our discussion of the Power method, we have borrowed material from Householder's book [64]. The Power method, for general square matrices, is the simplest of all the methods for solving for eigenvalues and eigenvectors. The basic idea is to multiply the matrix $A$ repeatedly by a well-chosen starting vector, so that the component of that vector in the direction of the eigenvector with largest eigenvalue in absolute value is magnified relative to the other components. Householder called this Simple Iteration, and attributed the first treatment of it to Müntz (1913). Bodewig [2, p. 250] attributes the power method to von Mises [149], and acknowledges Müntz for computing approximate eigenvalues from quotients of minors of the explicitly computed matrix $A^{k}$, for increasing values of $k$. For a careful analytic treatment of the Power method, Householder acknowledged work by Ostrowski and Werner Gautschi; the reader can find a fairly complete treatment in Wilkinson's book [154] together with the proper references. The speed of convergence of the Power iteration depends on the ratio of the second largest eigenvalue (in absolute value) to the largest eigenvalue (in absolute value). In many applications this ratio can be close to 1 - this has motivated research to improve the efficiency of the Power method. It is interesting that the most effective variant is the inverse Power method, in which one works with the matrix $(A-\mu I)^{-1}$, and this variant was proposed as late as 1944 by Wielandt (Wielandt's fractional iteration). Wielandt also proposed continuing the process after the largest eigenvalue has converged, by working with the deflated matrix $A-\lambda v v^{*}$, for which $\lambda, v$ is the computed eigenpair (with $\|v\|_{2}=1$ ), associated with the largest eigenvalue in magnitude. (The deflation procedure outlined here is for symmetric matrices. For unsymmetric matrices it is necessary to work with at least two vectors; the choice of one of the vectors may not be unique.) This is called implicit deflation; another possibility is to keep the iteration vectors orthogonal to the computed eigenvector(s): explicit deflation. A compact description and analysis of these deflation techniques was given by Parlett [100]. The Power method and the Inverse Power method, in their pure form are no longer competitive methods even for the computation of a few eigenpairs, but they are still of interest since they are explicitly or implicitly part of most modern methods such as the QR method, and the methods of Lanczos and Arnoldi. These methods evolved in some way or
another from the Power method and some of the techniques that were suggested as improvements to the Power method are still in use as acceleration techniques for modern iterative methods. One of these ideas is to work with polynomials of $A$, with the purpose of damping unwanted parts of the spectrum.

Another possibility is working with properly updated shifts $\mu$ in the inverse process and, in particular, if one takes the Rayleigh quotient with the most recent vector as a shift, then one obtains the Rayleigh quotient iteration. According to Parlett [100, p. 71], Lord Rayleigh used in the 1870s a less powerful technique: he did a single shift-and-invert step with a Rayleigh quotient for an eigenvector approximation, but with a unit vector as the right-hand side. (This saves the refactoring of the matrix $(A-\mu I)$ at each iteration.) The modern RQI, in which one takes the most current eigenvector approximation as the right-hand side, leads to very fast convergence. Ostrowski, in a series of six papers [95], studied the convergence properties for variance of RQI for the symmetric and unsymmetric case. He was able to establish cubic convergence in both cases under various circumstances (in the unsymmetric case for a properly generalized Rayleigh quotient). These results are essential for the understanding of modern iterative techniques that are based on (approximate) shift-and-invert strategies (for example, the Jacobi-Davidson method, see below).

A step forward was to work with a set of independent vectors in order to find a number of eigenvectors, instead of the deflation procedure suggested by Wielandt. A problem with the Power method is the determination of eigenvalues that have equal modulus, for instance, finding a conjugate pair of eigenvalues of a real unsymmetric matrix. It is therefore quite natural to work with a couple of independent vectors: this was first suggested in 1937 by Horst [62]. The next step that seems logical, in hindsight, is to force the vectors to be independent. This was initially done (cheaply) by Gaussian transformations by Bauer [8] in 1957, and led to Treppeniteration. If the set of vectors is denoted as a matrix $L_{s}$ (an $n$ by $s$ unit lower-triangular matrix), then one forms $A L_{s}$ and factors the resulting matrix, by Gaussian transformations, as $L_{s+1} R_{s+1}$. If the eigenvalues are distinct, then the $s \times s$ upper triangular matrix $R_{s+1}$ converges, for increasing $s$, to a matrix whose eigenvalues are those of the dominant subspace on its diagonal. Rutishauser [111] made the important observation that if we factor $A$ as $A=L R$ (again $L$ unit lower triangular), then the similar matrix $L^{-1} A L=L^{-1} L R L=R L$. He proposed decomposing $R L$ again, and repeating this process in an iterative fashion. This $R$ also converges to an upper triangular matrix, and $L$ is a unit matrix. This is the LR method of Rutishauser. The correspondence between Treppeniteration and LR is that if we start Treppeniteration with a unit full matrix, then in exact arithmetic we obtain the same matrices $R$ in the process. For an efficient implementation, the matrix $A$ is first reduced to an upper Hessenberg matrix. The LR method maintains this form throughout the process, and this makes LR computationally very attractive. Rutishauser's observation that permuting the factors of the matrix is equivalent to performing a similarity transformation was a key step. Wilkinson [154, p. 485] commented: "In my opinion its development (i.e. of $L R$ ) is the most significant advance which has been made in connection with the eigenvalue problem since the advent of automatic computers". However, Bauer's technique could be applied to a smaller set of starting vectors and it does not modify the matrix $A$. For this reason, in the words of Householder [64, p. 195], it is self-correcting. This seems to imply that Treppeniteration leads to more accurate results.

Since orthogonal reduction techniques often evidence superior stability properties, it became apparent that the $L R$ factorization should be replaced by a $Q R$ factorization. This leads to one of the most popular and powerful methods of our time for eigenvalue problems: the QR method for
computing all of the eigenvalues and associated eigenvectors of a dense symmetric matrix. (In fact, the QR method has essential enhancements that make the method really powerful; we will discuss this in another section.)

With the number of vectors less than $n$, this Power method in combination with QR orthogonalization is known as the Simultaneous Iteration method; Rutishauser studied this method in 1969 [112], see also [113]. Its convergence behaviour for general unsymmetric matrices was studied by Stewart [126] in 1976. Stewart also developed a subroutine, based on simultaneous iteration, for the computation of a dominant invariant subspace. This routine, SRRIT [127], was further improved in 1992, and made available for general use through Netlib [5].

The collection of vectors generated by the Power method define Krylov subspaces of increasing dimension. This motivated Krylov to try to determine the characteristic polynomial of a matrix by inspecting the dependence of a full set of these vectors. This procedure may fail because the system of equations is highly ill-conditioned but this can be repaired by orthogonalizing each new vector to the previous vectors and applying $A$ onto the last constructed vector. This iteration process is known as the Lanczos method for symmetric matrices, and Arnoldi's method for unsymmetric matrices. We will discuss these Krylov methods below.

Our presentation might suggest that the Krylov methods have overshadowed the Simultaneous Iteration method, and for most situations this is indeed the case. Parlett, however, [100, p. 289] described situations where Simultaneous Iteration is still competitive. For instance, if we can store only a limited number of $n$-vectors in fast memory, or if the relative gap between the desired eigenvalues and the others is great, then Simultaneous Iteration is very useful.

## 7. Reduction algorithms

Early computational techniques, other than Jacobi's famous but slowly converging diagonalization method, and the unsatisfactory Power method with its many restrictions, attempted to exploit the fact that every matrix satisfies its characteristic equation. To this end, Krylov suggested in 1931 [73], using the vectors $x, A x, A^{2} x, \ldots$, generated by the Power method, to determine the coefficients of the characteristic equation. This was not successful, because, as we have learned from Wilkinson's analysis [154] the roots of a polynomial may vary widely with only tiny perturbations to the coefficients of the polynomial. Even rounding the exact coefficients in floating point arithmetic may destroy much accuracy in many of the roots. Although Krylov's method failed, his name is still attached to the subspace generated by the Power method.

There is yet another reason for the failure of Krylov's method in finite precision arithmetic: the vectors generated by the Power method tend to converge in the direction of the eigenvectors associated with the dominating eigenvalues. Hence, the computed vectors for the subspace necessarily yield a very ill-conditioned basis. Checking mutual dependence of this basis, as is required in order to construct the characteristic polynomial, is an almost impossible task.

An early attempt to reduce the matrix $A$ to a form that lends itself better for solving the characteristic equation was suggested by Hessenberg [60]. He suggested to compute a modified Krylov basis by making a set of basis vectors for the Krylov subspace, orthogonal to a given test-set, for instance the canonical basis vectors. This led to a reduction of $A$ to upper Hessenberg form. This technique is very close to the techniques by Lanczos and Arnoldi.

In 1950, Lanczos [78] suggested building a basis for the Krylov subspace in a more stable way by orthogonalizing the vectors as they are constructed. The idea was to immediately orthogonalize the new vector for the Krylov subspace with respect to the already existing orthonormal basis. The difference with Hessenberg's approach is that Lanczos (and slightly later also Arnoldi) took the Krylov vectors themselves for the test-set.

The new vector for expansion is created by applying $A$ to the latest orthogonal basis vector. For symmetric matrices $A$, this leads to a three-term recurrence relation between the basis vectors $v_{j}$ and in exact arithmetic this can be formulated as

$$
A V_{j}=V_{j} T_{j}+\gamma_{j} v_{j+1} \mathrm{e}_{j+1}^{\mathrm{T}} .
$$

Obviously, this recursion must terminate for some $j \leqslant n$, in which case $V_{j}$ forms the basis for an invariant subspace of $A$, and the eigenvalues of the tridiagonal matrix $T_{j}$ are the eigenvalues of $A$ with respect to this invariant subspace. This algorithm is equivalent to the well-known algorithm of the Dutch mathematician Stieltjes for generating orthogonal polynomials by a three-term recurrence relationship. Lanczos also proposed a reduction process for unsymmetric matrices $A$, the so-called two-sided Lanczos process. In this process two sets of basis vectors are constructed, one for the Krylov subspace with $A$ and one for a Krylov subspace with $A^{\mathrm{T}}$. By requiring biorthogonality of the two sets, the two bases can be used for reduction of $A$ to tridiagonal form. This form has suffered from many drawbacks. Not only are the reduction matrices nonorthogonal, a suspect property, but the algorithm also suffers from various break-down conditions. (The basic problem lies in the fact that the measure generated by the initial vectors is not nonnegative). The symmetric variant did not become popular in the 1950 s, since it was soon recognized that rounding errors could spoil the process dramatically. Wilkinson [154] showed that the Lanczos algorithm is highly (forward) unstable and there seemed to be no way of stabilizing the process other than re-orthogonalizing the generated vectors. He showed this process is comparable to the methods of Householder or Givens (proposed in the late fifties), but the latter are more economical. He then concluded: "it is difficult to think of any reason why we should use Lanczos' method in preference to Householder's". This illustrates that the Lanczos method was commonly viewed as a direct reduction method at that time, and from that point of view Wilkinson's remarks were quite correct.

At about the same time as Lanczos, Arnoldi (1951) [1] gave a reduction algorithm for unsymmetric matrices. This was basically the same algorithm as Lanczos' algorithm for symmetric matrices, with the difference that each new basis vector had to be orthogonalized with respect to all previous basis vectors. In this way $A$ is reduced by an orthogonal similarity transformation to upper Hessenberg form. Arnoldi's method suffers far less from numerical instability, depending on how well the orthogonalization process is carried out. But the method is more expensive than the Householder reduction, making it less attractive, as a direct method, for large (dense) matrices.

A very important notion was the recognition that matrices could be reduced, by orthogonal transformations, in a finite number of steps, to some special reduced form that lends itself more efficiently to further computations. In particular, a symmetric matrix can be reduced to tridiagonal form by Jacobi-rotations, provided that these rotations are restricted to annihilate entries of $A$ outside its tridiagonal part. This was suggested by Givens in 1954 [45], and in this connection the Jacobi-rotations are also called Givens rotations. A few years later, Householder, in 1958 [63], discovered that complete columns of $A$ could be reduced to zero, outside the tridiagonal part, by the more efficient Householder reflections. These are well-chosen orthogonal rank-one updates of the
form

$$
\left(I-\frac{2}{v^{\mathrm{T}} v} v v^{\mathrm{T}}\right)
$$

these are discussed in [139]. The Householder method has become the method of choice for the reduction of matrices to tridiagonal form on serial computers. Thus for eigenproblems, a symmetric matrix can be reduced by orthogonal similarity transformations to tridiagonal form and unsymmetric matrices can be transformed to upper Hessenberg form.

By 1960, the eigenvalue problem for a symmetric tridiagonal matrix was solved by using the Sturm sequence property for successive subdeterminants. ${ }^{5}$ The corresponding eigenvectors were solved by inverse iteration. The whole process is described in Givens' papers. A complete and thorough analysis for the Givens and Householder reductions and for the use of the Sturm sequences, is given in Wilkinson's book, which was the numerical linear algebra bible (Old Testament) for a long time.

As we have already shown in the section on the Power method, the QR method is, for determining the complete set of eigenvalues and eigenvectors, a superior technique. At the time that Wilkinson's book appeared, the blossoming of the QR method had just begun. Wilkinson devoted much attention to this method, but not as the method of choice for symmetric problems. We quote from Parlett [100, p. 172]: "Yet it was not invented until 1958-1959 and was not appreciated until the mid-1960s. The key idea came from Rutishauser with his construction of a related algorithm called LR in 1958". Whereas Wilkinson's book was the reference for eigenvalue problems in the period 1960-1980, after 1980, Parlett's book The Symmetric Eigenvalue Problem became the main source, at least for symmetric problems. Comparison of the two books clearly shows the progress made in this field.

The use of the QR (a mathematical equivalent is the QL algorithm) algorithm began with the work of Francis, [40] who recognized in 1961-1962 that a QR iteration maps a Hessenberg matrix to a Hessenberg matrix again, and this makes the process economical and also adds to stability since the zero elements need not be computed. Furthermore, Francis cleverly implicitly used origin shifts, and these can be carried out very economically for Hessenberg matrices. Kublanovskaja, in 1961 [74], also independently discovered the same process, but did not employ the invariance of the Hessenberg form. She deeply understood the mathematical aspects of the algorithm but was less concerned with the important computational details. The inclusion of Wilkinson shifts eventually makes the process very efficient, and for these shifts it can be proved that, for symmetric matrices, the process does not fail. The order of convergence for symmetric matrices is cubic (see, for instance, [61]), while for unsymmetric matrices it is quadratic [51,28]. These results rest on work of Ostrowski carried out in connection with the shift-and-inverse Power method (the RQI method, see that section). For a treatment of modern implementations of the QR method see [51, Chapter 7] or Demmel's book [28, Section 4.4.5]. These implementations incorporate techniques developed in the 1990s, such as (multiple) implicit shifts. This implicit shift technique leads to a rank-one perturbation of the Hessenberg structure, and this perturbation can be removed in its turn by a technique that is known as chasing the bulge: the perturbation (bulge) is chased down (and out of) the Hessenberg matrix with (double) Givens transformations. These chasing techniques were analysed in 1991 by Watkins and Elsner [152]. An important and complete overview of the practical QR algorithm can be found in [151].

[^6]With respect to the relation between the QR and the Lanczos algorithms, we note the following. Lanczos' method focusses on one particular starting vector; QR starts with a full orthogonal basis and keeps it orthogonal through the Power iterations; the inclusion of shifts does not destroy the structure of the Hessenberg matrix. With Lanczos' method, a shift only makes sense in damping unwanted parts of the spectrum, but one cannot vary the shift during the process.

By 1970 the standard numerical eigenproblem, for dense matrices of not too large order, could be regarded as essentially solved and research shifted to larger problems and other eigenproblems. The next important problem to consider was the generalized eigenproblem $A x-\lambda B x=0$. An obvious approach is to transform this to a standard eigenproblem by inverting either $A$ or $B$, or to work with more complicated transformations, such as the Cayley Transform: $(A-\sigma B)^{-1}(A-\tau B)$. These approaches share the disadvantage that matrices $A$ and $B$ are not treated in the same way, which is most obvious from the simple transformation $B^{-1} A$. This leads to problems if $B$ is singular or ill-conditioned, but as Stewart (1980) has pointed out, this does not necessarily mean that the given eigenproblem is ill-conditioned because if $A$ is well-conditioned then the pencil $B-\mu A$ may be well behaved (small perturbations in $A$ and $B$ lead to small perturbations in $\mu$. In Stewart's analysis the matrices are treated symmetrically; in particular he suggests considering the pencil $\sigma A-\tau B$, and regarding multiples of $(\sigma, \tau)$, for which the determinant $|\sigma A-\tau B|$ vanishes, as generalized eigenpairs; see [129, Chapter VI] for more details. This approach, of course, requires a different reduction and this is accomplished by the Generalized Schur Decomposition, proposed by Moler and Stewart in 1973. This says that for arbitrary square $A$ and $B$ there exist unitary $Q$ and $Z$ such that $Q^{*} A Z=T$ and $Q^{*} B Z=S$ are upper triangular. For real matrices, the arithmetic can be kept real, but then the reduced matrices are quasi-triangular (that is $2 \times 2$ nonzero blocks along the diagonal may occur). Moler and Stewart [91] also proposed a stable algorithm to accomplish the reduction to (quasi) triangular form and this is known as the $Q Z$ algorithm. Major modern software packages include software for the QZ algorithm. For perturbation analysis, we refer to Stewart and Sun [129].

After the 1970s, the eigenproblem for dense matrices of moderate order seemed to be solved and further improvements were not expected, especially for symmetric dense matrices. However, with the ever increasing demand for higher efficiency and/or better accuracy, things changed from time to time. In 1981, Cuppen [25] proposed a divide and conquer algorithm for the solution of the eigenproblem for symmetric tridiagonal matrices. The idea was to split the tridiagonal matrix in two blocks, each of half the original size, plus a rank-one update. Cuppen showed how the eigenproblems for each of the blocks could be combined for the original full problem by exploiting the rank-one update property, which led to the solution of a secular equation. Initially, this approach was not seen as a competitive algorithm by itself for general matrices of modest dimensions, although Cuppen recognized that his algorithm was asymptotically (much) faster than QR. Further investigations by others were made on account of promising parallel properties. A major problem was that the original algorithm suffered from instabilities, especially for the eigenvectors belonging to close eigenvalues. Some scaling problems were rectified by Dongarra and Sorensen in 1987 [32], but the "right" implementation, according to Demmel [28, Section 5.3.3] was not discovered until 1992 and published in 1995, by Gu and Eisenstat [55]. Meanwhile, software for this algorithm found its way into LAPACK and ScaLAPACK. As stated by Demmel again, the divide and conquer approach in now the fastest algorithm for computing all eigenvalues and eigenvectors of a symmetric matrix of order larger than 25 ; this also holds true for nonparallel computers. If the subblocks are of order greater than 25 , then they are further reduced; else, the QR algorithm is used for computing the eigenvalues
and eigenvectors of the subblock. For a full treatment of the modern variant of the divide and conquer method, we refer to Demmel's book [28]. A recent discussion on parallel implementation aspects of this method can be found in [134].

There are still niches for other methods for dense symmetric matrices. Wilkinson advocated the bisection method for tridiagonal matrices if only a small subset of the eigenvalues is wanted. Inverse iteration may then be used to determine the corresponding eigenvectors. For the bisection method, based on the Sturm sequence property, the reader may find classical material in [154], a modern treatment of the inverse iteration (considered suspect by many because of the ill-conditioning of the shifted matrix) can be found in [100].

## 8. Iterative methods

Soon after its introduction in 1952, it was recognized that the Lanczos method was not a panacea for eigenproblems. The method showed strange behaviour, because of rounding errors, and in an influential paper by Engeli et al. in 1959 [37], it was shown by careful experiments that the theoretical finite termination within $n$ steps, had no practical meaning. For a discretized biharmonic problem of order 64, they observed that hundreds of steps where necessary in order to obtain the 64 eigenvalues (together with extraneous other values). Wilkinson also analyzed the method and showed that it was forward unstable, which seemed to mark more or less the end of the Lanczos method. It was Paige, who showed in 1971 [97] that the Lanczos method could be used in a truly iterative way in order to obtain correct eigenvalue information. The crux of his analysis is that the observed loss of orthogonality in the Lanczos process, the source of all problems in the method, marked the convergence of an eigenpair; and most remarkably, it did not prevent convergence of other eigenpairs. This loss of orthogonality, by the re-introduction of components of the converged eigenvector to the process, led to duplication of the converged eigenpair in the reduced tridiagonal matrix. The main effect on the convergence of the left eigenpairs seemed to be some delay in the process in exact computation. Paige's analysis spurred much activity in this field and eventually the Lanczos method became a powerful tool and the method of choice for large sparse symmetric matrices, from 1980 on.

We mention the following major steps that led to improvements in the method, and to a better understanding. Parlett and Scott [103] proposed removing the delaying effects on convergence by a selective orthogonalization process for the Lanczos vectors. Also, the determination of converged eigenvalues became easier to identify by efficiently computing upper bounds for the residual of an eigenpair. Kaniel (1966) [69] derived upper bounds for the error in an eigenvalue approximation (the so-called Ritz values, the eigenvalues of the reduced tridiagonal matrix). These upper bounds have no direct practical implication, since they are in terms of unknown quantities associated with the matrix, such as gaps between eigenvalues relative to the span of the eigenvalues. However, these upper bounds are, in a general sense, rather sharp and can be used for the study of the convergence behaviour of the Ritz values. Later, Saad (1980) [114] refined these upper bounds. The convergence behaviour of Ritz values can be quite irregular; a temporary (almost) stagnation of the process can take place (also called misconvergence). Many of these effects were studied carefully, and explained, in a paper by Van der Sluis and Van der Vorst [142], through a rather complicated model for the Ritz values. This model, however, seemed to be necessary in order to show all the
intricate dependencies in the apparently simple Lanczos process. In their paper, it is also shown that the convergence behaviour of the Ritz values is superlinear. No matter how irregular the rate of convergence may seem, on average it becomes faster as the iteration proceeds. Parlett also studied the so-called (occasional) misconvergence of the Ritz values [101]. His model is simpler, but does not explain all effects, such as the possible length of the stagnation phase. An algorithm ready for implementation was published by Parlett and Reid [102]; this algorithm computes upper bounds for the errors in the Ritz values, and exploits the fact that we have to compute these for successive tridiagonal matrices. We are not aware of a publicly available implementation, although we know that the process has been implemented for local use.

Note that, strictly mathematically speaking, the Lanczos process is finite and thus it is not correct to use a notion such as "convergence" or even "superlinear convergence". However, in finite precision and for large values of the order of the matrix, the Ritz values will become close to an eigenvalue and for practical purposes the method behaves like a truly convergent process.

In our discussion of the Power method, we showed how the use of a set of starting vectors arose quite naturally. This is also possible for the Lanczos (and Arnoldi) method, and this approach leads to block and banded Lanczos (and Arnoldi) methods [47,141,108].

For unsymmetric matrices it took longer for similar methods to gain popularity. An influential paper, that helped to promote Arnoldi's method as a useful tool, was published by Saad [115]. The Arnoldi method, for orthogonal reduction to upper Hessenberg form, was not only too expensive if one wanted to know only a few eigenpairs, it also suffered from poor convergence for specific eigenvalue distributions. Well-known is the Saad-Schultz example [117], which is a permuted identity matrix. The method leads to trivial approximations after the first $n-1$ steps, and after $n$ steps all eigenpairs suddenly appear. This however, is at a much higher cost than for Householder's reduction. For this reason, the unsymmetric Lanczos process, also referred to as the two-sided Lanczos method, received some attention. Initially, the method was notorious for its break-down possibilities, its behaviour in finite precision arithmetic, and the fact that the reduction operators to tridiagonal form are nonorthogonal. Cullum and Willoughby, in 1986 [24], presented a code based on the two-sided Lanczos method, in which they solved a number of practical problems; this included a clever trick for identifying the spurious eigenvalues due to rounding errors. The code gained some popularity, for instance for plasma-physics eigenvalue computations [21]. Parlett and co-workers [104] introduced the concept of "look-ahead", mainly in order to improve the numerical stability of the process. The look-ahead strategy, introduced in order to prevent breakdown, was further perfected by Freund and Nachtigal, in 1996 [41]. They published a code based on quasi-minimization of residuals, and included look-ahead strategies, in which most of the original Lanczos problems were repaired (but the non-orthogonal reductions were still there). Gutknecht [57] published a thorough theoretical overview of the two-sided Lanczos algorithm and exploited its relation to Padé approximations. This gave a better understanding of look-ahead strategies and the convergence behaviour of the method (in the context of solving linear systems). Block variants of the two-sided Lanczos process were discussed in Day's Ph.D. thesis in 1993; for a further description of the algorithms see [3].

Almost simultaneously, there were efforts to make the Arnoldi method more practical. We mention firstly polynomial preconditioning, discussed extensively in Saad's book [116], which damps unwanted parts of the spectrum, and secondly, sophisticated restarting strategies. The method becomes effective for matrices for which shift-and-invert operations can be applied for given vectors. But the many (increasingly expensive) iterations for relevant problems were a bottleneck. A real
breakthrough for the Arnoldi method was realized by Sorensen [125], in 1991, with the so-called Implicit Restart Technique. This is a clever technique by which unwanted information can be filtered away from the process. This leads to a reduced subspace with a basis, for which the matrix still has a Hessenberg form, so that Arnoldi's process can be continued with a subspace (rather than with a single vector as with the more classical restart techniques).

The Arnoldi iteration procedure is often carried out with the shift-and-invert approach. For instance, when solving the generalized eigenproblem $A x=\lambda B x$, the method is applied to the operator $(A-\sigma B)^{-1} B$. One step further is the Cayley transform $(A-\sigma B)^{-1}(A-\tau B)$, which can be used for emphasizing eigenvalues (near $\sigma$ ) and for damping of eigenvalues (near $\tau$ ). Both techniques require expensive operations with an inverted operator, but the advantage is much faster convergence. Meerbergen and Roose [89] considered the use of inexact Cayley transforms, realized by a few steps of an iterative method, for Arnoldi's method. This technique bears a close relation to polynomial preconditioning. Ruhe [110] considered a more general shift-and-invert transform, and so-called Rational Krylov Subspace (RKS) Method:

$$
\left(\delta_{j} A-\gamma_{j} B\right)^{-1}\left(\sigma_{j} A-\rho_{j} B\right)
$$

in which the coefficients may be different for each iteration step $j$. It has been shown that by generating a subspace with this operator, the given problem can be reduced to a small projected generalized system

$$
\left(\zeta K_{j, j}-\eta L_{j, j}\right) s=0,
$$

where $K_{j, j}$ and $L_{j, j}$ are upper Hessenberg matrices of dimension $j$. This small system may be solved by the QZ algorithm in order to obtain approximate values for an eigenpair. The parameters in RKS can be chosen to obtain faster convergence to interior eigenvalues. For a comparison of RKS and Arnoldi, see [110,109].

In 1975, Davidson, a chemist, suggested an iterative method that had the idea of projection on a subspace in common with the Arnoldi method, but with the subspace chosen differently. Motivated by the observation that the matrices in his relevant applications were (strongly) diagonally dominant, Davidson computed the Ritz pairs (the eigenpairs of the projected matrix), computed the residual $r=(A-\theta I) z$ for a pair of interest $(\theta, z)$, and proposed expanding the subspace with the vector $\left(D_{A}-\theta I\right)^{-1} r$ (after proper orthogonalization with respect to the current subspace). The matrix $D_{A}$ denotes the diagonal of the matrix $A$. For diagonally dominant matrices this approximates, in some sense, inverse iteration with Rayleigh quotient shifts. The Davidson method [26] became quite popular for certain applications. Although other approximations were suggested (see, e.g., [93]), its convergence behaviour for nondiagonal dominant matrices, or for poor initial starting vectors, was far from guaranteed. It was also puzzling that the "optimal" expansion $(A-\theta I)^{-1} r$, optimal from the inverse iteration point of view, led to the vector $z$, so that the method stagnated. As a consequence, Davidson's method was not able to find the eigenvalues of a diagonal matrix, a very unsatisfactory situation. The method was not very well understood by numerical analysts and as a consequence we find very little reference to it in the numerical analysis literature. Only after 1990, is there some serious analysis [20], almost simultaneously with a successful improvement of the method.

In 1996, Sleijpen and van der Vorst [121] suggested restricting the expansion of the current subspace to vectors from the space orthogonal to $z$, which restored a largely forgotten technique
used by Jacobi (in 1846). Jacobi took an appropriate unit vector for $z$, and attempted to find the missing component to make it an eigenvector from the space spanned by the remaining $n-1$ unit vectors. He did this by solving a correction equation for the matrix shifted by $\theta$ and then restricted the correction to the subspace orthogonal to the chosen unit vector. This correction equation was solved by Gauss-Jacobi iterations and after each two iterations, Jacobi updated the value for $\theta$. Sleijpen and van der Vorst suggested updating $z$ as well and using the update vector for a subspace. This new Jacobi-Davidson method combined Davidson's idea of taking a different subspace with Jacobi's idea of restricting the search of an update to $z^{\perp}$. We refer to Sleijpen and van der Vorst [121] for details. A variant of the technique, in which the correction is approximately solved with one single invert step with a preconditioner, was suggested by Olsen et al. in 1990 [94]. An exact solution of the correction equation, or an approximate solution of high accuracy, leads to cubic convergence for a properly selected sequence of $\theta$ 's if $A$ is symmetric, and to quadratic convergence in the unsymmetric case. In the following years, it became clear how to efficiently implement the method with preconditioning [122] and how it could be applied to various other eigenproblems, amongst which are generalized eigenprobelms [39] and quadratic eigenproblems [123]. Thus, the transformation of these generalized eigenproblems to standard forms can be avoided. The Jacobi-Davidson method is attractive for large sparse eigenproblems for which shift-and-invert operations are too expensive, and for more unusual eigenproblems. The problem of identifying effective preconditioners for the correction matrix for larger classes of matrices is still largely open.

It is well-known that subspace methods lead to eigenvalue approximations that tend to converge towards exterior eigenvalues and that approximations for interior eigenvalues are difficult to obtain. In principle, it is easy to obtain these by working with $A^{-1}$, but this may be expensive. It is also possible to obtain eigenvalue approximations that converge (slowly) to the eigenvalues of $A$ closest to the origin, from the subspaces generated by $A$. We explain this for the Arnoldi process. The Arnoldi process leads to

$$
A V_{m}=V_{m+1} H_{m+1, m}
$$

where $H_{m+1, m}$ is an upper Hessenberg matrix with $m+1$ rows and $m$ columns. This means that we have a basis for the space with basis vectors $A v_{j}$ and, using the above relation, this basis can be easily transformed into an orthogonal basis. This orthogonal basis can be used for the projection of $A^{-1}$, and multiplication by the inverse can be avoided, since all basis vectors have a factor $A$ in common. The exterior eigenvalues of the projected $A^{-1}$, that is the inverses of interior eigenvalues of $A$, converge (slowly) to the exterior eigenvalues of $A^{-1}$. This way of approximating interior eigenvalues has received some attention in the 1990s. In [98], these eigenvalue approximations, in connection with the related Lanczos process, were called Harmonic Ritz values, and some nice relations for Harmonic Ritz values for symmetric indefinite matrices are given in that paper. Harmonic Ritz values had already been studied from a different viewpoint by other authors. Freund [42] studied them as the zeros of the GMRES and MINRES iteration polynomials. Morgan [92] had observed that the Harmonic Ritz values and vectors are very suitable for restarting purposes if one wants to compute interior eigenvalues with subspaces of restricted dimension. In [121,120], the Harmonic Ritz values are considered in connection with the Jacobi-Davidson process for the selection of proper shifts.

## 9. Related topics

### 9.1. The singular value decomposition

The singular value decomposition plays an essential role in many situations in which we want to decide between relevant and less relevant information. In addition to traditional applications such as regularization of linear least-squares problems, and the determination of the numerical rank of a matrix, there are applications to the reduction of information for images and information retrieval from large data bases. A headline contribution to the SIAM News by Berry and Dongarra, summer 1999, showed that the SVD can even help to reduce work in the organization of a conference. Interesting and unusual applications are also shown in a paper by Moler and Morrison [90]. A modern treatment of the numerical aspects of the SVD can be found in Golub and Van Loan's textbook [51] and we have taken most of our information from that source. Demmel [28] gives a good treatment of the important implementational aspects of the SVD.

Since the square of the singular values and the right singular vectors are the eigenpairs for the matrix $A^{\mathrm{T}} A$ (for the left singular vectors this holds with $A A^{\mathrm{T}}$ ), it is not surprising that the numerical treatment of the SVD has many relationships to algorithms for symmetric eigenproblems. This is most visible in Demmel's book, where the discussion on modern SVD algorithms almost parallels the symmetric eigenvalue problem discussion [28, p. 211 and 241]. We note here that working directly with either $A^{\mathrm{T}} A$ or $A A^{\mathrm{T}}$ is not satisfactory for stability and complexity reasons, and this makes separate treatment of the numerical SVD necessary.

The origins of the singular value decomposition go back to the late 19th century, with work of Beltrami in 1873. Stewart [128] gave a historic overview of the SVD. The important numerical developments on the SVD started with work of Golub and Kahan in 1965 [49]. This led first to a contribution to the famous ACM-collection as Algorithm 358 [15] and later to the basis of the EISPACK and LAPACK routines in the Wilkinson-Reinsch collection [158, pp. 1334-1351]. The key trick in the numerical computation of the SVD is, instead of tridiagonalizing $A^{\mathrm{T}} A$, to bidiagonalize the matrix $A$. Then, with the bidiagonal reduced forms obtained by orthogonal transformations, one can make variants of QR , divide and conquer, and bisection techniques. The choice between these techniques can be made as above for the symmetric eigenproblem. In particular, for matrices of order larger than 25 , the divide and conquer approach is currently regarded as the fastest option [28, p. 241].

### 9.2. Nonlinear eigenproblems and related problems

Standard and generalized eigenproblems arise, for instance, in the study of conservative mechanical systems, governed by Lagrange's equations of small free motion. According to Rogers [106], Rayleigh (in 1873) could not apply his technique for nonconservative systems (systems with a damping term). The well-known technique for the numerical solution of the resulting quadratic eigenproblem is to rewrite it as a generalized eigenproblem [43,77]. That is

$$
\lambda^{2} M x+\lambda C x+K x=0
$$

is equivalent to

$$
A z=\lambda B z
$$

with

$$
A=\left[\begin{array}{cc}
0 & I \\
-K & -C
\end{array}\right], \quad B=\left[\begin{array}{cc}
I & 0 \\
0 & M
\end{array}\right], \quad z=\left[\begin{array}{c}
x \\
\lambda x
\end{array}\right] .
$$

Of course, algorithms and theory for the generalized eigenproblem can be used directly, but the unsatisfactory aspect of this is that we have to double the dimension of our spaces. Also, if the generalized eigenproblem is solved approximately by some iteration technique, then it is not straight forward to reduce the information from the double-dimensioned space to the original space. Duffin [34] seemed to be the first to generalize the Rayleigh-Ritz principle for the quadratic eigenproblem for symmetric $K, C$, and $M$, and $A$ positive definite. Since then, the quadratic eigenproblem, and higher-order polynomial problems, have received attention in the numerical literature. Rogers [106], in 1964, considered a more general quadratic eigenproblem and used minimax principles for the investigation of such problems. In the late 1960s and early 1970s algorithms that avoid the linearization step appeared. We mention the work of Lancaster [77], Kublanovskaja [75,76], and Ruhe [107]. The suggested algorithms are mostly variants of Newton's method. More recently, in 1995, Guo et al. [56] described several iterative methods, that can be regarded as a fixed point iteration combined with the Lanczos method and a (simplified) Newton iteration. A backward error analysis for more general polynomial eigenproblems was given by Tisseur (1998 [133]), and a perturbation analysis for quadratic problems was published by Sun in 1999 [130]. In a paper that appeared in 1996, Sleijpen et al. [120] showed that the Jacobi-Davidson method could be applied in order to reduce a given polynomial problem in an $n$-dimensional space to a similar problem in a much lower $m$-dimensional space. The problem in the lower dimensional space can then be attacked by any of the previously mentioned approaches. For a quadratic equation from an accoustic problem, it was shown how this approach led successfully and efficiently to the desired eigenpair, for matrices of the order of about 240,000 [123]. For higher polynomial eigenproblems there has not been much experience to date. Bai [6] mentioned the need for algorithms for fifth-order polynomial eigenproblems in a review paper that appeared in 1995. Quite recently, in 1998, Heeg [58] showed how the Jacobi-Davidson approach could be successfully applied to fourth-order polynomial eigenproblems with complex matrices in the study of instabilities of attachment-line flows for airfoils.

Other than these polynomial eigenproblems, there is a wide variety of problems that are associated with the determination of invariant subspaces. Since the standard and generalized eigenproblems became more familiar and more or less routinely solvable, the more difficult problems received more attention. Among these problems we mention the following; the Procrustes problem: minimize $\|A Y-Y B\|_{F}$ for given $A$ and $B$ over the manifold $Y^{*} Y=I$; the determination of a nearest Jordan structure, and the problem of determining a simultaneous Schur decomposition for a set of perturbed matrices (under the assumption that the unperturbed matrices have a simultaneous Schur form). A nice overview of such problems, as well as software for the numerical solution is described by Edelman and Lippert [83].

### 9.3. Pseudospectra

Eigenvalues are often used as a source of information on stability or convergence, and the question arises as to the validity of the information gained from these values. For example, during the 1990s it was realized (see, e.g., [138]) that eigenvalues alone do not govern the instability and transition to
turbulence of high Reynolds number fluid flows as had previously been thought. Many authors have studied the problem of sensitivity of the eigenvalues with respect to perturbations, see for instance [154,129,19]. These studies are usually related to perturbations caused by rounding errors, and not so much by the relevance of the eigenvalues due to the particular representation of a given problem, for instance the choice of basis.

Around 1987, Trefethen [140] began to emphasize this aspect of eigencomputations. He propagated the idea of inspecting the pseudospectra of a matrix as a relatively simple means for determining the significance of a particular part of the spectrum, without getting involved in complicated matters such as angles between eigenvectors or eigenspaces. ${ }^{6}$ The definition of the pseudospectrum $\Lambda_{\varepsilon}(A)$ for a matrix $A$ is directly related to perturbations:

$$
\Lambda_{\varepsilon}(A) \equiv\{z \in \mathbb{C}: z \in \Lambda(A+E) \text { for some } E \text { with }\|E\| \leqslant \varepsilon\}
$$

The pseudospectra are usually shown graphically as a set of level curves for various values of $\varepsilon$. The level curves, or contour integrals, are more apparent from the original definition of the $\varepsilon$-pseudospectrum, in terms of the norm of the resolvent $(z I-A)^{-1}$ :

$$
\Lambda_{\varepsilon}(A) \equiv\left\{z \in \mathbb{C}:\left\|(z I-A)^{-1}\right\| \geqslant \varepsilon^{-1}\right\}
$$

with the convention $\left\|(z I-A)^{-1}\right\|=\infty$ for $z \in \Lambda(A)$.
For symmetric matrices, the pseudospectra of $A$ is a collection of discs around the eigenvalues of $A$ (note that the perturbation $E$ need not be symmetric). For unsymmetric matrices the pseudospectra can be any collection of curves around the set of eigenvalues of $A$. These level curves may give information that is hidden by the information provided by the eigenvalues themselves. For instance, when studying stability of integration methods for systems of ODEs, or in bifurcation problems, the eigenvalues may be in a proper region, for instance, in the left-half plane, while the level curves, even for small values of $\varepsilon$, may intersect with the right-half plane. This suggests that it may be necessary to ask further questions about the problem. On the other hand, the pseudospectra may not tell the full story. For instance, the sensitivity problems may be due to a single pair of ill-conditioned eigenvectors for which the more global level curves are too pessimistic. It may be the case that it is not realistic to assume equal perturbations for all matrix entries, but nevertheless the pseudospectra focus attention on critical places in the spectrum. A nice introduction to the relevance of pseudospectra is given in [135], where the pseudospectra are actually computed and discussed for a number of matrices.

Due to the nature of computing pseudospectra, this useful tool is often restricted to matrices of relatively moderate size and one has to be careful in generalizing the insights gained from smaller problems to larger problems which are similar. More recently, tools have become available for computing the pseudospectrum of large sparse matrices. Carpraux et al. [16] proposed an algorithm for computing the smallest singular value of $z I-A$, that is based on Davidson's method using ILU preconditioning. Lui [84] (see also [13]) suggested using the Lanczos method in combination with continuation techniques. This is a plausible approach, since we need to do the computation for many values of $z$, well-distributed over the region of interest, in order to obtain a complete picture of the pseudospectra. We know that currently such tools are being used for the analysis of instability problems of large sets of ODEs, related to climate modelling, but results have not yet been published.

[^7]Valuable information on pseudospectra can also be derived from the Arnoldi iteration obtained, for instance, with ARPACK [81]. For an up-to-date overview on pseudospectra results, see Trefethen's 1999 paper [136].

### 9.4. Homotopy methods

The subspace methods that we have discussed above are often applied in combination with shift-and-invert operations. This means that if one wants to compute eigenvalues close to a value $\sigma$, then the methods are applied to $(A-\sigma I)^{-1}$. As we have seen, the Jacobi-Davidson method can be interpreted as an inexact shift-and-invert method, since the invert step is usually approximated by a few steps of some convenient preconditioned inner iteration method.

Another method related to these inexact shift-and-invert approaches is the homotopy approach which has received some attention in the 1990 s . The idea is to compute some of the eigenvalues of a perturbed matrix $A+E$, when the eigenvalues of $A$ are known, or can be relatively easily computed. In order to this we use the homotopy $H(t)=A+t E, 0 \leqslant t \leqslant 1$. If eigenpairs of $H\left(t_{0}\right)$ are known, then they are used as approximations for those of $H\left(t_{0}+\Delta t\right)$. These approximations are improved by a convenient subspace iteration (cf. [85]). Rayleigh quotient iterations are used for symmetric $A$ and $E$ (see references in [85] for earlier work on homotopy for eigenproblems). For the Rayleigh quotient iteration one needs to solve systems like $\left(H\left(t_{0}+\Delta t\right)-\lambda I\right) y=x$, where $(\lambda, x)$ represents the current approximation for an eigenpair of $H\left(t_{0}+\Delta t\right)$. In the context of large sparse matrices, it may be undesirable to do this with a direct solver, and in [85] the system is solved with SYMMLQ [99]. Of course, one could restrict oneself to only a few steps with SYMMLQ, and then try to accelerate the inexact Rayleigh quotient steps, as is done in the Jacobi-Davidson method. This indicates relations between these different approaches, but as far as we know, these relations have not yet been explored. In [85], it is observed that SYMMLQ may have difficulty in converging for the nearly singular system $\left(H\left(t_{0}+\Delta t\right)-\lambda I\right) y=x$, and it is suggested that the situation would be improved by applying the Rayleigh quotient iteration to the approximately deflated matrix $H\left(t_{0}+\Delta t\right)+x x^{\mathrm{T}}$. (The term approximately deflated is used to indicate that $x$ is only an approximation to the desired eigenvector.) Note that similar deflation procedures are incorporated in the Jacobi-Davidson process. The whole procedure is repeated for successive increments $\Delta t$, until the final value $t=1$ is reached. In [85] an elegant approach is followed for the selection of the step size $\Delta t$.

The homotopy approach lends itself quite naturally to situations where the matrix $A$ varies in time, or where it varies as a linearization of a nonlinear operator, as in bifurcation problems. Another example of an interesting problem is the Schrödinger eigenvalue problem [85]

$$
-\Delta u+f u=\lambda u
$$

in the unit square in two dimensions with homogeneous Dirichlet boundary conditions. With the usual finite difference approximations on a uniform grid, this leads to the discrete Laplacian for $-\Delta u$, for which we know the eigensystem.

In [159], the homotopy approach is used for symmetric generalized eigenproblems, very much along the lines sketched above. The application to real unsymmetric eigenproblems is considered in [86].

In [82], the homotopy approach is suggested as a means of realizing a divide and conquer method for unsymmetric eigenproblems, as an alternative for the solution of the secular equation for symmetric problems (which cannot be used for unsymmetric problems).

### 9.5. Miscellaneous

Subspace methods such as Simultaneous Iteration, RQI, Lanczos, Arnoldi, and Davidson for large sparse systems are in general more powerful in combination with shift-and-invert techniques. This requires the solution of large sparse linear systems, since these methods only need operations with, for instance, $(A-\sigma I)$ in order to compute matrix vector products $(A-\sigma I)^{-1} v$. This has led to the question of how accurately these operations have to be carried out in order to maintain a reasonable rate of convergence. For instance, for the Power method, this approximation technique, or preconditioning, can be described as follows for the standard eigenproblem $A x=\lambda x$. For each iteration one computes, for the current iteration vector $x^{(i)}$ the Rayleigh quotient $\mu^{(i)}=x^{(i) *} A x^{(i)} / x^{(i) *} x^{(i)}$. Instead of computing $x^{(i+1)}$ with $A x^{(i)}$, the defect $r=A x^{(i)}-\mu^{(i)} x^{(i)}$ is computed and this defect is multiplied by the preconditioner $K$. The new vector $x^{(i+1)}$ is then computed as a normalized linear combination of $x^{i}$ and $K r$. Note the resemblance to Davidson's approach.

The convergence of this basic algorithm, including its use for the generalized eigenproblem, has been studied quite extensively in the Russian literature, starting in about 1980 in the work of D'yakonov [35] and others. Knyazev [72] gave an excellent overview of the work in the Russian literature on preconditioned eigensolvers. The study of these preconditioned iteration techniques is relevant also to the understanding of inexact, or preconditioned, forms of shift-and-invert Lanczos (proposed by Morgan and Scott [93]), inexact Arnoldi (work by Meerbergen [87]) and Davidson variants, including the Jacobi-Davidson method. A presentation of various iteration techniques including preconditioning was given by Knyazev in [71]. Smit [124, Chapter 4] studied the effect of approximate inverses on the convergence of the RQI method. For a discussion on inexact Krylov methods, see Meerbergen and Morgan [88]. Preconditioning in relation to the Jacobi-Davidson method is discussed in [122]. Note that in all these algorithms, the preconditioner is used for the computation of a promising new direction vector; the given eigenproblem is untouched. This is different from the situation with linear solution methods, where preconditioning is used to transform the given system to one that can be handled more efficiently.

## 10. Software

The history of reliable high-quality software for numerical linear algebra started with the book edited by Wilkinson and Reinsch, the Handbook for Automatic Computation, Vol. 2, Linear Algebra, published in 1971. This book contained a number of articles that had appeared previously in Numerische Mathematik, which described state-of-the-art algorithms for the solution of linear systems and eigenproblems. All these articles contained implementations in Algol60. Most of these algorithms are still alive albeit in other languages. Algol60 was a computer language that gained some popularity in academia, mostly in Europe, but it was not as fast as Fortran on most machines and it did not gain a foothold in the slowly emerging large industrial codes (the majority of which were written in Fortran or even in assembler language). For this reason, groups in the USA started the development of two influential software packages LINPACK and EISPACK in the early 1970s. These packages started as transcriptions of the major part of the Wilkinson and Reinsch collection: LINPACK covered the numerical solution of linear systems; EISPACK concentrated on eigenvalue problems. The most prominent omissions from these packages were iterative solution methods: the
conjugate gradient method was not included in LINPACK and the Jacobi method was not included in EISPACK. At that time the Lanczos and Arnoldi methods were not even considered as candidates, because they were viewed either as direct methods, and in that sense not competitive with the then available methods, or as iterative methods that could not be safely automated [68]. The Lanczos method was only considered, in that time, as a safe iterative method provided one did complete re-orthogonalization (cf. [48]).

The "Wilkinson and Reinsch" procedures can also be viewed as prototypes for eigenvalue routines in the bigger software packages NAG and IMSL, and in the widely available software package MATLAB. EISPACK was replaced in 1995 by LAPACK, in the words of Golub and Van Loan (1996): "LAPACK stands on the shoulders of two other packages (viz: LINPACK and EISPACK) that are milestones in the history of software development". A more recent development along these lines in ScaLAPACK [11] which aims to provide close to optimal software for modern parallel computers.

We have already mentioned MATLAB in passing; the impact of this computing environment in the scientific computing world has been tremendous. MATLAB provides state-of-the-art software for all sorts of numerical linear algebra computations and has become the de facto standard for coding and testing in the 1990s. Its impact on the development of this field can hardly be overestimated.

As already indicated, in 1970 there were few robust and well-understood iterative methods available, and mainly for that reason, these methods were not included in the packages constructed then. They are still not available in their successors, with the exception of MATLAB (since 1998, MATLAB has had iterative methods for eigenproblems available). It was soon clear that the powerful "direct" methods, based on reduction to some special form, had their limitations for the large sparse matrices that occur in the modelling of realistic stability problems, and there was a heavy demand for methods that could, at least partially, handle big problems. Cullum and Willoughby filled this gap, in 1985, with their software based on the two-sided Lanczos procedure [22-24]. Of course, they realized the intricacies of the Lanczos method, and they advocated the use of iterated Rayleigh quotient steps for improvement of the information of the Lanczos output. They also provided software for this updating step (their software was available some years before 1985, but its publication in book form took place in that year).

Freund and Nachtigal proposed in 1992, a variant of the two-sided Lanczos process that improved convergence properties using a quasi minimization step; they also included sophisticated look-ahead facilities. The QMR method could also be used for eigenvalue computations, and they provided software through Netlib for this purpose, see QMRPACK [41]. Algorithms and software for adaptive block-variants of the two-sided Lanczos algorithm (ABLE) have been described by Bai et al. [3].

Because of the improvements made to the Arnoldi method, in particular the implicit restart technique, it became feasible to exploit the attractive orthogonal reduction properties in an efficient manner. This was realized in the ARPACK software, for which the User's guide was published, by Lehoucq et al. in 1998 [81]. The package was in existence and available to users a few years earlier. At present, ARPACK seems to be the default choice for large sparse eigenproblems, provided that either it is possible to implement shift-and-invert operations efficiently, or that unwanted parts of the spectrum can be damped by a fixed (polynomial) preconditioner. The parallel implementation of ARPACK is referred to as P_ARPACK, it is portable across a wide range of distributed memory platforms. The parallelism is mainly in the matrix vector products and the user has full control over this trough the reverse communication principle. For more details, see [81,31].

Kågström et al. have provided software for the generalized upper staircase Schur form. The software, called GUPTRI, can be used for the analysis of singular pencils $A-\lambda B$. This reduction admits more general cases than the QZ decomposition, for instance $A$ and $B$ may be singular. This software has been described in [4]. See also this reference for pointers to recent work by Kågström.

For a thorough overview of modern algorithms, software and pointers to sources for further information see [4].

## 11. Epilogue

For symmetric matrices, the eigenproblem is relatively simple, due to the existence of a complete orthogonal eigensystem, and the fact that all eigenvalues are real. These properties are exploited in the most efficient numerical methods, and the symmetric eigenproblem may be considered as solved: for small matrices $n \leqslant 25$ we have the QR method, one of the most elegant numerical techniques produced in the field of numerical analysis; for larger matrices (but smaller than a few thousand), we have a combination of divide and conquer with QR techniques. For the largest matrices, there is the Lanczos method, which in its pure form is strikingly simple but which conceals so many nice and attractive properties. All methods have a relatively long history. The theoretical aspects of the computations (convergence and perturbation theory) are relatively well understood.

For unsymmetric matrices the picture is less rosy. Unfortunately, it is not always possible to diagonalize an unsymmetric matrix, and even if it is known that all eigenvalues are distinct, then it may be numerically undesirable to do this. The most stable methods seem to be based on the Schur factorization, that is for each $n \times n$ matrix $A$, there exists an orthogonal $Q$, so that

$$
Q^{*} A Q=R
$$

in which $R$ is upper triangular. Apart from permutations and signs, the matrix $Q$ is unique. The Schur factorization reveals much of the eigenstructure of $A$ : its diagonal elements are the eigenvalues of $A$ and the off-diagonal elements of $R$ indicate how small the angles between eigenvectors may be. For matrices not too large, QR is the method of choice, but for larger matrices the picture is less clear. Modern variants of the Arnoldi method seem to be the first choice at the moment, and, if approximations are available, the Jacobi-Davidson method may be attractive. There is still a lot to investigate: if the matrix is nonnormal, that is, if the eigenvectors do not form a unitary set, then what kind of meaningful information can we extract from a given matrix (invariant subspaces, angles between subspaces, distance to Jordan canonical form), and how can we compute this as accurately as possible? Much has been done, but even more remains to be done.

There are even more open problems as eigenproblems become more complicated: generalized eigenproblems, polynomial eigenproblems, nonlinear eigenproblems, etc.

Looking back over the past century, we see that the solution of the eigenproblem has given up some of its mysteries through the work of many devoted and highly talented researchers. Novices in the field should be aware that the modern algorithms, even the apparently simple ones, are the result of many independent "small" steps. The fact that many of these steps can now be regarded as "small" illustrates how theory has kept up the pace with computational practice, so that new developments can find their place in an expanding but still elegant framework. Astonishingly much has been achieved, both computationally and theoretically, in a concerted effort, but much more
remains to be unravelled. It is our firm belief that eigenproblem research will remain a lively and useful area of research for a long time to come. We hope that this overview will help to motivate young researchers to make their contributions to solving pieces of the gigantic puzzles that remain.

## Acknowledgements

We wish to thank our colleagues Michele Benzi, Jan Brandts, Mark Embree, Karl Meerbergen, Gerard Sleijpen, Nick Trefethen, and David Watkins, for their suggestions for improvements and corrections.

## References

[1] W.E. Arnoldi, The principle of minimized iteration in the solution of the matrix eigenproblem, Quart. Appl. Math. 9 (1951) 17-29.
[2] Z. Bai, D. Day, Q. Ye, ABLE: An adaptive block Lanczos method for non-Hermitian eigenvalue problems, Technical Report Research Report 95-04, University of Kentucky, Lexington, KY, 1995.
[3] Z. Bai, J. Demmel, J. Dongarra, A. Ruhe, H. van der Vorst, Templates for the Solution of Algebraic Eigenvalue Problems: a Practical Guide, SIAM, Philadelphia, PA, 1999.
[4] Z. Bai, G.W. Stewart, SRRIT - A FORTRAN subroutine to calculate the dominant invariant subspace of a nonsymmetric matrix, Technical Report 2908, Department of Computer Science, University of Maryland, 1992.
[5] Z. Bai, Progress in the numerical solution of the nonsymmetric eigenvalue problem, Numer. Linear Algebra Appl. 2 (1995) 219-234.
[6] V. Bargmann, C. Montgomery, J. von Neumann, Solution of linear systems of high order, Technical Report, Princeton, Institute for Advanced Study, 1946.
[7] F.L. Bauer, Das Verfahren der Treppeniteration und verwandte Verfahren zur Lösung algebraischers Eigenwertprobleme, Z. Angew. Math. Phys. 8 (1957) 214-235.
[8] F.L. Bauer, C.T. Fike, Norms and exclusion theorems, Numer. Math. 2 (1960) 137-141.
[9] C.H. Bischof, The two-sided block Jacobi method on hypercube architectures, in: M.T. Heath (Ed.), Hypercube Multiprocessors, SIAM, Philadelphia, PA, 1987.
[10] L. Blackford, J. Choi, A. Cleary, E. D'Azevedo, J. Demmel, I. Dhillon, J. Dongarra, S. Hammarling, G. Henry, A. Petitet, K. Stanley, D. Walker, R. Whaley, ScaLAPACK User's Guide, SIAM, Philadelphia, PA, 1997.
[11] E. Bodewig, Matrix Calculus, North-Holland, Amsterdam, 1956.
[12] T. Braconnier, F. Chatelin, V. Frayssé, The influence of large nonnormality on the quality of convergence of iterative methods in linear algebra, Technical Report TR-PA-94/07, CERFACS, Toulouse, 1994.
[13] T. Braconnier, N.J. Higham, Computing the field of values and pseudospectra using the Lanczos method with continuation, BIT 36 (1996) 422-440.
[14] R.P. Brent, F.T. Luk, The solution of singular value and symmetric eigenvalue problems on multiprocessor arrays, SIAM J. Sci. Statist. Comput. 6 (1985) 69-84.
[15] P.A. Businger, G.H. Golub, Algorithm 358: Singular value decomposition of a complex matrix, Comm. Assoc. Comp. Mach. 12 (1969) 564-565.
[16] J.F. Carpraux, J. Erhel, M. Sadkane, Spectral portrait for non-Hermitian large sparse matrices, Computing 53 (1994) 301-310.
[17] F. Chaitin-Chatelin, Is nonnormality a serious difficulty? Technical Report TR-PA-94/18, CERFACS, Toulouse, 1994.
[18] F. Chatelin, Spectral Approximation of Linear Operators, Academic Press, New York, 1983.
[19] F. Chatelin, Eigenvalues of Matrices, Wiley, Chichester, 1993; Masson, Paris, 1988.
[20] M. Crouzeix, B. Philippe, M. Sadkane, The Davidson method, SIAM J. Sci. Comput. 15 (1994) 62-76.
[21] J. Cullum, W. Kerner, R. Willoughby, A generalized nonsymmetric Lanczos procedure, Comput. Phys. Comm. 53 (1989) 19-48.
[22] J. Cullum, R.A. Willoughby, Lanczos Algorithms for Large Symmetric Eigenvalue Computations, Vol. I, Birkhaüser, Boston, MA, 1985.
[23] J. Cullum, R.A. Willoughby, Lanczos Algorithms for Large Symmetric Eigenvalue Computations, Vol. II, Birkhaüser, Boston, MA, 1985.
[24] J. Cullum, R.A. Willoughby, A practical procedure for computing eigenvalues of large sparse nonsymmetric matrices, in: J. Cullum, R.A. Willoughby (Eds.), Large Scale Eigenvalue Problems, Amsterdam, North-Holland, 1986, pp. 193-240.
[25] J.J.M. Cuppen, A divide and conquer method for the symmetric eigenproblem, Numer. Math. 36 (1981) 177-195.
[26] E.R. Davidson, The iterative calculation of a few of the lowest eigenvalues and corresponding eigenvectors of large real symmetric matrices, J. Comput. Phys. 17 (1975) 87-94.
[27] C. Davis, W. Kahan, The rotation of eigenvectors by a perturbation-iii, Soc. Ind. Appl. Math. J. Num. Anal. 7 (1970) 1-46.
[28] J.W. Demmel, Applied Numerical Linear Algebra, SIAM, Philadelphia, PA, 1997.
[29] J.W. Demmel, K. Veselić, Jacobi’s method is more accurate than QR, SIAM J. Matrix Anal. Appl. 13 (1992) 1204-1246.
[30] A. den Boer, De Jacobi-methode van 1845 tot 1990, Master Thesis, Department of Mathematics, Utrecht University, 1991.
[31] J.J. Dongarra, I.S. Duff, D.C. Sorensen, H.A. van der Vorst, Numerical Linear Algebra for High-Performance Computers, SIAM, Philadelphia, PA, 1998.
[32] J.J. Dongarra, D.C. Sorensen, A fully parallel algorithm for the symmetric eigenvalue problem, SIAM J. Sci. Statist. Comput. 8 (1987) 139-154.
[33] J.J. Dongarra, D.W. Walker, Software libraries for linear algebra computations on high performance computers, SIAM Rev. 37 (1995) 151-180.
[34] R.J. Duffin, A minimax theory for overdamped networks, J. Rational Mech. Anal. 4 (1955) 221-233.
[35] E.G. D'yakonov, Iterative methods in eigenvalue problems, Math. Notes 34 (1983) 945-953.
[36] P.J. Eberlein, Solution to the complex eigenproblem by a norm-reducing Jacobi-type method, Numer. Math. 14 (1970) 232-245.
[37] M. Engeli, T. Ginsburg, H. Rutishauser, E. Stiefel, Refined Iterative Methods for Computation of the Solution and the Eigenvalues of Self-Adjoint Boundary Value Problems, Birkhäuser, Basel/Stuttgart, 1959.
[38] D.G. Feingold, R.S. Varga, Block diagonally dominant matrices in generalizations of the Gerschgorin circle theorem, Pacific J. Math. 12 (1962) 1241-1250.
[39] D.R. Fokkema, G.L.G. Sleijpen, H.A. van der Vorst, Jacobi-Davidson style QR and QZ algorithms for the reduction of matrix pencils, SIAM J. Sci. Comput. 20 (1996) 94-125.
[40] J.G.F. Francis, The QR transformation: a unitary analogue to the LR transformation, Parts I and II Comput. J. 41961 265-272, 332-345.
[41] R.W. Freund, N.M. Nachtigal, QMRPACK: a package of QMR algorithms, ACM Trans. Math. Software 22 (1996) 46-77.
[42] R.W. Freund, Quasi-kernel polynomials and their use in non-Hermitian matrix iterations, J. Comput. Appl. Math. 43 (1992) 135-158.
[43] F. Gantmacher, The Theory of Matrices, Vols. I and II, Chelsea, New York, 1959.
[44] S. Gerschgorin, Über die Abgrenzung der Eigenwerte einer Matrix, Izv. Akad. Nauk SSSR, Ser. Fiz.-Mat. 6 (1931) 749-754.
[45] W. Givens, Numerical computation of the characteristic values of a real symmetric matrix, Oak Ridge National Lab., ORNL-1574, 1954.
[46] H.H. Goldstine, F.J. Murray, J. von Neumann, The Jacobi method for real symmetric matrices, J. Assoc. Comput. Mach. 6 (1959) 176-195.
[47] G.H. Golub, Some uses of the Lanczos algorithm in numerical linear algebra, in: J.J.H. Miller (Ed.), Topics in Numerical Analysis, Academic Press, New York, 1973, pp. 173-184.
[48] G.H. Golub, Sparse matrix computations: Eigenvalues and linear equations, Seminaries Iria, Inst. Rech. D'Informatique et d'Automatique, Rocquencourt, 1975, pp. 117-140.
[49] G.H. Golub, W. Kahan, Calculating the singular values and pseudo-inverse of a matrix, SIAM J. Numer. Anal. 2 (1965) 205-224.
[50] G.H. Golub, H.A. van der Vorst, 150 Years old and still alive: Eigenproblems, in: I.S. Duff, G.A. Watson (Eds.), The State of the Art in Numerical Analysis, Clarendon Press, Oxford, 1997, pp. 93-119.
[51] G.H. Golub, C.F. Van Loan, Matrix Computations, The Johns Hopkins University Press, Baltimore, 1996.
[52] G.H. Golub, J.H. Wilkinson, Ill-conditioned eigensystems and the computation of the Jordan canonical form, SIAM Rev. 18 (1976) 578-619.
[53] J. Greenstadt, A method for finding roots of arbitrary matrices, Math. Tables Aids Comput. 9 (1955) 47-52.
[54] R.T. Gregory, Computing eigenvalues and eigenvectors of a symmetric matrix on the ILLIAC, Math. Tables Aids Comput. 7 (1953) 215-220.
[55] M. Gu, S.C. Eisenstat, A divide-and-conquer algorithm for the symmetric tridiagonal eigenproblem, SIAM J. Matrix Anal. Appl. 16 (1995) 172-191.
[56] J.-S. Guo, W.-W. Lin, C.-S. Wang, Numerical solutions for large sparse eigenvalue problems, Linear Algebra Appl. 225 (1995) 57-89.
[57] M.H. Gutknecht, A completed theory of the unsymmetric Lanczos process and related algorithms, Part I, SIAM J. Matrix Anal. Appl. 13 (1992) 594-639.
[58] R. Heeg, Stability and transition of attachment-line flow, Ph.D. Thesis, Universiteit Twente, Enschede, The Netherlands, 1998.
[59] P. Henrici, On the speed of convergence of cyclic and quasicyclic Jacobi methods for computing the eigenvalues of Hermitian matrices, SIAM J. Appl. Math. 6 (1958) 144-162.
[60] K. Hessenberg, Auflösung linearer Eigenwertaufgaben met Hilfe der Hamilton-Cayleyschen Gleichung, Ph.D. Thesis, Technische Hochschule, Darmstadt, 1940.
[61] W. Hoffmann, B.N. Parlett, A new proof of global convergence for the tridiagonal QL algorithm, SIAM J. Numer. Anal. 15 (1978) 929-937.
[62] P. Horst, A method of factor analysis by means of which all coordinates of the factor matrix are given simultaneously, Psychometrika 2 (1937) 225-236.
[63] A.S. Householder, Unitary triangularization of a nonsymmetric matrix, J. ACM 5 (1958) 339-342.
[64] A.S. Householder, The Theory of Matrices in Numerical Analysis, Dover, New York, 1964.
[65] C.G.J. Jacobi, Über ein leichtes Verfahren, die in der Theorie der Säcularstörungen vorkommenden Gleichungen numerisch aufzulösen, J. Reine Angew. Math. 30 (1846) 51-94.
[66] B. Kågström, The generalized singular value decomposition and the general $A-\lambda B$ problem, BIT 24 (1985) 568-583.
[67] B. Kågström, RGSVD: an algorithm for computing the Kronecker structure and reducing subspaces of singular $A-\lambda B$ pencils, SIAM J. Sci. Statist. Comput. 7 (1986) 185-211.
[68] W. Kahan, B.N. Parlett, How far should you go with the Lanczos process, in: J.R. Bunch, D.J. Rose (Eds.), Sparse Matrix Computations, Academic Press, New York, 1976.
[69] S. Kaniel, Estimates for some computational techniques in linear algebra, Math. Comput. 20 (1966) 369-378.
[70] T. Kato, On the upper and lower bounds of eigenvalues, J. Phys. Soc. Japan 4 (1949) 334-339.
[71] A.V. Knyazev, Preconditioned eigensolvers - an oxymoron?, Electron. Trans. Numer. Anal. 7 (1998) 104-123.
[72] A. Knyazev, Preconditioned eigensolvers, in: Z. Bai, J. Demmel, J. Dongarra, A. Ruhe, H. van der Vorst (Eds.), Templates for the Solution of Algebraic Eigenvalue Problems: a Practical Guide, SIAM, Philadelphia, PA, 2000, in press.
[73] A.N. Krylov, O cislennom resenii uravnenija, kotorym v techniceskih voprasah opredeljajutsja castoty malyh kolebanii material'nyh sistem, Izv. Akad. Nauk SSSR. Ser. Fiz.-Mat. 4 (1931) 491-539.
[74] V.N. Kublanovskaja, On some algorithms for the solution of the complete eigenvalue problem, Zh. Vych. Mat. 1 (1961) 555-570.
[75] V.N. Kublanovskaja, On an application of Newton's method to the determination of eigenvalues of $\lambda$-matrices, Soviet Math. Dokl. 10 (1969) 1240-1241.
[76] V.N. Kublanovskaja, On an approach to the solution of the generalized latent value problem for $\lambda$-matrices, SIAM J. Numer. Anal. 7 (1970) 532-537.
[77] P. Lancaster, Lambda-Matrices and Vibrating Systems, Pergamon Press, Oxford, UK, 1969.
[78] C. Lanczos, An iteration method for the solution of the eigenvalue problem of linear differential and integral operators, J. Res. Natl. Bur. Stand 45 (1950) 225-280.
[79] H.J. Landau, On Szegö's eigenvalue distribution theory and non-Hermitian kernels, J. Anal. Math. 28 (1975) 335-357.
[80] S.L. Lee, A practical upper bound for departure from normality, SIAM J. Matrix Anal. Appl. 16 (1995) 462-468.
[81] R.B. Lehoucq, D.C. Sorensen, C. Yang, ARPACK User's Guide - Solution of Large-Scale Eigenvalue Problems with Implicitly Restarted Arnoldi Methods, SIAM, Philadelphia, PA, 1998.
[82] T.-Y. Li, Z. Zeng, Homotopy-determinant algorithm for solving nonsymmetric eigenvalue problems, Math. Comput. 59 (1992) 483-502.
[83] R. Lippert, A. Edelman, Nonlinear eigenvalue problems with orthogonality constraints, in: Z. Bai, J. Demmel, J. Dongarra, A. Ruhe, H. van der Vorst (Eds.), Templates for the Solution of Algebraic Eigenvalue Problems: a Practical Guide, SIAM, Philadelphia, PA, 2000, in press.
[84] S.H. Lui, Computation of pseudospectra by continuation, SIAM J. Sci. Comput. 18 (1997) 565-573.
[85] S.H. Lui, G.H. Golub, Homotopy method for the numerical solution of the eigenvalue problem of self-adjoint partial differential operators, Numer. Algorithms 10 (1995) 363-378.
[86] S.H. Lui, H.B. Keller, W.C. Kwok, Homotopy method for the large sparse real nonsymmetric eigenvalue problem, SIAM J. Matrix Anal. Appl. 18 (1997) 312-333.
[87] K. Meerbergen, Robust methods for the calculation of rightmost eigenvalues of nonsymmetric eigenvalue problems, Ph.D. Thesis, Katholieke Universiteit Leuven, Leuven, Belgium, 1996.
[88] K. Meerbergen, R. Morgan, Inexact methods, in: Z. Bai, J. Demmel, J. Dongarra, A. Ruhe, H. van der Vorst (Eds.), Templates for the Solution of Algebraic Eigenvalue Problems: a Practical Guide, SIAM, Philadelphia, PA, 1999.
[89] K. Meerbergen, D. Roose, The restarted Arnoldi method applied to iterative linear system solvers for the computation of rightmost eigenvalues, SIAM J. Matrix Anal. Appl. 18 (1997) 1-20.
[90] C.B. Moler, D. Morrison, Singular value analysis of cryptograms, Amer. Math. Monthly 90 (1983) 78-87.
[91] C.B. Moler, G.W. Stewart, An algorithm for generalized matrix eigenvalue problems, SIAM J. Numer. Anal. 10 (1973) 241-256.
[92] R.B. Morgan, Computing interior eigenvalues of large matrices, Linear Algebra Appl. 154-156 (1991) 289-309.
[93] R.B. Morgan, D.S. Scott, Generalizations of Davidson's method for computing eigenvalues of sparse symmetric matrices, SIAM J. Sci. Statist. Comput. 7 (3) (1986) 817-825.
[94] J. Olsen, P. Jørgensen, J. Simons, Passing the one-billion limit in full configuration-interaction (FCI) calculations, Chem. Phys. Lett. 169 (1990) 463-472.
[95] A.M. Ostrowski, On the convergence of the Rayleigh quotient iteration for the computation of characteristic roots and vectors I-VI, Arch. Rational. Mesh. Anal. I 1:233-241, II 2:423-428, III 3:325-340, IV 3:341-347, V 3:472481, VI 4:153-165, 1958-1959.
[96] M.H.C. Paardekooper, An eigenvalue algorithm for skew symmetric matrices, Numer. Math. 17 (1971) 189-202.
[97] C.C. Paige, The computation of eigenvalues and eigenvectors of very large matrices, Ph.D. Thesis, University of London, 1971.
[98] C.C. Paige, B.N. Parlett, H.A. van der Vorst, Approximate solutions and eigenvalue bounds from Krylov subspaces, Numer. Linear Algebra Appl. 2 (2) (1995) 115-134.
[99] C.C. Paige, M.A. Saunders, Solution of sparse indefinite systems of linear equations, SIAM J. Numer. Anal. 12 (1975) 617-629.
[100] B.N. Parlett, The Symmetric Eigenvalue Problem, Prentice-Hall, Englewood Cliffs, NJ, 1980.
[101] B.N. Parlett, Misconvergence in the Lanczos algorithm, in: M.G. Cox, S. Hammarling (Eds.), Reliable Numerical Computation, Clarendon Press, Oxford, UK, 1990, pp. 7-24 (Chapter 1).
[102] B.N. Parlett, J.K. Reid, Tracking the progress of the Lanczos algorithm for large symmetric eigenproblems, IMA J. Numer. Anal. 1 (1981) 135-155.
[103] B.N. Parlett, D.S. Scott, The Lanczos algorithm with selective orthogonalization, Math. Comput. 33 (1979) $217-238$.
[104] B.N. Parlett, D.R. Taylor, Z.A. Liu, A look-ahead Lanczos algorithm for unsymmetric matrices, Math. Comput. 44 (1985) 105-124.
[105] D.A. Pope, C. Tompkins, Maximizing functions of rotations: experiments concerning speed of diagonalization of symmetric matrices using Jacobi's method, J. ACM 4 (1957) 459-466.
[106] E.H. Rogers, A minimax theory for overdamped systems, Arch. Rational Mech. Anal. 19 (1964) 89-96.
[107] A. Ruhe, Algorithms for the nonlinear eigenvalue problem, SIAM J. Numer. Anal. 10 (1973) 674-689.
[108] A. Ruhe, Implementation aspects of band Lanczos algorithms for computation of eigenvalues of large sparse symmetric matrices, Math. Comput. 33 (1979) 680-687.
[109] A. Ruhe, The rational Krylov algorithm for nonsymmetric eigenvalue problems. iii. complex shifts for real matrices, BIT 34 (1994) 165-176.
[110] A. Ruhe, Rational Krylov algorithms for nonsymmetric eigenvalue problems. ii. Matrix pairs, Linear Algebra Appl. 197/198 (1994) 283-295.
[111] H. Rutishauser, Solution of eigenvalue problems with the LR-transformation, Nat. Bur. Standards Appl. Math. Ser. 49 (1958) 47-81.
[112] H. Rutishauser, Computational aspects of F.L. Bauer's simultaneous iteration method, Numer. Math. 13 (1969) 4-13.
[113] H. Rutishauser, Simultaneous iteration method for symmetric matrices, in: J.H. Wilkinson, C. Reinsch (Eds.), Handbook for Automatic Computation, Vol. 2, Linear Algebra, Springer Verlag, Heidelberg, 1971, pp. 284-302.
[114] Y. Saad, On the rates of convergence of the Lanczos and the block Lanczos methods, SIAM J. Numer. Anal. 17 (1980) 687-706.
[115] Y. Saad, Variations on Arnoldi's method for computing eigenelements of large unsymmetric matrices, Linear Algebra Appl. 34 (1980) 269-295.
[116] Y. Saad, Numerical Methods for Large Eigenvalue Problems, Manchester University Press, Manchester, UK, 1992.
[117] Y. Saad, M.H. Schultz, GMRES: A generalized minimal residual algorithm for solving nonsymmetric linear systems, SIAM J. Sci. Statist. Comput. 7 (1986) 856-869.
[118] A. Sameh, On Jacobi and Jacobi-like algorithms for a parallel computer, Math. Comput. 25 (1971) 579-590.
[119] A. Schönhage, Zur Konvergenz des Jacobi-Verfahrens, Numer. Math. 3 (1961) 374-380.
[120] G.L.G. Sleijpen, J.G.L. Booten, D.R. Fokkema, H.A. van der Vorst, Jacobi-Davidson type methods for generalized eigenproblems and polynomial eigenproblems, BIT 36 (1996) 595-633.
[121] G.L.G. Sleijpen, H.A. van der Vorst, A Jacobi-Davidson iteration method for linear eigenvalue problems, SIAM J. Matrix Anal. Appl. 17 (1996) 401-425.
[122] G.L.G. Sleijpen, H.A. van der Vorst, E. Meijerink, Efficient expansion of subspaces in the Jacobi-Davidson method for standard and generalized eigenproblems, Electron. Trans. Numer. Anal. 7 (1998) 75-89.
[123] G.L.G. Sleijpen, H.A. van der Vorst, M.B. van Gijzen, Quadratic eigenproblems are no problem, SIAM News 29 (1996) 8-9.
[124] P. Smit, Numerical analysis of eigenvalue algorithms based on subspace iterations, Ph.D. Thesis, Tilburg University, The Netherlands, 1997.
[125] D.C. Sorensen, Implicit application of polynomial filters in a k-step Arnoldi method, SIAM J. Matrix Anal. Appl. 13 (1) (1992) 357-385.
[126] G.W. Stewart, Simultaneous iteration for computing invariant subspaces of non-Hermitian matrices, Numer. Math. 25 (1976) 123-136.
[127] G.W. Stewart, SRRIT: a Fortran subroutine to calculate the dominant invariant subspace of a nonsymmetric matrix, Technical Report TR 154, Department of Computer Science, University of Maryland, 1978.
[128] G.W. Stewart, On the early history of the singular value decomposition, SIAM Rev. 35 (1993) 551-566.
[129] G.W. Stewart, Ji-Guang Sun, Matrix Perturbation Theory, Academic Press, San Diego, CA, 1990.
[130] J.G. Sun, Perturbation analysis of quadratic eigenvalue problems, Report UNINF 99.01, Dept. Comp. Science, Umeå University, Sweden, 1999.
[131] O. Taussky, A recurring theorem on determinants, Amer. Math. Monthly 56 (1949) 672-676.
[132] G. Temple, The accuracy of Rayleigh's method of calculating the natural frequencies of vibrating systems, Proc. Roy. Soc. A 211 (1952) 204-224.
[133] F. Tisseur, Backward error and condition of polynomial eigenvalue problems, Technical Report NA-332, University of Manchester, Manchester, UK, 1998.
[134] F. Tisseur, J. Dongarra, A parallel divide and conquer algorithm for the symmetric eigenvalue problem on distributed memory architectures, SIAM J. Sci. Comput. 20 (1999) 2223-2236.
[135] L.N. Trefethen, Pseudospectra of matrices, in: D.F. Griffiths, G.A. Watson (Eds.), Numerical Analysis 1991, Longman, 1992, pp. 234-266.
[136] L.N. Trefethen, Computation of pseudospectra, Acta Numer. 8 (1999) 247-295.
[137] L.N. Trefethen, D. Bau, III, Numerical Linear Algebra, SIAM, Philadelphia, PA, 1997.
[138] L.N. Trefethen, A.E. Trefethen, S.C. Reddy, T.A. Driscoll, Hydrodynamic stability without eigenvalues, Science 261 (1993) 578-584.
[139] L.N. Trefethen, M.R. Trummer, An instability phenomenon in spectral methods, SIAM J. Numer. Anal. 24 (1987) 1008-1023.
[140] H.W. Turnbull, A.C. Aitken, Introduction to the Theory of Canonical Matrices, Dover Publications, New York, 1961.
[141] R.R. Underwood, An iterative block Lanczos method for the solution of large sparse symmetric eigenproblems, Technical Report STAN-CS-75-495, Department of Computer Science, Stanford University, Stanford, CA, 1975.
[142] A. van der Sluis, H.A. van der Vorst, The convergence behavior of Ritz values in the presence of close eigenvalues, Linear Algebra Appl. 88/89 (1987) 651-694.
[143] P. Van Dooren, The computation of Kronecker's canonical form of a singular pencil, Linear Algebra Appl. 27 (1979) 103-140.
[144] P. Van Dooren, The generalized eigenstructure problem in linear system theory, IEEE Trans. Automat. Control AC 26 (1981) 111-128.
[145] P. Van Dooren, A generalized eigenvalue approach of solving Ricatti equations, SIAM J. Sci. Statist. Comput. 2 (1981) 121-135.
[146] P. Van Dooren, Algorithm 590, DUSBSP AND EXCHQZZ: FORTRAN subroutines for computing deflating subspaces with specified spectrum, ACM Trans. Math. Software 8 (1982) 376-382.
[147] H.P.M. van Kempen, On quadratic convergence of the special cyclic Jacobi method, Numer. Math. 9 (1966) 19-22.
[148] R.S. Varga, Matrix Iterative Analysis, Prentice-Hall, Englewood Cliffs, NJ, 1962.
[149] R. von Mises, H. Pollaczek-Geiringer, Praktische Verfahren der Gleichungsauflösung, Z. Angew. Math. Mech. 9 (1929) 58-77, 152-164.
[150] D.S. Watkins, Fundamentals of Matrix Computations, Wiley, New York, 1991.
[151] D.S. Watkins, Some perspectives on the eigenvalue problem, SIAM Rev. 35 (1993) 430-471.
[152] D.S. Watkins, L. Elsner, Chasing algorithms for the eigenvalue problem, SIAM J. Matrix Anal. Appl. 12 (1991) 374-384.
[153] H.F. Weinberger, Variational Methods for Eigenvalue Approximation, SIAM, Philadelphia, 1974.
[154] J.H. Wilkinson, The Algebraic Eigenvalue Problem, Clarendon Press, Oxford, 1965.
[155] J.H. Wilkinson, Linear differential equations and Kronecker's canonical form, in: C. de Boor, G.H. Golub (Eds.), Recent advances in Numerical Analysis, Academic Press, New York, 1978, pp. 231-265.
[156] J.H. Wilkinson, Kronecker's canonical form and the QZ algorithm, Linear Algebra Appl. 28 (1979) 285-303.
[157] J.H. Wilkinson, Eigenvalue problems, in: A. Iserles, M.J.D. Powell (Eds.), The State of the Art in Numerical Analysis, Clarendon Press, Oxford, 1987, pp. 1-39.
[158] J.H. Wilkinson, C. Reinsch (Eds.), Handbook for Automatic Computation, Vol. 2, Linear Algebra, Springer, Heidelberg, 1971.
[159] T. Zhang, K.H. Law, G.H. Golub, On the homotopy method for perturbed symmetric generalized eigenvalue problems, SIAM J. Numer. Anal. 35 (1) (1998) 300-319.

# $Q R$-like algorithms for eigenvalue problems 

David S. Watkins<br>Department of Mathematics, Washington State University, Pullman, WA 99164-3113, USA

Received 18 May 1999; received in revised form 12 November 1999


#### Abstract

In the year 2000 the dominant method for solving matrix eigenvalue problems is still the $Q R$ algorithm. This paper discusses the family of $G R$ algorithms, with emphasis on the $Q R$ algorithm. Included are historical remarks, an outline of what $G R$ algorithms are and why they work, and descriptions of the latest, highly parallelizable, versions of the $Q R$ algorithm. Now that we know how to parallelize it, the $Q R$ algorithm seems likely to retain its dominance for many years to come. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

$\tilde{G}$ Since the early 1960s the standard algorithms for calculating the eigenvalues and (optionally) eigenvectors of "small" matrices have been the $Q R$ algorithm [28] and its variants. This is still the case in the year 2000 and is likely to remain so for many years to come. For us a small matrix is one that can be stored in the conventional way in a computer's main memory and whose complete eigenstructure can be calculated in a matter of minutes without exploiting whatever sparsity the matrix may have had. If a matrix is small, we may operate on its entries. In particular, we are willing to perform similarity transformations, which will normally obliterate any sparseness the matrix had to begin with. ${ }^{1}$

If a matrix is not small, we call it large. The boundary between small and large matrices is admittedly vague, but there is no question that it has been moving steadily upward since the dawn of the computer era. In the year 2000 the boundary is around $n=1000$, or perhaps a bit higher.

[^8]Eigenvalue problems come in numerous guises. Whatever the form of the problem, the $Q R$ algorithm is likely to be useful. For example, for generalized eigenvalue problems $A x=\lambda B x$, the method of choice is a variant of the $Q R$ algorithm called $Q Z$. Another variant of $Q R$ is used to calculate singular value decompositions (SVD) of matrices. The $Q R$ algorithm is also important for solving large eigenvalue problems. Most algorithms for computing eigenvalues of large matrices repeatedly generate small auxiliary matrices whose eigensystems need to be computed as a subtask. The most popular algorithms for this subtask are the $Q R$ algorithm and its variants.

## 1.1. $Q R$ past and present

In this paper we discuss the family of $G R$ algorithms, which includes the $Q R$ algorithm. The subject was born in the early 1950s with Rutishauser's quotient-difference algorithm [43,44] which he formulated as a method for calculating the poles of a meromorphic function. He then reformulated it in terms of matrix operations and generalized it to the $L R$ algorithm [45]. ${ }^{2}$ The $Q R$ algorithm was published by Kublanovskaya [37] and Francis [28] in 1961. The Francis paper is particularly noteworthy for the refinements it includes. The double-shift implicit $Q R$ algorithm laid out there is only a few details removed from codes that are in widespread use today.

And what codes are in use today? By far the most popular tool for matrix computations is Matlab. If you use Matlab to compute your eigenvalues, you will use one of its four $Q R$-based computational kernels. Each of these is just a few refinements removed from codes in the public-domain software packages EISPACK [46] and LINPACK [20]. In particular, the algorithm for computing eigenvalues of real, nonsymmetric matrices is just the Francis double-shift $Q R$ algorithm with some modifications in the shift strategy.

A newer public-domain collection is LAPACK [25], which was designed to perform well on vector computers, high-performance work stations, and shared-memory parallel computers. It also has a double-shift implicit $Q R$ code, which is used on matrices (or portions of matrices) under $50 \times 50$. For larger matrices a multishift $Q R$ code is used.

For many years the $Q R$ algorithm resisted efforts to parallelize it. The prospects for a massively parallel $Q R$ algorithm for distributed memory parallel computers were considered dim. The pessimism was partly dispelled by van de Geijn and Hudson [48], who demonstrated the first successful highly parallel $Q R$ code. However, their code relies on an unorthodox distribution of the matrix over the processors, which makes it hard to use in conjunction with other codes. Subsequently, Henry [33] wrote a successful parallel $Q R$ code that uses a standard data distribution. This is an implicit double-shift code that performs the iterations in pipeline fashion. This code is available in ScaLAPACK [26], a collection of matrix computation programs for distributed-memory parallel computers.

On the theoretical side, the first proof of convergence of the $L R$ algorithm (without pivoting or shifts of origin) was provided by Rutishauser [45]. His proof was heavily laden with determinants, in the style of the time. Wilkinson [61] proved convergence of the unshifted $Q R$ algorithm using matrices, not determinants. Wilkinson $[62,40]$ also proved global convergence of a shifted $Q R$ algorithm on symmetric, tridiagonal matrices. Della Dora [18] introduced a family of $G R$ algorithms

[^9]and proved a general convergence theorem (unshifted case). In [59] a more general family of $G R$ algorithms was introduced, and general convergence theorems for shifted $G R$ algorithms were proved.

### 1.2. Contents

This paper provides an overview of the family of $G R$ algorithms, with emphasis on the $Q R$ case. The properties of the various $Q R$ implementations are discussed. We begin by introducing the family of $G R$ algorithms in Section 2. These are iterative methods that move a matrix toward upper-triangular form via similarity transformations. We discuss the convergence of $G R$ algorithms briefly. In Section 3 we show how to implement $G R$ algorithms economically as bulge-chasing procedures on Hessenberg matrices. In Sections 4 and 5 we discuss multishift and pipelined $Q R$ algorithms, respectively.

Section 6 discusses the generalized eigenvalue problem $A v=\lambda B v$ and $G Z$ algorithms, which are generalizations of $G R$ algorithms. Particularly important among the $G Z$ algorithms are the $Q Z$ algorithms. These are normally implemented implicitly, as bulge chasing algorithms. However, in Section 7, we discuss a completely different class of explicit $Q Z$ algorithms. These attempt to divide and conquer the problem by splitting it apart on each iteration. They are highly parallelizable and may play a significant role in parallel eigensystem computations in the future.

## 2. GR algorithms

Let $A$ be an $n \times n$ real or complex matrix whose eigenvalues we seek. $G R$ algorithms [59] are iterative methods that begin with a matrix $A_{0}$ similar to $A$ (e.g. $A_{0}=A$ ) and produce a sequence $\left(A_{m}\right)$ of similar matrices. All $G R$ algorithms have the following form. Given the iterate $A_{m}$, the next iterate $A_{m+1}$ is produced as follows. First a spectral transformation function $f_{m}$ is somehow chosen. At this point the only requirement on $f_{m}$ is that the matrix $f_{m}\left(A_{m}\right)$ be well defined. Thus $f_{m}$ could be a polynomial, rational function, exponential function, or whatever. The next step is to decompose $f_{m}\left(A_{m}\right)$ into a product

$$
\begin{equation*}
f_{m}\left(A_{m}\right)=G_{m+1} R_{m+1} \tag{2.1}
\end{equation*}
$$

where $G_{m+1}$ is nonsingular and $R_{m+1}$ is upper triangular. There are number of ways to do this; the symbol $G$ stands for general or generic. The final step of the iteration is to use $G_{m+1}$ in a similarity transformation to produce the next iterate:

$$
\begin{equation*}
A_{m+1}=G_{m+1}^{-1} A_{m} G_{m+1} \tag{2.2}
\end{equation*}
$$

If the $f$ 's and $G$ 's are chosen well (and perhaps even if they are not), the sequence of similar matrices, all of which have the same eigenvalues, will converge rapidly to a block upper triangular form

$$
\left[\begin{array}{cc}
A_{11} & A_{12} \\
0 & A_{22}
\end{array}\right]
$$

thereby splitting the problem into two smaller eigenvalue problems with matrices $A_{11}$ and $A_{22}$. After $O(n)$ such splittings, the eigenvalue problem has been solved.

Some variants are the $R G$ algorithms, in which the order of factors in (2.1) is reversed, and the $G L$ and $L G$ algorithms, in which lower triangular matrices are used. All of these families have isomorphic convergence theories. In practice, some of these variants do come in handy here and there, but we will focus for the most part on the $G R$ case.

A particular $G R$ algorithm is determined by how the spectral transformation functions $f_{m}$ are chosen and how the transforming matrices $G_{m+1}$ are specified. Let us first discuss choices of $G$.

If each $G_{m+1}$ is required to be unitary, then the symbol $Q$ is used instead of $G$, the decomposition becomes $f_{m}\left(A_{m}\right)=Q_{m+1} R_{m+1}$, and the algorithm is called a $Q R$ algorithm. The requirement that $Q_{m+1}$ be unitary implies that the factors in the decomposition are nearly uniquely determined. This is the most popular choice of $G$. Expositions on the $Q R$ algorithm can be found in numerous books [30,52,61].

If each $G_{m+1}$ is required to be unit lower triangular, that is, lower triangular with ones on the main diagonal, then the symbol $L$ is used, the decomposition becomes $f_{m}\left(A_{m}\right)=L_{m+1} R_{m+1}$, and the algorithm is called an $L R$ algorithm. The $L R$ decomposition is unique if it exists, but not every matrix has an $L R$ decomposition. This means that the choice of $f_{m}$ must be restricted in such a way that $f_{m}\left(A_{m}\right)$ has an $L R$ decomposition. The algorithm is unstable; difficulties arise when $f_{m}$ are chosen so that $f_{m}\left(A_{m}\right)$ is close to a matrix that has no $L R$ decomposition. Stability can be improved markedly by the introduction of pivoting (row and column interchanges). Wilkinson's book [61] discusses $L R$ algorithms in detail.

Other examples are the $H R[9,10] S R[12,13]$, and $B R[29]$ algorithms. The $H$ stands for hyperbolic, the $S$ for symplectic, and the $B$ for balancing, band-reducing, bulge-chasing algorithm.

Now let us consider some ways of choosing the functions $f_{m}$. We call them spectral transformation functions because it is their job to transform the spectrum of the matrix in order to accelerate convergence. We also refer to $f_{m}$ as the function that drives the $m$ th iteration. The simplest spectral transformation functions are polynomials, and the simplest useful polynomials have degree one. If we take $f(z)=z-\mu$, then we have $f(A)=A-\mu I$. Such a choice gives us a simple or single $G R$ step with shift $\mu$. The quadratic choice $f(z)=(z-\mu)(z-v)$ gives a double GR step with shifts $\mu$ and $v$. A double step is worth two single steps. The standard $Q R$ codes for real matrices (dating back to Francis [28]) take double steps with either real $\mu$ and $v$ or complex $v=\bar{\mu}$. This keeps the computations real. The multishift $Q R$ algorithm [2] takes $f(z)=\left(z-\mu_{1}\right)\left(z-\mu_{2}\right) \cdots\left(z-\mu_{p}\right)$, where $p$ can be as big as one pleases in principle. In practice, roundoff errors cause problems if $p$ is taken much bigger than six.

A more exotic choice would be a rational function such as

$$
f(z)=\frac{(z-\mu)(z-\bar{\mu})}{(z+\mu)(z+\bar{\mu})}
$$

This is the sort of $f$ that is used to drive the Hamiltonian $Q R$ algorithm of Byers [15,16]. The more general use of rational spectral transformation functions is discussed in [57].

An even more exotic choice would be a characteristic function for the unit disk:

$$
f(z)= \begin{cases}1 & \text { if }|z|<1  \tag{2.3}\\ 0 & \text { if }|z|>1\end{cases}
$$

This is a simple function to describe, but how does one calculate $f(A)$ ? For now we just remark that there are good rational approximations. For example, if $k$ is a large integer, the rational function

$$
f(z)=\frac{1}{z^{k}+1}
$$

approximates the characteristic function quite well away from the circle $|z|=1$.

### 2.1. Factors that affect the convergence rate

The convergence theory of $G R$ algorithms was discussed by Watkins and Elsner [59] and summarized in [55]. There are two factors affecting the convergence of the algorithm: the choice of $f_{m}$ and the choice of $G_{m}$. Let $\hat{G}_{m}=G_{1} G_{2} \cdots G_{m}$, the product of the transforming matrices for the first $m$ steps. If the condition numbers $\kappa\left(\hat{G}_{m}\right)$ grow with $m$, convergence can be degraded or prevented. On the other hand, it is the role of the $f_{m}$ to promote or accelerate convergence. For starters let us suppose that the same $f$ is used on every iteration. If $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the eigenvalues of $A$, then $f\left(\lambda_{1}\right), f\left(\lambda_{2}\right), \ldots, f\left(\lambda_{n}\right)$ are the eigenvalues of $f(A)$. Suppose they are numbered so that $\left|f\left(\lambda_{1}\right)\right| \geqslant\left|f\left(\lambda_{2}\right)\right| \geqslant \cdots \geqslant\left|f\left(\lambda_{n}\right)\right|$. Then the ratios

$$
\rho_{k}=\left|f\left(\lambda_{k+1}\right) / f\left(\lambda_{k}\right)\right|, \quad k=1, \ldots, n-1
$$

are what determine the asymptotic convergence rate. These ratios all satisfy $0 \leqslant \rho_{k} \leqslant 1$. The closer to zero they are, the better. The underlying mechanism is subspace iteration $[14,34,42,51,59]$.

Let us consider the effect of the $k$ th ratio $\rho_{k}$. Suppose $\rho_{k}<1$, and let $\hat{\rho}_{k}$ be any number satisfying $\rho_{k}<\hat{\rho}_{k}<1$. Partition the iterates $A_{m}$ into blocks

$$
A_{m}=\left[\begin{array}{ll}
A_{11}^{(m)} & A_{12}^{(m)} \\
A_{21}^{(m)} & A_{22}^{(m)}
\end{array}\right],
$$

where $A_{11}^{(m)}$ is $k \times k$. Then, under mild assumptions, there exists a constant $C$ such that

$$
\left\|A_{21}^{(m)}\right\| \leqslant C \kappa\left(\hat{G}_{m}\right) \hat{\rho}_{k}^{m} \quad \text { for all } m .
$$

Thus $A_{m}$ approaches block upper triangular form if $\kappa\left(\hat{G}_{m}\right) \hat{\rho}_{k}^{m} \rightarrow 0$.
If there is a bound $K$ such that $\kappa\left(\hat{G}_{m}\right) \leqslant K$ for all $m$, then convergence is linear with ratio $\rho_{k}=\left|f\left(\lambda_{k+1}\right) / f\left(\lambda_{k}\right)\right|$. Even if $\kappa\left(\hat{G}_{m}\right)$ is unbounded, there still can be convergence if the growth is not too fast.

So far we have assumed that $f$ is held fixed. Varying $f$ makes the convergence analysis harder, but (with rare exceptions) it pays off in accelerated convergence. Successful shift strategies are (with rare exceptions) able to choose $f_{m}$ so that $f_{m}(A) \rightarrow f(A)$, where $f$ is a function such that $\rho_{k}=0$ for some $k$. This yields superlinear convergence. A simple shift strategy that normally yields quadratic convergence is discussed below.

Let us reconsider choices of $G$ in light of the convergence theory. Clearly, the objective is to make the transforming matrices as well conditioned as possible. This is true also from the point of view of stability, since the condition numbers $\kappa\left(\hat{G}_{m}\right)$ govern the stability of the algorithm as well. From this viewpoint the $Q R$ algorithms are obviously best, as they guarantee $\kappa_{2}\left(\hat{Q}_{m}\right)=1$ for all m . No such guarantees exist for any of the other $G R$ algorithms, which explains why the $Q R$ algorithms are by far the most popular. In certain special circumstances (e.g. Hamiltonian problems) there exist
(non- $Q R$ ) GR algorithms that are very fast $\left(\mathrm{O}(n)\right.$ work per iteration instead of $\left.\mathrm{O}\left(n^{2}\right)\right)$ because they are able to exploit the structure. In those circumstances one may be willing to trade the stability guarantee for speed. But then one must always be alert to the danger of instability. In this paper we will focus mainly on $Q R$ algorithms.

We now reconsider choices of $f$ in light of the convergence theory. The simplest and most common choice is the polynomial

$$
f(z)=\left(z-\mu_{1}\right)\left(z-\mu_{2}\right) \cdots\left(z-\mu_{p}\right) .
$$

The best we can do is to take the shifts $\mu_{1}, \ldots, \mu_{p}$ to be eigenvalues of $A$. Then $f(A)$ has $p$ zero eigenvalues, so

$$
\begin{equation*}
\frac{f\left(\lambda_{n-p+1}\right)}{f\left(\lambda_{n-p}\right)}=0 . \tag{2.4}
\end{equation*}
$$

Such a good ratio implies very rapid convergence. Indeed, after just one iteration we get

$$
A_{1}=\left[\begin{array}{cc}
A_{11}^{(1)} & A_{12}^{(1)}  \tag{2.5}\\
0 & A_{22}^{(1)}
\end{array}\right]
$$

where $A_{22}^{(1)}$ is $p \times p$ and has $\mu_{1}, \ldots, \mu_{p}$ as its eigenvalues. ${ }^{3}$
The catch is that we do not normally have the eigenvalues available to use as shifts. However, after a few iterations we might well have some good approximations, and we can use these as shifts. If all $p$ shifts are excellent approximations to eigenvalues, then the ratio in (2.4) will be close to zero, and convergence to a form like (2.5) will be achieved in a few iterations. Subsequent iterations can be applied to the submatrix $A_{11}$ with a new set of shifts.

Normally new shifts are chosen on each iteration. The most common strategy is to take the shifts (on the $m$ th iteration) to be the eigenvalues of the lower right-hand $p \times p$ submatrix $A_{22}^{(m)}$. In other words, $f_{m}$ is taken to be the characteristic polynomial of $A_{22}^{(m)}$. Global convergence is not guaranteed, but the local convergence rate is normally quadratic and can even be cubic if the matrices satisfy certain symmetry properties [59].

A few words about global convergence are in order. The unitary circulant shift matrix $C_{n}$ exemplified by the $4 \times 4$ case

$$
C_{4}=\left[\begin{array}{llll} 
& & & 1 \\
1 & & & \\
& 1 & & \\
& & 1 &
\end{array}\right]
$$

is invariant under $Q R$ iterations with zero shifts, as is any unitary matrix. The shift strategy described in the previous paragraph gives zero shifts, as long as $p<n$. Thus the algorithm fails to converge when applied to $C_{n}$. Even worse things can happen; in some cases the shifts can wander chaotically [5]. The standard cure for these problems is to use exceptional shifts (for example, random shifts)

[^10]if many iterations have passed with no progress. The point of this strategy is to knock the matrix away from any dangerous areas. It is not foolproof [17], but it has worked well over the years. Nevertheless, a shift strategy that is provably globally convergent (and converges quadratically on almost all matrices) would be welcome.

The only class of matrices for which global convergence has been proved is that of Hermitian tridiagonal matrices, provided that the Wilkinson shift strategy is used [40]. The Wilkinson strategy takes $p=1$; the lone shift is the eigenvalue of the $2 \times 2$ lower right-hand submatrix that is closer to $a_{n n}$.

## 3. Implicit implementations of $\boldsymbol{G R}$ algorithms

For most of the choices of $f$ that we have considered, the cost of calculating $f(A)$ is high. For this and other reasons, most implementations of $G R$ algorithms find a way to perform the iterations without calculating $f(A)$ explicitly. Usually, the first column of $f(A)$ is all that is needed. This section shows how to do it when $f$ is a polynomial.

If we wish to use an implicit $G R$ algorithm, we must first transform the matrix to a condensed form. The best known such form is upper Hessenberg, but there are others. For example, any Hermitian matrix can be put into tridiagonal form, and so can almost any other square matrix [61], although the stability of the transformation comes into question for non-Hermitian matrices. For unitary matrices there are several condensed forms, including the Schur parameter pencil $[1,11,53]$ and the double staircase form [7,53]. For Hamiltonian matrices there are both Hessenberg-like and tridiagonal-like forms [12,39]. Implicit $G R$ algorithms can be built on all of these forms, but for simplicity we will restrict our attention to upper Hessenberg form.


A matrix $A$ is in upper Hessenberg form if $a_{i j}=0$ whenever $i>j+1$. Every matrix can be transformed stably to upper Hessenberg form by a unitary similarity transformation [30,52,61]. There are also various useful nonunitary reductions to Hessenberg form, and these will play a role in what follows. The general plan of all of these reduction algorithms is that they first introduce zeros in the first column, then the second column, then the third column, and so on.

An upper Hessenberg matrix $A$ is in proper upper Hessenberg form if $a_{j+1, j} \neq 0$ for $j=1, \ldots, n-1$. If a matrix is not in proper upper Hessenberg form, we can divide its eigenvalue problem into independent subproblems for which the matrices are proper upper Hessenberg.

Suppose $A$ is a proper upper Hessenberg matrix, and we wish to perform an iteration of a multishift $G R$ algorithm:

$$
\begin{align*}
& f(A)=G R  \tag{3.1}\\
& \hat{A}=G^{-1} A G \tag{3.2}
\end{align*}
$$

where $f$ is a polynomial of degree $p: f(A)=\left(A-\mu_{1} I\right) \cdots\left(A-\mu_{p} I\right)$. Since we are considering only a single iteration, we have dropped the subscripts to simplify the notation. There is no need to calculate $f(A)$; it suffices to compute the first column, which is

$$
x=\left(A-\mu_{1} I\right) \cdots\left(A-\mu_{p} I\right) e_{1} .
$$

Since $A$ is upper Hessenberg, only the first $p+1$ entries of $x$ are nonzero, and $x$ can be computed in $\mathrm{O}\left(p^{3}\right)$ flops. This is negligible if $p \ll n$.
The implicit $G R$ iteration is set in motion by building a nonsingular matrix $\tilde{G}$ that has its first column proportional to $x$ and looks like an identity matrix except for the $(p+1) \times(p+1)$ submatrix in the upper left-hand corner. There are many ways to do this; for example, $\tilde{G}$ can be a Householder reflector. $\tilde{G}$ is then used to perform a similarity transformation $A \rightarrow \tilde{G}^{-1} A \tilde{G}$, which disturbs the upper Hessenberg form; the transformed matrix has a bulge, the size of which is proportional to $p$, the degree of the iteration.


The rest of the iteration consists of returning the matrix to upper Hessenberg form by any one of the standard reduction algorithms. As the columns are cleared out one by one, new nonzero entries are added to the bottom of the bulge, so the bulge is effectively chased from one end of the matrix to the other.


Hence, these algorithms are called bulge-chasing algorithms. Once the bulge has been chased off of the bottom of the matrix, the iteration is complete.

Let $G$ denote the product of all of the transforming matrices applied during the iteration, so that the entire similarity transformation is $\hat{A}=G^{-1} A G$. Watkins and Elsner [58] showed that no matter what kind of transforming matrices are used, $G$ satisfies $p(A)=G R$ for some upper-triangular $R$. Thus the procedure just outlined effects a $G R$ iteration (3.1), (3.2) implicitly. It follows that the $G R$ convergence theory [59] is applicable to all algorithms of this type.

Let us consider some of the possibilities. If $\tilde{G}$ and all of the bulge-chasing transformations are unitary, then $G$ is unitary, so a $Q R$ iteration is performed. This is by far the most popular choice. If, on the other hand, all of the transformations are elementary lower triangular (Gaussian elimination) transformations (without pivoting), then $G$ is unit lower triangular, and an $L R$ iteration is performed. For stability one can perform a row interchange to maximize the pivot before each elimination. This is how one implements the $L R$ algorithm with pivoting. Unless the matrix has some special structure that one wishes to preserve (e.g. symmetric, Hamiltonian), there is no reason to insist that all of the transforming matrices be of the same type. Haag and Watkins [31] have developed bulge-chasing algorithms that mix unitary and Gaussian elimination transformations.

## 4. Performance of multishift $Q R$ algorithms

We now confine our attention to the $Q R$ algorithm, although this restriction is by no means necessary. In principle we can perform multishift $Q R$ steps of any degree $p$. What is a good choice of $p$ in practice? Historically, the first choice was $p=1$, and this is still popular. The most widely used $Q R$ codes for real symmetric matrices and for complex non-Hermitian matrices make this choice. Another early choice that is still popular is $p=2$, which allows the use of complex shifts on real matrices without going outside the real number field. That was Francis's reason for inventing the double-shift algorithm. Descendents of Francis's code are still in widespread use in Matlab, EISPACK, LAPACK, and elsewhere, as we have already mentioned. For many years 1 and 2 were the only choices of $p$ that were used. The structure of certain types of matrices [16] causes their eigenvalues to come in sets of four (e.g. $\lambda, \bar{\lambda},-\lambda,-\bar{\lambda}$ ). For these matrices the choice $p=4$ is obviously in order. The use of large values of $p$ was first advocated by Bai and Demmel [2]. This seemed like an excellent idea. If one gets, say, thirty shifts from the lower right hand $30 \times 30$ submatrix and uses them for a $Q R$ step of degree $p=30$, then one has to chase a $30 \times 30$ bulge. This is like doing 30 steps at a time, and it entails a lot of arithmetic. Since the computations are quite regular, they can be implemented in level-2 (or possibly level-3) BLAS [21,22] thereby enhancing performance on modern vector, cache-based, or parallel computers.

Unfortunately, the multishift $Q R$ algorithm does not perform well if the degree $p$ is taken too large. This empirical fact is at odds with the convergence theory and came as a complete surprise. Some experiments of Dubrulle [24] showed that the problem lies with roundoff errors. If $p$ shifts are chosen, they can be used to perform either one $Q R$ iteration of degree $p$ (chasing one big bulge) or $p / 2$ iterations of degree two (chasing $p / 2$ small bulges). In principle, the two procedures should yield the same result. Dubrulle showed that in practice they do not: The code that chases many small bulges converges rapidly as expected, while the one that chases fewer large bulges goes nowhere. The difference is entirely due to roundoff errors.

We were able to shed some light on the problem by identifying the mechanism by which information about the shifts is transmitted through the matrix during a bulge chase [56]. The shifts are


Fig. 1. Pipelined $Q R$ steps.
used only at the very beginning of the iteration, in the computation of the vector $x$ that is used to build the transforming matrix that creates the bulge. The rest of the algorithm consists of chasing the bulge; no further reference to the shifts is made. Yet good shifts are crucial to the rapid convergence of the algorithm. In the case of multishift $Q R$, convergence consists of repeated deflation of (relatively) small blocks off of the bottom of the matrix. The good shifts are supposed to accelerate these deflations. Thus the information about the shifts must somehow be transmitted from the top to the bottom of the matrix during the bulge chase, but how? In [56] we demonstrated that the shifts are transmitted as eigenvalues of a certain matrix pencil associated with the bulge. When $p$ is large, the eigenvalues of this bulge pencil tend to be ill conditioned, so the shift information is not represented accurately. The shifts are blurred, so to speak. The larger $p$ is, the worse is the blurring. When $p=30$, it is so bad that the shifts are completely lost. The algorithm functions as if random shifts had been applied. From this perspective it is no longer a surprise that multshift $Q R$ performs poorly when $p=30$.

The multishift idea has not been abandoned. The main workhorse in LAPACK [25] for solving nonsymmetric eigenvalue problems is a multishift $Q R$ code. In principle this code can be operated at any value of $p$, but $p=6$ has been chosen for general use. At this value the shift blurring is slight enough that it does not seriously degrade convergence, and a net performance gain is realized through the use of Level 2 BLAS.

## 5. Pipelined $Q R$ algorithm

Through Dubrulle's experiments it became clear that one can perform a $Q R$ iteration of degree 30 , say, by chasing 15 bulges of degree 2 . This works well because the shifts are not blurred at all when $p=2$. Once we have set one bulge in motion, we can start the next bulge as soon as we please; there is no need to wait for completion of the first bulge chase. Once we have set the second bulge in motion, we can start the third, and so on. In this way we can chase all 15 (or however many) bulges simultaneously in pipeline fashion.

Imagine a matrix that is really large and is divided up over many processors of a distributed memory parallel computer. If the bulges are spread evenly, as shown in Fig. 1, a good many processors can be kept busy simultaneously.

The idea of pipelining $Q R$ steps is not new. For example, it has been considered by Heller and Ipsen [32], Stewart [47], van de Geijn [49,50], and Kaufman [36], but the idea did not catch on right away because nobody thought of changing the shift strategy. For bulges of degree two, the standard strategy is to take as shifts the two eigenvalues of the lower right-hand $2 \times 2$ submatrix. The entries of this submatrix are among the last to be computed in a $Q R$ step, for the bulge is chased from top to bottom. If one wishes to start a new step before the bulge for the current step has reached the bottom of the matrix, one is forced to use old shifts because the new ones are not available yet. If one wants to keep a steady stream of, say, 15 bulges running in the pipeline, one is obliged to use shifts that are 15 iterations out of date, so to speak. The use of such "stale" shifts degrades the convergence rate significantly.

But now we are advocating a different strategy [54]: Choose some even number $p$ (e.g. 30) and get $p$ shifts by computing the eigenvalues of the lower right-hand $p \times p$ matrix. Now we have enough shifts to chase $p / 2$ bulges in pipeline fashion without resorting to out-of-date shifts. This strategy works well. It is used in ScaLAPACK's parallel $Q R$ code [33] for nonsymmetric eigenvalue problems.

Numerous improvements are possible. For example, the arithmetic could be performed more efficiently if the bulges were chased in (slightly blurred) packets of six instead of two. Another possibility is to chase tight clusters of small bulges, as in recent work of Braman, Byers, and Mathias [8]. As a cluster of bulges is chased through a segment of the matrix, the many small transforming matrices generated from the bulge chases can be accumulated in a larger orthogonal matrix, which can then be applied using level 3 BLAS [21]. A price is paid for this: the total number of flops per iteration is roughly doubled. The payoffs are that operations implemented in level 3 BLAS are easily parallelized and allow modern cache-based processors to operate at near top speed. Another innovation of [8] is the introduction of a more aggressive deflation strategy (and accompanying shift strategy) that allows the algorithm to terminate in fewer iterations. These innovations appear to have a good chance for widespread acceptance in time.

## 6. Generalized eigenvalue problem

Matrix eigenvalue problems frequently present themselves as generalized eigenvalue problems involving a matrix pair $(A, B)$, which is also commonly presented as a matrix pencil $A-\lambda B$. A nonzero vector $v$ is an eigenvector of the matrix pencil with associated eigenvalue $\lambda$ if

$$
A v=\lambda B v .
$$

$v$ is an eigenvector with eigenvalue $\infty$ if $B v=0$. The generalized eigenvalue problem reduces to the standard eigenvalue problem in the case $B=I$. In analogy with the standard eigenvalue problem we easily see that $\lambda$ is a finite eigenvalue of the pencil if and only if $\operatorname{det}(A-\lambda B)=0$. In contrast with the standard eigenvalue problem, the characteristic polynomial $\operatorname{det}(A-\lambda B)$ can have degree less than $n$. This happens whenever $B$ is a singular matrix. A pencil is singular if its characteristic polynomial is identically zero. In this case every $\lambda$ is an eigenvalue. A pencil that is not singular is called regular.

The $Q Z$ algorithm of Moler and Stewart [38] is a generalization of the $Q R$ algorithm that can be used to solve generalized eigenvalue problems for regular pencils. This is just one of a whole family
of $G Z$ algorithms [60]. A good implementation of a $G Z$ algorithm will perform well, regardless of whether the $B$ matrix is singular or not. However, it is much easier to explain how $G Z$ algorithms work when $B$ is nonsingular, so we shall make that assumption. One iteration of a $G Z$ algorithm transforms a pencil $A-\lambda B$ to a strictly equivalent pencil $\hat{A}-\lambda \hat{B}$ as follows: a spectral transformation function $f$ is chosen, then $G R$ decompositions of $f\left(A B^{-1}\right)$ and $f\left(B^{-1} A\right)$ are computed:

$$
\begin{equation*}
f\left(A B^{-1}\right)=G R, \quad f\left(B^{-1} A\right)=Z S \tag{6.1}
\end{equation*}
$$

$G$ and $Z$ are nonsingular, and $R$ and $S$ are upper triangular. The nonsingular matrices $G$ and $Z$ are used to effect the equivalence transformation:

$$
\begin{equation*}
\hat{A}=G^{-1} A Z, \quad \hat{B}=G^{-1} B Z \tag{6.2}
\end{equation*}
$$

If $B=I$, then we may take $G=Z$ in (6.1), in which case the $G Z$ iteration reduces to a $G R$ iteration.

Recombining Eq. (6.2) we see immediately that

$$
\begin{equation*}
\hat{A} \hat{B}^{-1}=G^{-1}\left(A B^{-1}\right) G, \quad \text { and } \quad \hat{B}^{-1} \hat{A}=Z^{-1}\left(B^{-1} A\right) Z \tag{6.3}
\end{equation*}
$$

Eqs. (6.1) and (6.3) together show that an iteration of the $G Z$ algorithm effects $G R$ iterations on $A B^{-1}$ and $B^{-1} A$ simultaneously. It follows then from the $G R$ convergence theory that if we iterate this process with good choices of spectral transformation functions, both $A B^{-1}$ and $B^{-1} A$ will normally converge rapidly to block upper triangular form. It is shown in [60] that the $A$ and $B$ matrices converge individually (at the same rate as $A B^{-1}$ and $B^{-1} A$ ) to block triangular form

$$
\left[\begin{array}{cc}
A_{11} & A_{12} \\
0 & A_{22}
\end{array}\right]-\lambda\left[\begin{array}{cc}
B_{11} & B_{12} \\
0 & B_{22}
\end{array}\right]
$$

thus breaking the problem into two smaller problems involving the pencils $A_{11}-\lambda B_{11}$ and $A_{22}-\lambda B_{22}$.
These iterations are expensive unless can find an economical way to perform the equivalence transformation (6.2) without explicitly calculating $B^{-1}$ (which may not exist), much less $f\left(A B^{-1}\right)$ or $f\left(B^{-1} A\right)$. This is done by performing an initial transformation to a condensed form, usually Hessenberg-triangular form. By this we mean that $A$ is made upper Hessenberg and $B$ upper triangular. (Thus $A B^{-1}$ and $B^{-1} A$ are both upper Hessenberg.) Then the $G Z$ step is effected by a process that chases bulges through $A$ and $B$. The bulges are first formed by a transformation $G_{1}$ whose first column is proportional to the first column of $f\left(A B^{-1}\right)$. This can be computed cheaply if $f$ is a polynomial of degree $p \ll n$, since $A B^{-1}$ is upper Hessenberg. It can be done without explicitly assembling $B^{-1}$, and it has a reasonable interpretation even if $B^{-1}$ does not exist. Once the bulges have been formed, the rest of the iteration consists of a sequence of transformations that return the pencil to Hessenberg-triangular form by a process that chases the bulges from top to bottom of the matrices. It is similar to the $G R$ bulge-chasing process, but there are extra details. See [30,60], or the original Moler-Stewart paper [38].

The type of $G Z$ iteration that the bulge chase effects depends on what kinds of transformations are used to do the chasing. For example, if all transformations are unitary, a $Q Z$ step results. If Gaussian elimination transformations (with pivoting) are used, an iteration of the $L Z$ algorithm [35] results. Other examples are the $S Z$ algorithm for symplectic butterfly pencils [6], and the $H Z$ algorithm for pencils of the form $T-\lambda D$, where $T$ is symmetric and $D$ is diagonal with $\pm 1$ entries on the main diagonal. This is a reformulation of the $H R$ algorithm for matrices of the form $D T\left(=D^{-1} T\right)$.

Surely the most heavily used $G Z$ code is the one in Matlab. This is a single-shift $(p=1)$ implicit $Q Z$ algorithm that uses complex arithmetic. The original $Q Z$ algorithm of Moler and Stewart [38] used $p=2$ for real matrices, following Francis. The $Q Z$ codes in LAPACK use either $p=1$ or $p=2$, depending on whether the shifts are real or complex.

As far as we know, no parallel $Q Z$ code has been written so far. The various approaches that have been tried for $Q R$ can also be applied to $Q Z$. For example, one can take $p>2$ and chase larger bulges [60], but this is more difficult to implement than in the $Q R$ case. Shift blurring is also a problem if $p$ is too large. The idea of chasing many small bulges in pipeline fashion should work as well for $Q Z$ as it does for $Q R$.

Once the $Q Z$ algorithm is finished, the pencil will have been reduced to upper triangular form or nearly triangular form. For simplicity let us suppose the form is triangular. Then the eigenvalues are the quotients of the main diagonal entries: $\lambda_{i}=a_{i i} / b_{i i}$. If $a_{i i} \neq 0$ and $b_{i i}=0$ for some $i$, this signifies an infinite eigenvalue. If $a_{i i}=0$ and $b_{i i}=0$ for some $i$, the pencil is singular. In that case the other $a_{j j} / b_{j j}$ signify nothing, as they can take on any values whatsoever [63]. Singular pencils have fine structure that can be determined by the staircase algorithm of Van Dooren [23]. See also the code GUPTRI of Demmel and Kågström [19].

## 7. Divide-and-conquer algorithms

To round out the paper we consider a completely different class of algorithm that has been under development in recent years $[3,4]$. They are not usually viewed as $G Z$ algorithms, but that is what they are. They are explicit $G Z$ algorithms; that is, they actual compute $f\left(A B^{-1}\right)$ and $f\left(B^{-1} A\right)$ and their $G R$ decompositions explicitly. They require more computation than a conventional implicit $G Z$ algorithm does, but the computations are of types that can be implemented using level 3 BLAS. They also have a divide-and-conquer aspect. Thus, algorithms of this type have a chance of becoming the algorithms of choice for parallel solution of extremely large, dense eigenvalue problems.

Let $D$ be a subset of the complex plane (e.g. a disk) that contains some, say $k$, of the eigenvalues of the pencil $A-\lambda B$. Ideally $k \approx n / 2$. Let $f=\chi_{D}$, the characteristic function of $D$. Thus $f(z)$ is 1 if $z \in D$ and 0 otherwise. If we then perform a $G Z$ iteration $(6.1,6.2)$ driven by this $f$, the resulting pencil normally has the form

$$
\hat{A}-\lambda \hat{B}=\left[\begin{array}{cc}
A_{11} & A_{12}  \tag{7.1}\\
0 & A_{22}
\end{array}\right]-\lambda\left[\begin{array}{cc}
B_{11} & B_{12} \\
0 & B_{22}
\end{array}\right]
$$

where $A_{11}-\lambda B_{11}$ is $k \times k$ and carries the eigenvalues that lie within $D$. Thus in one (expensive) iteration we divide the problem into two subproblems, which are of about equal size if $k \approx n / 2$. A few such divisions suffice to conquer the problem.

It is easy to see why the split occurs. Let $\mathscr{S}_{d}$ and $\mathscr{S}_{r}$ be the invariant subspaces of $B^{-1} A$ and $A B^{-1}$, respectively, associated with the eigenvalues that lie in $D$. Then $\left(\mathscr{S}_{d}, \mathscr{S}_{r}\right)$ is a deflating pair for the pencil, i.e., $A \mathscr{S}_{d} \subseteq \mathscr{S}_{r}$ and $B \mathscr{S}_{d} \subseteq \mathscr{S}_{r}$. Since $f$ is the characteristic function of $D, f\left(B^{-1} A\right)$ and $f\left(A B^{-1}\right)$ are spectral projectors onto $\mathscr{S}_{d}$ and $\mathscr{S}_{r}$, respectively. When a decomposition $f\left(A B^{-1}\right)=G R$
is performed, the upper-triangular matrix $R$ normally has the form

$$
R=\left[\begin{array}{cc}
R_{11} & R_{12} \\
0 & 0
\end{array}\right]
$$

where $R_{11}$ is $k \times k$ and nonsingular, because $f\left(A B^{-1}\right)$ has rank $k$. We can be sure of obtaining in this form if we introduce column pivoting in the $G R$ decomposition: $f\left(A B^{-1}\right)=G R \Pi$, where $R$ has the desired form and $\Pi$ is a permutation matrix. This guarantees that the first $k$ columns of $G$ form a basis for $\mathscr{S}_{r}$, the range of $f\left(A B^{-1}\right)$. If we likewise introduce pivoting into the decomposition of $f\left(B^{-1} A\right)$, we can guarantee that the first $k$ columns of $Z$ are a basis of $\mathscr{S}_{d}$. Thus, if we replace (6.1) by

$$
\begin{equation*}
f\left(A B^{-1}\right)=G R \Pi, \quad f\left(B^{-1} A\right)=Z S P \tag{7.2}
\end{equation*}
$$

where $\Pi$ and $P$ are suitable permutation matrices, then the transformation (6.2) will result in the form (7.1), because $\mathscr{S}_{d}$ and $\mathscr{S}_{r}$ are deflating subspaces.
This type of $G Z$ algorithm yields a deflation on each iteration. In order to implement it, we need to be able to calculate $f\left(A B^{-1}\right)$ and $f\left(B^{-1} A\right)$ for various types of regions $D$. Various iterative methods have been put forward. The main method discussed in [3] can be applied to an arbitrary disk $D$. The size and location of the disk are determined by a preliminary transformation. Therefore we can take $D$ to be the unit disk without loss of generality. The iterative method described in [3] has the effect that if one stops after $j$ iterations, one uses instead of $f$ the rational approximation

$$
f_{j}(z)=\frac{1}{1+z^{2 j}} .
$$

Even for modest values of $j$ this approximation is excellent, except very near the unit circle.
The matrices $f_{j}\left(A B^{-1}\right)$ and $f_{j}\left(B^{-1} A\right)$ are computed without ever forming $B^{-1}$; the algorithm operates directly on $A$ and $B$. The major operations in the iteration are $Q R$ decompositions and matrix-matrix multiplications, which can be done in level 3 BLAS. In the decomposition (7.2) the matrices $G$ and $Z$ are taken to be unitary for stability, so this is actually a $Q Z$ algorithm. The algorithm works even if $B$ is singular. See [3] for many more details.

Since the iterations that compute $f_{j}\left(A B^{-1}\right)$ and $f_{j}\left(B^{-1} A\right)$ are expensive, one prefers not to perform too many of them. Difficulties arise when there is an eigenvalue on or very near the circle that divides $D$ from its complement. The iterations may fail to converge or converge too slowly. The remedy is to move the disk and restart the iterations. Once the projectors and their $Q R$ decompositions have been computed, the transformation (6.2) does not deliver exactly the form (7.1). The ( 2,1 ) block will not quite be zero in practice, because of roundoff errors and because the projectors have been calculated only approximately. If $\left\|A_{21}\right\|$ or $\left\|B_{21}\right\|$ is too big, the iteration must be rejected. Again the remedy is to move the disk and try again. Because the iterations are so expensive, one cannot afford to waste too many of them.

An experimental divide-and-conquer code (that uses a different iteration from the one discussed here) is available as a prototype code from ScaLAPACK.
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#### Abstract

The Kronecker product has a rich and very pleasing algebra that supports a wide range of fast, elegant, and practical algorithms. Several trends in scientific computing suggest that this important matrix operation will have an increasingly greater role to play in the future. First, the application areas where Kronecker products abound are all thriving. These include signal processing, image processing, semidefinite programming, and quantum computing. Second, sparse factorizations and Kronecker products are proving to be a very effective way to look at fast linear transforms. Researchers have taken the Kronecker methodology as developed for the fast Fourier transform and used it to build exciting alternatives. Third, as computers get more powerful, researchers are more willing to entertain problems of high dimension and this leads to Kronecker products whenever low-dimension techniques are "tensored" together. © 2000 Elsevier Science B.V. All rights reserved.


## 1. Basic properties

If $B \in \mathbb{R}^{m_{1} \times n_{1}}$ and $C \in \mathbb{R}^{m_{2} \times n_{2}}$, then their Kronecker product $B \otimes C$ is an $m_{1} \times n_{1}$ block matrix whose $(i, j)$ block is the $m_{2} \times n_{2}$ matrix $b_{i j} C$. Thus,

The basic properties of the Kronecker product are quite predictable:

$$
\begin{aligned}
& (B \otimes C)^{\mathrm{T}}=B^{\mathrm{T}} \otimes C^{\mathrm{T}} \\
& (B \otimes C)^{-1}=B^{-1} \otimes C^{-1}
\end{aligned}
$$

[^11]\[

$$
\begin{aligned}
& (B \otimes C)(D \otimes F)=B D \otimes C F \\
& B \otimes(C \otimes D)=(B \otimes C) \otimes D
\end{aligned}
$$
\]

Of course, the indicated products and inverses must exist for the second and third identities to hold.
The entries of $B \otimes C$ and $C \otimes B$ consist of all possible products of a $B$-matrix entry with a $C$-matrix entry and this raises the possibility that these two Kronecker products are related by a permutation. The permutation involved is in fact the perfect shuffle. If $p$ and $q$ are positive integers and $r=p q$, then the $(p, q)$ perfect shuffle is the $r \times r$ matrix

$$
S_{p, q}=\left[\begin{array}{c}
I_{r}(1: q: r,:)  \tag{1}\\
I_{r}(2: q: r,:) \\
\vdots \\
I_{r}(q: q: r,:)
\end{array}\right]
$$

where $I_{r}$ is the $r \times r$ identity. (The well-known "colon notation" used in MATLAB to designate submatrices is being used here.) In effect, the matrix-vector product $S_{p, q} x$ takes the "card deck" $x$, splits it into $p$ piles of length- $q$ each, and then takes one card from each pile in turn until the deck is reassembled. It can be shown that if $B \in \mathbb{R}^{m_{1} \times n_{1}}$ and $C \in \mathbb{R}^{m_{2} \times n_{2}}$, then

$$
C \otimes B=S_{m_{1}, m_{2}}(B \otimes C) S_{n_{1}, n_{2}}^{\mathrm{T}}
$$

Henderson and Searle [36] survey the numerous connections between the Kronecker product and the perfect shuffle. Additional observations about the Kronecker product may be found in [30,14,37,63]. Henderson et al. [35] look at the operation from the historical point of view.

Particularly important in computational work are the issues that surround the exploitation of structure and the application of matrix factorizations. By and large, a Kronecker product inherits structure from its factors. For example,

$$
\text { if } B \text { and } C \text { are }\left\{\begin{array}{l}
\text { nonsingular } \\
\text { lower(upper) triangular } \\
\text { banded } \\
\text { symmetric } \\
\text { positive definite } \\
\text { stochastic } \\
\text { Toeplitz } \\
\text { permutations } \\
\text { orthogonal }
\end{array}\right\} \text {, then } B \otimes C \text { is }\left\{\begin{array}{l}
\text { nonsingular } \\
\text { lower(upper) triangular } \\
\text { block banded } \\
\text { symmetric } \\
\text { positive definite } \\
\text { stochastic } \\
\text { block Toeplitz } \\
\text { a permutation } \\
\text { orthogonal }
\end{array}\right\} .
$$

With respect to factorizations, the LU-with-partial-pivoting, Cholesky, and QR factorizations of $B \otimes C$ merely require the corresponding factorizations of $B$ and $C$ :

$$
\begin{aligned}
& B \otimes C=\left(P_{B}^{\mathrm{T}} L_{B} U_{A}\right) \otimes\left(P_{C}^{\mathrm{T}} L_{C} U_{C}\right)=\left(P_{B} \otimes P_{C}\right)^{\mathrm{T}}\left(L_{B} \otimes L_{C}\right)\left(U_{B} \otimes U_{C}\right), \\
& B \otimes C=\left(G_{B} G_{B}^{\mathrm{T}}\right) \otimes\left(G_{C} G_{C}^{\mathrm{T}}\right)=\left(G_{B} \otimes G_{C}\right)\left(G_{B} \otimes G_{C}\right)^{\mathrm{T}}, \\
& B \otimes C=\left(Q_{B} R_{B}\right) \otimes\left(Q_{C} R_{C}\right)=\left(Q_{B} \otimes Q_{C}\right)\left(R_{B} \otimes R_{C}\right) .
\end{aligned}
$$

The same is true for the singular value and Schur decompositions if we disregard ordering issues. In contrast, the CS and QR -with-column pivoting factorizations of $B \otimes C$ do not have simple
relationships to the corresponding factorizations of $B$ and $C$. (The matrix factorizations and decompositions mentioned in this paper are all described in [29]).

In Kronecker product work, matrices are sometimes regarded as vectors and vectors are sometimes "made into" into matrices. To be precise about these reshapings we use the vec operation. If $X \in$ $\mathbb{R}^{m \times n}$, then $\operatorname{vec}(X)$ is an $n m \times 1$ vector obtained by "stacking" $X$ 's columns. If $C, X$, and $B$ are matrices and the product $C X B^{\mathrm{T}}$ is defined, then it is not hard to establish the following equivalence:

$$
\begin{equation*}
Y=C X B^{\mathrm{T}} \equiv y=(B \otimes C) x \tag{2}
\end{equation*}
$$

where $x=\operatorname{vec}(X)$ and $y=\operatorname{vec}(Y)$. Henderson and Searle [36] thoroughly discuss the vec/Kronecker product connection.

A consequence of the above properties is that linear systems of the form $(B \otimes C) x=f$ can be solved fast. For example, if $B, C \in \mathbb{R}^{m \times m}$, then $x$ can be obtained in $\mathrm{O}\left(m^{3}\right)$ flops via the $L U$ factorizations of $B$ and $C$. Without the exploitation of structure, an $m^{2} \times m^{2}$ system would normally require $\mathrm{O}\left(m^{6}\right)$ flops to solve.

As with any important mathematical operation, the Kronecker product has been specialized and modified to address new and interesting applications. Rauhala [58] presents a theory of "array algebra" that applies to certain photogrammetric problems. See also [62]. Regalia and Mitra [60] have used the Kronecker product and various generalizations of it to describe a range of fast unitary transforms. A sample generalization that figures in their presentation is

$$
\left\{A_{1}, \ldots, A_{m}\right\} " \otimes " B=\left[\begin{array}{c}
A_{1} \otimes B(1,:) \\
A_{2} \otimes B(2,:) \\
\vdots \\
A_{m} \otimes B(m,:)
\end{array}\right]
$$

where $A_{1}, \ldots, A_{m}$ are given matrices of the same size and $B$ has $m$ rows.
Another generalization, the strong Kronecker product, is developed in [61] and supports the analysis of certain orthogonal matrix multiplication problems. The strong Kronecker product of an $m \times p$ block matrix $B=\left(B_{i j}\right)$ and a $p \times n$ block matrix $C=\left(C_{i j}\right)$ is an $m \times n$ block matrix $A=\left(A_{i j}\right)$ where $A_{i j}=B_{i 1} \otimes C_{1 j}+\cdots+B_{i p} \otimes C_{p j}$.

Kronecker product problems arise in photogrammetry [59], image processing [34], computer vision [47], and system theory [6]. They surface in the analysis of generalized spectra [2], stochastic models [57], and operator theory [64]. They have even found their way into the analysis of chess endgames [65].

To make sense of the "spread" of the Kronecker product, we have organized this paper around a few important families of applications. These include the linear matrix equation problem, fast linear transforms, various optimization problems, and the idea of preconditioning with Kronecker products.

## 2. Matrix equations

To researchers in numerical linear algebra, the most familiar problem where Kronecker products arise is the Sylvester matrix equation problem. Here we are given $F \in \mathbb{R}^{m \times m}, G \in \mathbb{R}^{n \times n}$, and $C \in \mathbb{R}^{m \times n}$ and seek $X \in \mathbb{R}^{m \times n}$ so that $F X+X G^{\mathrm{T}}=C$. Linear systems of this variety play a central role in
control theory [13], Poisson equation solving [18], and invariant subspace computation [29]. In light of Eq. (2), the act of finding $X$ is equivalent to solving the $m n \times m n$ linear system

$$
\left(I_{n} \otimes F+G \otimes I_{m}\right) \operatorname{vec}(X)=\operatorname{vec}(C) .
$$

The Lyapunov problem results if $F=G$, a very important special case.
One family of effective methods for these problems involve reducing $F$ and $G$ to Hessenberg or triangular form via orthogonal similarity transformations [5,27].

The more general matrix equation $F_{1} X G_{1}^{\mathrm{T}}+F_{2} X G_{2}^{\mathrm{T}}=C$ can be handled using the generalized Schur decomposition as discussed by Gardiner et al. [24]. However, these factorization approaches break down for the general Sylvester matrix equation problem [49,74].

$$
\begin{equation*}
F_{1} X G_{1}^{\mathrm{T}}+\cdots+F_{p} X G_{p}^{\mathrm{T}}=C \equiv\left(G_{1} \otimes F_{1}+\cdots+G_{p} \otimes F_{p}\right) \operatorname{vec}(X)=\operatorname{vec}(C) \tag{3}
\end{equation*}
$$

Related to this are linear systems where the matrix of coefficients has blocks that are themselves Kronecker products, e.g.,

$$
\left[\begin{array}{ccc}
F_{11} \otimes G_{11} & \cdots & F_{1 p} \otimes G_{1 p}  \tag{4}\\
\vdots & \ddots & \vdots \\
F_{p 1} \otimes G_{p 1} & \cdots & F_{p p} \otimes G_{p p}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{p}
\end{array}\right]=\left[\begin{array}{c}
c_{1} \\
\vdots \\
c_{p}
\end{array}\right]
$$

(Clearly the dimensions of the matrices $F_{i j}$ and $G_{i j}$ have to "make sense" when compared to the dimensions of the vectors $x_{i}$ and $c_{i}$.) This is equivalent to a system of generalized Sylvester equations:

$$
\sum_{j=1}^{p} F_{i j} X_{j} G_{i j}^{\mathrm{T}}=C_{i}, \quad i=1: p
$$

where $\operatorname{vec}\left(X_{i}\right)=x_{i}$ and $\operatorname{vec}\left(C_{i}\right)=c_{i}$ for $i=1: p$. We can solve a linear system $A x=b$ fast if $A$ is a Kronecker product. But fast solutions seem problematical for (4).

A problem of this variety arises in conjunction with the generalized eigenproblem $M-\lambda N$ where important subspace calculations require the solution of a system of the form

$$
\left[\begin{array}{c}
I_{n} \otimes A-B^{\mathrm{T}} \otimes I_{m} \\
I_{n} \otimes D
\end{array}-E^{\mathrm{T}} \otimes I_{m}\right]\left[\begin{array}{c}
\operatorname{vec}(R) \\
\operatorname{vec}(L)
\end{array}\right]=\left[\begin{array}{c}
\operatorname{vec}(C) \\
\operatorname{vec}(F)
\end{array}\right]
$$

Here the matrices $A, D \in \mathbb{R}^{m \times m}, B, E \in \mathbb{R}^{n \times n}$, and $C, F \in \mathbb{R}^{m \times n}$ are given and the matrices $L, R \in \mathbb{R}^{m \times n}$ are sought [42].

Another area where block systems arise with Kronecker product blocks is semidefinite programming. There has been an explosion of interest in this area during the last few years due largely to the applicability of interior point methods; see [69,71]. An important feature of these methods is that they frequently require the solution of linear systems that involve the symmetric Kronecker product $\otimes$. For symmetric $X \in \mathbb{R}^{n \times n}$ and arbitrary $B, C \in \mathbb{R}^{n \times n}$ this operation is defined by

$$
(B \otimes C) \operatorname{svec}(X)=\operatorname{svec}\left(\frac{1}{2}\left(C X B^{\mathrm{T}}+B X C^{\mathrm{T}}\right)\right)
$$

where the "svec" operation is a normalized stacking of $X$ 's subdiagonal columns, e.g.,

$$
X=\left[\begin{array}{lll}
x_{11} & x_{12} & x_{13} \\
x_{21} & x_{22} & x_{23} \\
x_{31} & x_{32} & x_{33}
\end{array}\right] \Rightarrow \operatorname{svec}(X)=\left[x_{11}, \sqrt{2} x_{21}, \sqrt{2} x_{31}, x_{22}, \sqrt{2} x_{32} x_{33}\right]^{\mathrm{T}}
$$

See the work of Alizadeh et al. Among other things they discuss the efficient solution of systems of the form

$$
\left[\begin{array}{ccc}
0 & A^{\mathrm{T}} & I \\
A & 0 & 0 \\
Z \otimes I & 0 & X \otimes I
\end{array}\right]\left[\begin{array}{c}
\Delta x \\
\Delta y \\
\Delta z
\end{array}\right]=\left[\begin{array}{c}
r_{d} \\
r_{p} \\
r_{c}
\end{array}\right] .
$$

## 3. Least squares

Least squares problems of the form

$$
\min \|(B \otimes C) x-b\|
$$

can be efficiently solved by computing the QR factorizations (or SVDs) of $B$ and $C$; [21,22]. Barrlund [4] shows how to minimize $\left\|\left(A_{1} \otimes A_{2}\right) x-f\right\|$ subject to the constraint that $\left(B_{1} \otimes B_{2}\right) x=g$, a problem that comes up in surface fitting with certain kinds of splines.

Coleman et al. [11] describe an interesting least-squares problem that arises in segmentation analysis. It is the minimization of

$$
\left\|W\left(\left[\begin{array}{c}
I_{n} \otimes D_{m}  \tag{5}\\
D_{n} \otimes I_{m} \\
\lambda I
\end{array}\right] x-\left[\begin{array}{c}
b_{1} \\
b_{2} \\
0
\end{array}\right]\right)\right\|_{2}
$$

where $W$ is diagonal, and the $D$ matrices are upper bidiagonal. The scaling matrix $W$ and the $\lambda I$ block seem to rule out obvious fast factorization approaches.

On the other hand, LS problems of the form

$$
\min \left\|\left[\begin{array}{l}
B_{1} \otimes C_{1}  \tag{6}\\
B_{2} \otimes C_{2}
\end{array}\right] x-b\right\|_{2}
$$

can be solved fast by computing the generalized singular value decomposition of the pairs $\left(B_{1}, B_{2}\right)$ and $\left(C_{1}, C_{2}\right)$ :

$$
\begin{array}{lc}
B_{1}=U_{1 B} D_{1 B} X_{B}^{\mathrm{T}} & B_{2}=U_{2 B} D_{2 B} X_{B}^{\mathrm{T}} \\
C_{1}=U_{1 C} D_{1 C} X_{C}^{\mathrm{T}} & C_{2}=U_{2 C} D_{2 C} X_{C}^{\mathrm{T}}
\end{array}
$$

Here, the $U$ 's are orthogonal, the $D$ 's are diagonal, and the $X$ 's are nonsingular. With these decompositions the matrices in (6) can be transformed to diagonal form since

$$
\left[\begin{array}{l}
B_{1} \otimes C_{1} \\
B_{2} \otimes C_{2}
\end{array}\right]=\left[\begin{array}{cc}
U_{1 B} \otimes U_{2 B} & 0 \\
0 & U_{1 C} \otimes U_{2 C}
\end{array}\right]\left[\begin{array}{c}
D_{1 B} \otimes D_{2 B} \\
D_{1 C} \otimes D_{2 C}
\end{array}\right] X_{B}^{\mathrm{T}} \otimes X_{C}^{\mathrm{T}}
$$

The solution of the converted problem is straightforward and the overall cost of the procedure is essentially the cost of the two generalized SVDs.

The total least squares (TLS) problem is another example of just how little it takes to stifle the easy exploitation Kronecker products in a matrix computation. A TLS solution to $(B \otimes C) x \approx b$ requires the computation of the smallest singular value and the associated left and right singular vectors of the augmented matrix

$$
M=[B \otimes C \mid b]
$$

If $B \in \mathbb{R}^{m_{1} \times n_{1}}$ and $C \in \mathbb{R}^{m_{2} \times n_{2}}$, then the SVD of $B \otimes C \operatorname{costs} \mathrm{O}\left(m_{1} n_{1}^{2}+m_{2} n_{2}^{2}\right)$ while the SVD of $M$ appears to require $\mathrm{O}\left(\left(m_{1} m_{2}\right)\left(n_{1} n_{2}\right)^{2}\right)$. However, in this case the special structure of $M$ permits the fast calculation of the required minimum singular triple via the coupling of condition estimation ideas with the QR factorization of $B \otimes C$.

## 4. Tensoring low-dimension ideas

Tensor product "ideas" in approximation and interpolation also lead to Kronecker product problems. In these multidimensional situations the "overall" method involves repetition of the same 1-dimensional idea in each coordinate direction. For example, if 1-dimensional quadrature rules of the form $\int f(x) \mathrm{d} x \approx \sum w_{i} f\left(x_{i}\right) \equiv w^{\mathrm{T}} f(x)$ are applied in the $x, y$, and $z$ directions to the triple integral

$$
I=\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} \int_{a_{3}}^{b_{3}} g(x, y, z) \mathrm{d} x \mathrm{~d} y \mathrm{~d} z
$$

then we obtain

$$
I \approx \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \sum_{k=1}^{n_{z}} w_{i}^{(x)} w_{j}^{(y)} w_{k}^{(z)} g\left(x_{i}, y_{j}, z_{k}\right)=\left(w^{(x)} \otimes w^{(y)} \otimes w^{(z)}\right)^{\mathrm{T}} g(x \otimes y \otimes z)
$$

where $x \in \mathbb{R}^{n_{x}}, y \in \mathbb{R}^{n_{y}}$, and $z \in \mathbb{R}^{n_{z}}$ are vectors of abscissa values and $g(x \otimes y \otimes z)$ designates the vector of values obtained by evaluating $g$ at each component of $x \otimes y \otimes z$. For further details about this kind of multidimensional problem [15,16]. The computationally oriented papers by Pereyra and Scherer [55] and de Boor [17] are motivated by these tensor product applications and are among the earliest references that discuss how to organize a Kronecker product calculation.

The ability to solve problems with increasingly high dimension because of very powerful computers partially explains the heightened profile of the Kronecker product in scientific computing. Interest in higher-order statistics is a good example. Roughly speaking, second-order statistics revolve around the expected value of $x x^{\mathrm{T}}$ where $x$ is a random vector. In higher-order statistics the calculations involve the "cumulants" $x \otimes x \otimes \cdots \otimes x$. (Note that $\operatorname{vec}\left(x x^{\mathrm{T}}\right)=x \otimes x$.) [67,1]. Related Kronecker product computations arise in Volterra filtering as presented in [54,53]. A collection of very high dimensional Kronecker product problems that arise in statistical mechanics and quantum mechanics is discussed [63].

## 5. Fast transforms

Kronecker products and various generalizations are what "drive" many fast transform algorithms. Consider the fast Fourier transform (FFT) with $n=2^{t}$. If $P_{n}$ is the bit reversal permutation

$$
P_{n}=S_{2, n / 2}\left(I_{2} \otimes S_{2, n / 4}\right) \cdots\left(I_{n / 4} \otimes S_{2,2}\right)
$$

and $\omega_{n}=\exp (-2 \pi \mathrm{i} / n)$, then the discrete Fourier transform (DFT) matrix $F_{n}=\left(\omega_{n}^{p q}\right) \in \mathbb{C}^{n \times n}$ can be factored as $F_{n}=A_{t} \cdots A_{1} P_{n}$ where

$$
A_{q}=I_{r} \otimes\left[\begin{array}{cc}
I_{L / 2} & \Omega_{L / 2} \\
I_{L / 2} & -\Omega_{L / 2}
\end{array}\right]
$$

with $L=2^{q}, r=n / L, \Omega_{L / 2}=\operatorname{diag}\left(1, \omega_{L}, \ldots, \omega_{L}^{L / 2-1}\right)$, and $\omega_{L}=\exp (-2 \pi \mathrm{i} / L)$. Based on this "sparse" factorization of the DFT matrix we obtain the Cooley-Tukey FFT framework for computing the DFT $y=F_{n} x=A_{t} \cdots A_{1} P_{n} x$ :

$$
x \leftarrow P_{n} x
$$

$$
\text { for } k=1: t
$$

end

$$
x \leftarrow A_{q} x
$$

$$
y \leftarrow x
$$

Tolimieri et al. [70] and Van Loan [72] have shown how the organization of the FFT is clarified through the "language" of Kronecker products. Different FFT algorithms correspond to different factorizations of $F_{n}$. The value of this point of view is that it unifies the literature and exposes simple connections between seemingly disparate algorithms. For example, the Gentleman-Sande FFT framework results by taking transposes in $F_{n}=A_{t} \cdots A_{1} P_{n}$ and noting that $F_{n}$ and $P_{n}$ are symmetric:

$$
\begin{aligned}
\text { for } k & =1: t \\
x & \leftarrow A_{q}^{\mathrm{T}} x
\end{aligned}
$$

end

$$
y \leftarrow P_{n} x
$$

The evolution of FFT ideas and algorithms would have proceeded much more rapidly and with greater clarity from the famous 1965 Cooley-Tukey paper onwards had the Kronecker notation been more actively employed.

Huang et al. [39] have developed a parallel programming methodology that revolves around the Kronecker product. Related papers include Johnson et al. [41], and Granata et al. [31,32]. Pitsianis [56] built a "Kronecker compiler" that permits the user to specify algorithms in a Kronecker product language. The compiler is based on a set of term rewriting rules that translate high-level, Kronecker-based matrix descriptions of an algorithm into any imperative language such as C, Matlab or Fortran. The efficiency of the automatically generated code is shown to be excellent.

The Kronecker product methodology extends beyond the FFT and the related sine/cosine transforms. Indeed, Regalia and Mitra [60] have used the Kronecker product and various generalizations of it to describe a range of fast unitary transforms; See also [40] for Kronecker presentations of the Walsh-Hadamard, slant, and Hartley transforms. Strohmer [66] uses a Kronecker product framework to develop factorizations for the Gabor frame operator while Fijany and Williams [23] do the same thing with quantum wavelet transforms. Kumar et al. [48] use Kronecker product ideas to develop a memory-efficient implementation of the Strassen matrix multiply.

Kronecker products and sparse factorizations are as central to fast wavelet transforms as they are to the FFT. Consider the Haar wavelet transform $y=W_{n} x$ where $n=2^{t}$. The transform matrix $W_{n}$ is defined by

$$
W_{n}=\left[W_{m} \otimes\binom{1}{1} \left\lvert\, I_{m} \otimes\binom{1}{-1}\right.\right] \quad n=2 m
$$

with $W_{1}=[1]$. It can be shown that

$$
W_{n}=S_{2, m}\left(W_{2} \otimes I_{m}\right)\left[\begin{array}{cc}
W_{m} & 0 \\
0 & I_{m}
\end{array}\right] \quad n=2 m
$$

and from this "splitting" it is possible to show that $W_{n}=H_{t} \cdots H_{1}$ where

$$
H_{q}=\left[\begin{array}{cc}
S_{2, L_{*}} & 0 \\
0 & I_{n-L}
\end{array}\right]\left[\begin{array}{cc}
W_{2} \otimes I_{L_{*}} & 0 \\
0 & I_{n-L}
\end{array}\right] \quad L=2^{q}, L_{*}=L / 2
$$

The fast Haar transform then proceeds as a sequence of matrix-vector products, i.e., $x \leftarrow H_{1} x, x \leftarrow$ $H_{2} x, \ldots, x \leftarrow H_{t} x$.

More complicated wavelets require more sophisticated Kronecker manipulations in order to derive the underlying sparse factorization. For example, the $n=4$ transform matrix for the Daubechies wavelet is given by

$$
D_{4}=\left[\begin{array}{cc|cc}
c_{0} & c_{1} & c_{2} & c_{3} \\
c_{3} & -c_{2} & c_{1} & -c_{0} \\
\hline c_{2} & c_{3} & c_{0} & c_{1} \\
c_{1} & -c_{0} & c_{3} & -c_{2}
\end{array}\right] \quad \text { where }\left[\begin{array}{c}
c_{0} \\
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right]=\frac{1}{4 \sqrt{2}}\left[\begin{array}{l}
1+\sqrt{3} \\
3+\sqrt{3} \\
3-\sqrt{3} \\
1-\sqrt{3}
\end{array}\right] .
$$

It is easy to verify that $D_{4}$ is orthogonal. The $n=8$ version is given as follows:

$$
D_{8}=\left[\begin{array}{cc|cc|cc|cc}
c_{0} & c_{1} & c_{2} & c_{3} & 0 & 0 & 0 & 0 \\
c_{3} & -c_{2} & c_{1} & -c_{0} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & c_{0} & c_{1} & c_{2} & c_{3} & 0 & 0 \\
0 & 0 & c_{3} & -c_{2} & c_{1} & -c_{0} & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & c_{0} & c_{1} & c_{2} & c_{3} \\
0 & 0 & 0 & 0 & c_{3} & -c_{2} & c_{1} & -c_{0} \\
\hline c_{2} & c_{3} & 0 & 0 & 0 & 0 & c_{0} & c_{1} \\
c_{1} & -c_{0} & 0 & 0 & 0 & 0 & c_{3} & -c_{2}
\end{array}\right]
$$

which clearly has a replicated block structure. It is possible to describe this structure quite elegantly with a generalized Kronecker product. It is then a straightforward exercise to obtain a splitting that relates $D_{8}$ to $D_{4}$ and more generally, $D_{n}$ to $D_{n / 2}$. From the splitting one can then derive the sparse factorization associated with the underlying fast transform [23].

It is almost always the case that behind every fast linear transform is a sparse, Kronecker-based, factorization of the transform matrix. Notable exceptions are the recent and very interesting fast algorithms whose complexity has the form $c n$ or $c n \log n$ where $c$ is a constant that depends on the precision required. Examples include the fast Gauss transform of Greengard and Strain [33] and the non-uniformly spaced FFT of Dutt and Rokhlin [19]. It is interesting to conjecture whether these algorithms can be described in terms of some approximate sparse, Kronecker-based factorization of the underlying transform matrix.

Fast transforms often require various matrix transpositions of the data and these operations also submit to Kronecker product descriptions. For example, it follows from (1) that if $A \in \mathbb{R}^{m \times n}$ and $B=A^{\mathrm{T}}$, then $\operatorname{vec}(B)=S_{n, m} \cdot \operatorname{vec}(A)$. It turns out that different "multi-pass" transposition algorithms correspond to different factorizations of the underlying perfect shuffle. If

$$
\begin{equation*}
S_{n, m}=\Gamma_{t} \cdots \Gamma_{1} \tag{7}
\end{equation*}
$$

then $B=A^{\mathrm{T}}$ can be computed with $t$ passes through the data as follows:
$a=\operatorname{vec}(A)$
for $k=1: t$
$a \leftarrow \Gamma_{k} a$
end
Define $B \in \mathbb{R}^{n \times m}$ by $\operatorname{vec}(B)=a$.
The idea is to choose a factorization (7) so that the data motion behind the operation $k$ th pass, i.e., $a \leftarrow \Gamma_{k} a$, is in harmony with the architecture of the underlying memory hierarchy.

To illustrate this factorization idea, it can be shown that if $m=p n$, then $S_{n, m}=\Gamma_{2} \Gamma_{1}$ where

$$
\begin{aligned}
& \Gamma_{1}=S_{n, p} \otimes I_{n} \\
& \Gamma_{2}=I_{p} \otimes S_{n, n}
\end{aligned}
$$

The first pass $b^{(1)}=\Gamma_{1} \operatorname{vec}(A)$ corresponds to a block transposition while $b^{(2)}=\Gamma_{2} b^{(1)}$ carries out the transposition of the blocks. For example, if $p=4$ and

$$
A=\left[\begin{array}{l}
A_{1} \\
A_{2} \\
A_{3} \\
A_{4}
\end{array}\right], \quad A_{i} \in \mathbb{R}^{n \times n}
$$

then the $\Gamma_{1}$ update leaves us with

$$
B^{(1)}=\left[A_{1}\left|A_{2}\right| A_{3} \mid A_{4}\right] .
$$

During the $\Gamma_{2}$ update the individual blocks are transposed yielding

$$
B=B^{(2)}=\left[A_{1}^{\mathrm{T}}\left|A_{2}^{\mathrm{T}}\right| A_{3}^{\mathrm{T}} \mid A_{4}^{\mathrm{T}}\right] .
$$

See [72] for more details about factorizations and matrix transposition.

## 6. The nearest Kronecker product problem

Suppose $A \in \mathbb{R}^{m \times n}$ is given with $m=m_{1} m_{2}$ and $n=n_{1} n_{2}$. For these integer factorizations the nearest Kronecker product (NKP) problem involves minimizing

$$
\begin{equation*}
\phi(B, C)=\|A-B \otimes C\|_{F} \tag{8}
\end{equation*}
$$

where $B \in \mathbb{R}^{m_{1} \times n_{1}}$ and $C \in \mathbb{R}^{m_{2} \times n_{2}}$. Van Loan and Pitsianis [73] show how to solve the NKP problem using the singular value decomposition of a permuted version of $A$. This result is central to much of the research proposal and so we use a small example to communicate the main idea. Suppose $m_{1}=3$ and $n_{1}=m_{2}=n_{2}=2$. By carefully thinking about the sum of squares that define $\phi$ we see
that

$$
\begin{aligned}
\phi(B, C)= & \left\|\left[\begin{array}{ll|ll}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
\hline a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44} \\
\hline a_{51} & a_{52} & a_{53} & a_{54} \\
a_{61} & a_{62} & a_{63} & a_{64}
\end{array}\right]-\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22} \\
b_{31} & b_{32}
\end{array}\right] \otimes\left[\begin{array}{ll}
c_{11} & c_{12} \\
c_{21} & c_{22}
\end{array}\right]\right\|_{F} \\
& \|\left[\begin{array}{llll}
a_{11} & a_{21} & a_{12} & a_{22} \\
a_{31} & a_{41} & a_{32} & a_{42} \\
a_{51} & a_{61} & a_{52} & a_{62} \\
a_{13} & a_{23} & a_{14} & a_{24} \\
a_{33} & a_{43} & a_{34} & a_{44} \\
a_{53} & a_{63} & a_{54} & a_{64}
\end{array}\right]-\left[\begin{array}{l}
b_{11} \\
b_{21} \\
b_{31} \\
b_{12} \\
b_{22} \\
b_{32}
\end{array}\right]
\end{aligned}\left[\begin{array}{llll}
c_{11} & c_{21} & c_{12} & c_{22}
\end{array}\right] \|_{F} .
$$

Denote the preceeding $6 \times 4$ matrix by $\mathscr{R}(A)$ and observe that

$$
\mathscr{R}(A)=\left[\begin{array}{c}
\operatorname{vec}\left(A_{11}\right)^{\mathrm{T}} \\
\operatorname{vec}\left(A_{21}\right)^{\mathrm{T}} \\
\operatorname{vec}\left(A_{31}\right)^{\mathrm{T}} \\
\operatorname{vec}\left(A_{12}\right)^{\mathrm{T}} \\
\operatorname{vec}\left(A_{22}\right)^{\mathrm{T}} \\
\operatorname{vec}\left(A_{32}\right)^{\mathrm{T}}
\end{array}\right] .
$$

It follows that

$$
\phi(B, C)=\left\|\mathscr{R}(A)-\operatorname{vec}(B) \operatorname{vec}(C)^{\mathrm{T}}\right\|_{F}
$$

and so the act of minimizing $\phi$ is equivalent to finding a nearest rank-1 matrix to $\mathscr{R}(A)$. The nearest rank-1 matrix problem has a well-known SVD solution [29]. In particular, if

$$
\begin{equation*}
U^{\mathrm{T}} \mathscr{R}(A) V=\Sigma \tag{9}
\end{equation*}
$$

is the SVD of $\mathscr{R}(A)$, then optimum $B$ and $C$ are defined by

$$
\operatorname{vec}\left(B_{\mathrm{opt}}\right)=\sqrt{\sigma_{1}} U(:, 1) \quad \operatorname{vec}\left(C_{\mathrm{opt}}\right)=\sqrt{\sigma_{1}} V(:, 1) .
$$

The scalings are arbitrary. Indeed, if $B_{\mathrm{opt}}$ and $C_{\mathrm{opt}}$ solve the NKP problem and $\alpha \neq 0$, then $\alpha \cdot B_{\mathrm{opt}}$ and $(1 / \alpha) \cdot C_{\text {opt }}$ are also optimal.

In general, if $A=\left(A_{i j}\right)$ is an $m_{1} \times n_{1}$ block matrix with $m_{2} \times n_{2}$ blocks, then

$$
\tilde{A}=\mathscr{R}(A) \in \mathbb{R}^{m_{1} n_{1} \times m_{2} n_{2}} \Rightarrow \tilde{A}\left(i+(j-1) m_{1},:\right)=\operatorname{vec}\left(A_{i j}\right)^{\mathrm{T}}, \quad i=1: m_{1}, j=1: n_{1}
$$

If $\mathscr{R}(A))$ has rank $\tilde{r}$ and $\operatorname{SVD}(9)$, then

$$
A=\sum_{k=1}^{\tilde{r}} \sigma_{k} U_{k} \otimes V_{k}
$$

where $\operatorname{vec}\left(U_{k}\right)=U(:, k)$ and $\operatorname{vec}\left(V_{k}\right)=V(:, k)$ for $k=1: \tilde{r}$. We refer to this as the Kronecker Product $S V D$ (KPSVD) of $A$ associated with the integer factorizations $m=m_{1} m_{2}$ and $n=n_{1} n_{2}$. Note that for these integers,

$$
\begin{equation*}
A_{r}=\sum_{k=1}^{r} \sigma_{k} U_{k} \otimes V_{k} \quad r \leqslant \tilde{r} \tag{10}
\end{equation*}
$$

is the closest matrix to $A$ (in the Frobenius norm) that is the sum of $r$ Kronecker products.
If $A$ is large and sparse and $r$ is small, then the Lanzcos SVD iteration of Golub, Luk, and Overton [26] can effectively be used to compute the singular vectors of $\mathscr{R}(A)$ from which we can build the optimal Kronecker product factors. An implementation is available in [12] and some preliminary experience with the method is discussed in [73,56].

Certain situations permit one to "cut corners" in the above SVD computation when solving the NKP problem:

- If $A$ is the sum of $p$ Kronecker products as in the generalized Sylvester equation problem (3), then $\operatorname{rank}(\mathscr{R}(A)) \leqslant p$.
- If $A$ is an $n_{1} \times n_{1}$ block Toeplitz matrix with $n_{2} \times n_{2}$ Toeplitz blocks, then it is not hard to show that the rank of $\mathscr{R}(A)$ is less than $\min \left\{2 n_{1}+1,2 n_{2}+1\right\}$ [51].
In each of these situations the matrix $\mathscr{R}(A)$ is rank deficient.


## 7. Other NKP problems

For $A \in \mathbb{R}^{n \times n}$ with $n=n_{1} n_{2}$ we refer to the problem of minimizing

$$
\begin{equation*}
\psi(B, C)=\left\|A(B \otimes C)-I_{n}\right\|_{F} \quad B \in \mathbb{R}^{n_{1} \times n_{1}}, C \in \mathbb{R}^{n_{2} \times n_{2}} \tag{11}
\end{equation*}
$$

as the inverse nearest Kronecker product problem. This problem does not have an explicit SVD solution and so we must approach it as a structured nonlinear least squares problem. It can be shown that

$$
\operatorname{vec}(A(B \otimes C))=\left(I_{n} \otimes A\right) \operatorname{vec}(B \otimes C)=\left(I_{n} \otimes A\right) P(\operatorname{vec}(B) \otimes \operatorname{vec}(C))
$$

where $P$ is the $n^{2} \times n^{2}$ permutation matrix defined by

$$
P=I_{n_{1}} \otimes S_{n_{1}, n_{2}} \otimes I_{n_{2}}
$$

Thus, minimizing $\psi$ is equivalent to minimizing the 2 -norm of

$$
F(B, C)=\left(I_{n} \otimes A\right) P(\operatorname{vec}(B) \otimes \operatorname{vec}(C))-\operatorname{vec}\left(I_{n}\right)
$$

The Jacobian of this function is $\left.\left(I_{n} \otimes A\right) P\left[\left(I_{n} \otimes \operatorname{vec}(C)\right) \operatorname{vec}(B) \otimes I_{n}\right)\right]$. Having exposed these structures we see that there are several ways to approach the inverse NKP problem. Since it is a separable least-squares problem, the variable projection methods discussed in [28,46] or the ideas in [3] are applicable.

The NKP problem has a multiple factor analog in which we try to approximate $A \in \mathbb{R}^{m \times n}$ with a matrix of the form $C_{1} \otimes \cdots \otimes C_{p}$. In particular, if $m=m_{1} \cdots m_{p}$ and $n=n_{1} \cdots n_{p}$, then we seek $C_{i} \in \mathbb{R}^{m_{i} \times n_{i}}, i=1: p$ so that $\phi\left(C_{1}, \ldots, C_{p}\right)=\left\|A-C_{1} \otimes \cdots \otimes C_{p}\right\|_{F}$ is minimized. Closed-form SVD solutions do not appear to be possible if $p>2$. The inverse NKP problem also has a multiple factor generalization.

If $A$ is structured, then it is sometimes the case that the $B$ and $C$ matrices that solve the NKP problem are similarly structured. For example, if $A$ is symmetric and positive definite, then the same can be said of $B_{\text {opt }}$ and $C_{\text {opt }}$ (if properly normalized). Likewise, if $A$ is nonnegative, then the optimal $B$ and $C$ can be chosen to be nonnegative. These and other structured NKP problems are discussed in $[73,56]$, but a number of interesting open questions remain.

Suppose $A \in \mathbb{R}^{n \times n}$ and that $n=m^{2}$. A trace minimization problem that we are aware of requires the minimization of $\|A-\alpha B \otimes B\|_{F}$ where $B \in \mathbb{R}^{m \times m}$ and $\alpha= \pm 1$. This leads to a nearest symmetric rank-1 problem of the form

$$
\min _{\alpha, b}\left\|\mathscr{R}(A)-\alpha b b^{\mathrm{T}}\right\|_{F}
$$

A related problem arises in neural networks [38]. Given $A \in \mathbb{R}^{n \times n}$ with $n=m^{2}$, find $B \in \mathbb{R}^{m \times m}$ so that $\left\|A-B \otimes B^{\mathrm{T}}\right\|_{F}$ is minimized. This leads to the minimization of

$$
\left\|\mathscr{R}(A)-\operatorname{vec}(B) \operatorname{vec}\left(B^{\mathrm{T}}\right)^{\mathrm{T}}\right\|_{F}=\left\|\mathscr{R}(A) S_{m, m}-\operatorname{vec}(B) \operatorname{vec}(B)^{\mathrm{T}}\right\|_{F} .
$$

The linearly constrained NKP problem

$$
\min _{\substack{F^{\mathrm{T}} \operatorname{vec}(B)=r \\ G^{\mathrm{T}} \operatorname{vec}(C)=t}}\|A-B \otimes C\|_{F}
$$

leads to a linearly constrained nearest rank-1 problem

$$
\min _{\substack{F^{\mathrm{T}} b=r \\ G^{\mathrm{T}} c=t}}\left\|\tilde{A}-b c^{\mathrm{T}}\right\|_{F}
$$

where $\tilde{A}=\mathscr{R}(A), b=\operatorname{vec}(B)$ and $c=\operatorname{vec}(C)$. We suppress the dimensions of the matrices involved and just assume that the linear constraint equations are underdetermined. Following Golub [25] we compute the $Q R$ factorizations

$$
F=Q_{F}\left[\begin{array}{c}
R_{F} \\
0
\end{array}\right] \quad G=Q_{G}\left[\begin{array}{c}
R_{G} \\
0
\end{array}\right]
$$

for then the problem transforms to

$$
\min _{b_{2}, c_{2}}\| \|\left[\begin{array}{l}
\tilde{A}_{11}-b_{1} c_{1}^{\mathrm{T}} \\
\tilde{A}_{12}-b_{1} c_{2}^{\mathrm{T}} \\
\tilde{A}_{21}-b_{2} c_{1}^{\mathrm{T}} \\
\tilde{A}_{22}-b_{2} c_{2}^{\mathrm{T}}
\end{array}\right] \|_{F}
$$

where

$$
Q_{F}^{\mathrm{T}} b=\left[\begin{array}{l}
b_{1} \\
b_{2}
\end{array}\right], \quad Q_{G}^{\mathrm{T}} c=\left[\begin{array}{l}
c_{1} \\
c_{2}
\end{array}\right], \quad Q_{F}^{\mathrm{T}} \tilde{A} Q_{G}=\left[\begin{array}{ll}
\tilde{A}_{11} & \tilde{A}_{12} \\
\tilde{A}_{21} & \tilde{A}_{22}
\end{array}\right]
$$

and $R_{F}^{\mathrm{T}} b_{1}=r$ and $R_{G}^{\mathrm{T}} c_{1}=t$. Thus, we are led to the minimization of the function

$$
\tau\left(b_{2}, c_{2}\right)=\left\|\tilde{A}_{22}-b_{2} c_{2}^{\mathrm{T}}\right\|_{F}^{2}+\left\|\tilde{A}_{12}-b_{1} c_{2}^{\mathrm{T}}\right\|_{F}^{2}+\left\|\tilde{A}_{21}-b_{2} c_{1}^{\mathrm{T}}\right\|_{F}^{2} .
$$

If $r$ and $t$ are zero, then $b_{1}$ and $c_{1}$ are zero and we are left with a reduced version of the nearest rank-1 matrix problem. This homogeneous situation arises when we wish to impose sparsity constraints on the $B$ and $C$ matrices or when we require the optimizing $B$ and/or $C$ to have circulant, Toeplitz, Hankel, or some other structure of that type. In the nonhomogeneous case we are again confronted with a bilinear least-square problem. (The inhomogeneous problem would arise, for example, if we required the $B$ and $C$ matrices to have columns that sum to one.)

## 8. Preconditioners

In recent years the "culture" of fast transforms and Kronecker products has found its way into the linear system solving area through the design of effective preconditioners. Chan [8] proposed solving large Toeplitz systems $T x=b$ using a circulant preconditioner $C$ that minimizes $\|C-T\|_{F}$. The product of a circulant matrix and a vector can be carried out in $\mathrm{O}(n \log n)$ flops using the FFT; See also [9] and [10].

Similar in spirit is the design of Kronecker product preconditioners. The idea is to approximate the matrix of coefficients $A$ with a Kronecker product $B \otimes C$ and to use $B \otimes C$ as a preconditioner noting that linear systems of the form $(B \otimes C) z=r$ can be solved fast. One method for generating the Kronecker factors $B$ and $C$ is to minimize $\|A-B \otimes C\|_{F}$. Other approaches tailored to applications in image restoration have been offered by Nagy [51], Kamm and Nagy [43-45] and Thirumalai [68]; See also [20,52,7].

The success of many numerical methods hinge on efficient linear equation solving and this in turn often requires finding the "right" preconditioner for the coefficient matrix $A$. To be effective, the preconditioner $M$ must "capture the essence" of $A$ and have the property that systems of the form $M z=r$ are easily solved.

The idea of setting $M$ to be the nearest Kronecker product to $A$ is studied in [73]. When applied to a model problem (Poisson's equation on a rectangle) the results compared favorably with the best alternatives, e.g., the incomplete Cholesky preconditioner. This work can be extended by (a) looking at 3D problems where the resulting linear system is the sum of three Kronecker products and (b) considering non-uniform mesh settings where the linear system is the sum of a few "near" Kronecker products.

## 9. Conclusion

Our goal in this paper is to point to the widening use of the Kronecker product in numerical linear algebra. Research in this area will heighten the profile of the Kronecker product throughout the field of matrix computations and will make it easier for researchers to spot Kronecker "opportunities" in their work. This phenomena is not without precedent. The development of effective algorithms for the QR and SVD factorizations turned many " $A$ " $A$ " problems into least-square/singular-value calculations. Likewise, with the development of the QZ algorithm [50] engineers with "standard" eigenproblems of the form $B^{-1} A x=\lambda x$ came to approach them as a generalized eigenproblems of the form $A x=\lambda B x$. The point we are making is that if an infrastructure of effective Kronecker-product algorithms is built, then Kronecker product problems will "come out of the woodwork."
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#### Abstract

Preconditioning techniques are discussed for symmetric eigenvalue problems. The methods Davidson, Jacobi-Davidson, Rayleigh quotient iteration, and preconditioned Lanczos are considered. Some relationships are given between these different approaches, and some experimental comparisons are done. Jacobi-Davidson appears to be efficient in both expense and storage. A hybrid method may be helpful for the case of a poor initial vector. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

Finding eigenvalues is an important task in scientific computation. There are many applications in physics, chemistry, and engineering. These include computing energy levels of atoms, finding vibrational states of molecules, and determining how buildings will vibrate during earthquakes. Frequently scientists wish to know some eigenvalues of very large matrices. For such problems, Krylov subspace methods are well known. The Lanczos algorithm [9,22] is a Krylov subspace method for symmetric problems. For nonsymmetric matrices, the methods are Arnoldi [1,26,35] and nonsymmetric Lanczos [9,26].

For large systems of linear equations, preconditioning is an important technique for improving the spectrum. While it is not as straightforward, preconditioning can also be used for eigenvalue problems. Methods that use preconditioning are no longer strictly Krylov methods, although they are generally still related. In cases where an effective, inexpensive preconditioner is available, preconditioning can significantly improve the convergence and provide a better method.

[^12]Preconditioning of eigenvalue problems is only partly developed. However, work has been done for some time in Russia; see [8] for a summary and references. Also, Ruhe [23-25] used SOR and the conjugate gradient method to find eigenvalues in the 1970s. Around the same time, quantum chemists, including Davidson [4], developed correction methods for their large symmetric matrices. In 1986, in [19], Davidson's method was viewed as a diagonal preconditioning method, and it was generalized for arbitrary preconditioners. For more on Davidson's method, see [18,16,3,37,38]. The Jacobi-Davidson method [31] was developed in 1996. The inexact rational Krylov method [10] and truncated RQ [36] are recent approaches that are related to Jacobi-Davidson.

This paper discusses preconditioning methods and does some fairly simple comparisons. The focus is on the methods more than on the preconditioners (not much has been done on effectiveness of various preconditioners for eigenvalue problems, but see [33,21,32]). We consider only a few methods and only the symmetric case. The methods are the generalized Davidson (GD) method [19], preconditioned Lanczos (PL) [20], the Rayleigh quotient iteration (RQI) with preconditioned conjugate gradient solution of the linear equations [11,39], and Jacobi-Davidson (JD) [31] with also the preconditioned conjugate gradient method. New implementations of PL and RQI are also given: vectors in the outer loops are saved and the Rayleigh-Ritz procedure [22] is applied.

One motivation for this paper is to see how the recent JD method compares with the others. Also, we wanted to see if the robustness of PL could be improved with the addition of the outer Rayleigh-Ritz; if it could compete better with GD, in terms of total number of iterations. And finally, the more robust implementation of RQI is given to make the comparisons with it more fair. It is desired that the discussion and the comparisons in this paper provide some insights into these methods. However, further comparisons of preconditioning methods are definitely needed.

Section 2 describes the methods that will be considered and gives the new modifications. Section 3 has discussion, and Section 4 has experiments.

## 2. Description of methods

We consider the eigenvalue problem $A z=\lambda z$, where $A$ is a symmetric matrix. However, the algorithms listed below all have nonsymmetric versions. Instead of PL, preconditioned Arnoldi [13] can be used. JD and RQI just need a nonsymmetric iterative linear equations solver [27,28,7,40,2] in the inner loop.

The GD method generates a subspace with the preconditioned operator $M^{-1}(A-\theta I)$, where $\theta$ is an approximate eigenvalue and $M$ is an approximation to $A-\theta I$. It uses the RayleighRitz procedure to extract approximate eigenvectors from the subspace. We quickly describe the Rayleigh-Ritz procedure [22,26]. Let $V$ be an orthonormal matrix with columns spanning the desired subspace. The Rayleigh-Ritz procedure finds eigenpairs $(\theta, s)$ of the small matrix $V^{\mathrm{T}} A V$. The $\theta$ 's are approximate eigenvalues, called Ritz values. The approximate eigenvectors or Ritz vectors are $y=V s$.

Algorithm 1. Generalized Davidson's method

- Begin with $k$ orthonormal starting vectors $v_{1}, v_{2}, \ldots, v_{k}$.
- For $j=k, k+1, \ldots d o$

1. Apply the Rayleigh-Ritz procedure to the subspace $\operatorname{Span}\left\{v_{1}, v_{2}, \ldots, v_{j}\right\}$. Let the best approximation to the eigenpair of interest be $(\theta, y)$, with $y$ normalized. Choose a preconditioner $M$ which may either be fixed or may depend on $\theta$.
2. Find the residual vector for $y, r=(A-\theta I) y$. If $|\mid r \| \leqslant \mathrm{TOL}$, accept that eigenpair, otherwise continue.
3. Compute $w_{j}=M^{-1} r$. Orthonormalize $w_{j}$ against $v_{1}, \ldots, v_{j}$ to form $v_{j+1}$.

In Davidson's original method, $M=D-\theta I$, where $D$ is the diagonal matrix with the same main diagonal as $A$.

When $j$ becomes too large, the Rayleigh-Ritz expense can be prohibitive. Then Davidson's method needs to be restarted. For instance, in step 1 we can add: If $j=j$ max, pick the $k$ best approximate eigenvectors, orthonormalize them to give $v_{1}, \ldots, v_{k}$, and let $j=k$.

The PL method takes GD's operator $M^{-1}(A-\theta I)$, but requires $M$ to be a positive definite preconditioner. Then $M^{-1}(A-\theta I)$ can be symmetrized and the Lanczos algorithm applied. There is an outer loop that updates the approximate eigenpair.

## Algorithm 2. Preconditioned Lanczos

- Choose a starting vector $y_{0}$. Let $\theta_{0}=y_{0}^{\mathrm{T}} A y_{0} / y_{0}^{\mathrm{T}} y_{0}$.
- For $j=0,1,2, \ldots$ do

1. Choose a SPD preconditioner $M_{j}$ for $A-\theta_{j} I$, and factor as $M_{j}=L_{j} L_{j}^{\mathrm{T}}$.
2. Apply the Lanczos method to $W_{j}=L_{j}^{-1}\left(A-\theta_{j} I\right) L_{j}^{-\mathrm{T}}$ with initial vector $L_{j} y_{j}$ and with stopping criterion $r n<-v_{j}$, where $v_{j}$ is the smallest Ritz value of $W_{j}$ and $r n$ is the associated residual norm. When the Lanczos loop has ended, let $w_{j}$ be the normalized Ritz vector that corresponds to $v_{j}$.
3. Compute $y_{j+1}=L^{-\mathrm{T}} w_{j}$, which is an approximate eigenvector of $A$, and its Rayleigh quotient $\theta_{j+1}=\theta_{j}+v_{j} / y_{j+1}^{\mathrm{T}} y_{j+1}$.
4. Find the residual vector for $y_{j+1}, r=\left(A-\theta_{j+1} I\right) y_{j+1} /\left\|y_{j+1}\right\|$. If $\|r\| \leqslant$ TOL, accept that eigenpair, otherwise continue.

When several eigenvalues are being sought, an approximation to the next one is calculated by finding the Ritz vector corresponding to the second Ritz value of $W_{j}$, and then multiplying it by $L^{-T}$ (this will be the new $y_{0}$ vector after the current eigenpair is accepted). This is done when $\|r\|$ is first less than $\mathrm{TOL}^{2 / 3}$. While computing the second and subsequent eigenvalues, the ones already determined are shifted out of the way. For the $l$ th eigenvalue, replace $A-\theta_{j} I$ in step 2 with $A-\theta_{j} I+\gamma z_{1} z_{1}^{\mathrm{T}}+\cdots+\gamma z_{l-1} z_{l-1}^{\mathrm{T}}$, for $\gamma$ a value such that $\lambda_{1}+\gamma$ is moved beyond the eigenvalues of interest.

Some expense can be saved by not checking the convergence of the inner Lanczos loop at every step. Also, a test can be used to terminate the Lanczos loop early when convergence is near [20]. When the $M_{j}$ inner product is used in the Lanczos loop, there is no need to factor $M_{j}$ [12]. The Krylov basis is then $M_{j}$ orthogonal. This is similar to how the preconditioned conjugate gradient method is implemented.

As was suggested in the conclusion of [20], we now modify PL in order to make it more robust. The outer loop now applies a small Rayleigh-Ritz procedure to the last few approximate eigenvectors that have been developed.

Algorithm 3. Preconditioned Lanczos with an outside Rayleigh-Ritz projection

- Same as Preconditioned Lanczos except for:

3. Compute $x=L^{-\mathrm{T}} w_{j}$ and put it in a set of $x$ vectors. If a new $y_{0}$ vector is computed (see the discussion in the paragraph after the PL algorithm), immediately add it also to the set of $x$ vectors. Apply the Rayleigh-Ritz procedure with matrix $A$ to the subspace spanned by the $x$ vectors. Let $\left(\theta_{j+1}, y_{j+1}\right)$ be the smallest Ritz pair from this outside Rayleigh-Ritz.
4. Find the residual vector for $y_{j+1}, r=\left(A-\theta_{j+1} I\right) y_{j+1} /\left\|y_{j+1}\right\|$. If $\|r\| \leqslant$ TOL, accept that eigenpair and let the new $y_{0}$ be the second approximate eigenvector from the RayleighRitz procedure in 3, otherwise continue.

We abbreviate this method as PL-RR.
Similar to the discussion after the GD algorithm, once the subspace of $x^{\prime}$ s becomes too large, it can be restarted, retaining the best approximate eigenvectors. The same is true for the Rayleigh-Ritz procedures in the RQI and JD algorithms that are given next. We modify the simple RQI algorithm by adding the outside Rayleigh-Ritz.

Algorithm 4. Rayleigh quotient iteration

- Same as Generalized Davidson except for:

3. Solve $(A-\theta I) w_{j}=y$, using a stable conjugate gradient method such as SYMMLQ, preconditioned by a SPD matrix $M$.

For the stopping test in SYMMLQ, we use improvement in residual norm of $\min \left\{0.01,\|r\|^{2}\right\}$. For JD, a different system of linear equations is solved.

## Algorithm 5. Jacobi-Davidson

- Same as Generalized Davidson except for:

3. Solve $\left(I-y y^{\mathrm{T}}\right)(A-\theta I)\left(I-y y^{\mathrm{T}}\right) w_{j}=r$, using a preconditioned conjugate gradient method. In the preconditioning step, CG uses the inverse of $\left(I-y y^{\mathrm{T}}\right) M\left(I-y y^{\mathrm{T}}\right)$.

See $[31,33,29]$ for JD implementation details, including how to avoid most applications of $\left(I-y y^{\mathrm{T}}\right)$. We use regular preconditioned CG instead of SYMMLQ, because it is stable in our tests. The CG loop uses stopping test of relative residual norm less than $2^{-j}$ [29]. As in PL, a test is used to terminate the inner loop early when convergence is near. Specifically, the $2^{-j}$ test is replaced by $\min \left(0.5,0.5 \times 10^{\log _{10}(T O L)-\log _{10}(|l| l \mid)}\right)$ if this quantity is larger than $2^{-j}$.

For computing the second and subsequent eigenvalues, the previous ones can be deflated by using $\left(I-y y^{\mathrm{T}}\right)\left(I-Q Q^{\mathrm{T}}\right)(A-\theta I)\left(I-Q Q^{\mathrm{T}}\right)\left(I-y y^{\mathrm{T}}\right)$, where $Q$ is the orthonormal matrix whose columns are the converged eigenvectors, in place of $\left(I-y y^{\mathrm{T}}\right)(A-\theta I)\left(I-y y^{\mathrm{T}}\right)$ [29]. This is used in some of our experiments.

## 3. Discussion of methods

### 3.1. The operator $M^{-1}(A-\theta I)$

All of the preconditioning methods discussed here use essentially the same operator in their inner loop. This operator is $M^{-1}(A-\theta I)$, with $\theta$ an approximate eigenvalue. GD has this operator with $\theta$


Fig. 1. Spectrum without preconditioning from Example 3.1.
changing every iteration. With PL, the symmetric version of this operator is used during the Lanczos run, and $\theta$ is fixed for each run. RQI has the matrix $M^{-1}(A-\theta I)$ in its inner loop of preconditioned conjugate gradients. The same is true for JD, except that the current approximate eigenvector is deflated out of this operator.

Since these methods are all similar in their core operators, we might expect that they would give similar results. This is not necessarily the case. However, it is safe to say that they all share the same limitation. They can only be as effective as the preconditioned operator $M^{-1}(A-\theta I)$ allows them to be. For the preconditioning to be worthwhile, the spectrum of this operator needs to be a significant improvement over that of the original operator $A$. Let $(\lambda, z)$ be the desired eigenpair. If $\theta$ is approximately equal to $\lambda$, the important operator is $M^{-1}(A-\lambda I)$. This operator has eigenvalue 0 with eigenvector $z$. So it has the correct eigenvector, and a major question is whether the eigenvalue 0 is better separated from the rest of the spectrum than $\lambda$ was in the spectrum of $A$.

We give a couple of examples of how the spectrum of $A$ can be changed by the preconditioning. The matrices are nonsymmetric, even though the focus of this paper is on symmetric problems. This makes the examples more general, and also the spectral plots are more interesting with complex eigenvalues. The first example shows that eigenvalue preconditioning can be effective. Then a case is given where preconditioning does not work well.

Example 3.1. The first matrix has diagonal elements $1,2,3, \ldots, 100$, and all other entries distributed normally with mean 0 and standard deviation 1 . The smallest eigenvalue of $A$ is 0.2787 . We look at the spectrum of $A$ and the spectrum of $N=(D-\theta I)^{-1}(A-\theta I)$, where $D$ is the diagonal matrix with the main diagonal of $A$. Also $\theta=0.28$, which is accurate to two decimal places. See Figs. 1 and 2 for the plots. It is clear that the preconditioned spectrum of $N$ is an improvement over that of $A$. The


Fig. 2. Spectrum with preconditioning from Example 3.1.
desired eigenvalue of $N$ has much better separation relative to the entire spectrum. We give the ratio of the distance to the closest eigenvalue with the distance to the farthest eigenvalue. A smaller ratio can mean the eigenvalue is more difficult to find, although there other factors such as the positioning of the eigenvalues and the degree of nonnormality. The ratio is 0.04 for the smallest eigenvalue of $A$ compared to 0.28 for the eigenvalue of $N$ near zero. This is a significant improvement.

Example 3.2. The second matrix is the same as the first except the diagonal elements are also random. Unlike in Example 3.1, the diagonal of the matrix is not a good approximation to the entire matrix. So we use a larger portion of the matrix as preconditioner. We let $P$ be a band matrix with 49 diagonals of $A$, so $p_{i j}=a_{i j}$ if $|i-j|<25$ and otherwise $p_{i j}=0$. In Figs. 3 and 4, we give the spectrums of $A$ and of $N=(P-\theta I)^{-1}(A-\theta I)$. Here $\theta=-11.16$ is an approximation to the leftmost eigenvalue of $A,-11.1633$. There is very little improvement in the relative separation. For both $A$ and $N$, the ratio of distances to closest and farthest eigenvalues is about 0.16 . It is interesting that in this example, the inaccuracy of $\theta$ is magnified and $N$ 's smallest eigenvalue is not very near to zero. We can get some improvement by using a preconditioner with 99 diagonals of $A$. The ratio of distances to closest and farthest eigenvalues becomes 0.27 , but this is with $75 \%$ of the entries of the matrix used in the preconditioner.

The results in Example 3.2 are not really surprising. It is already known for linear equations that preconditioning a random matrix is difficult. Some structure is needed for effective preconditioning. It is interesting that some theoretical results can be established for preconditioning eigenvalues, just as they can for linear equations. See $[17,12]$ for results about convergence with modified incomplete factorization versus incomplete factorization for matrices from Poisson's equation, and for


Fig. 3. Random matrix from Example 3.2, no preconditioning.


Fig. 4. Random matrix, 49 diagonals preconditioning.
supporting experiments that show the advantage of modified incomplete factorization as the problem size increases.

Next, the differences between the methods are discussed. First, we compare GD with the other approaches, then discuss JD, compare RQI and JD, and finally give relationships and comparisons for JD and PL.

### 3.2. The GD method

GD changes its approximate eigenvalue at every iteration. This is an advantage in that it always uses the best information available. Based on this, it seems that GD will converge in less iterations. Another advantage for GD is that an SPD preconditioner is not required. However, it has the disadvantage of requiring more overhead expenses. Unlike the other methods, it cannot use an efficient Lanczos or CG algorithm. So it may require more CPU time. Restarting reduces the overhead expense but can also slow convergence. For difficult problems that need large subspaces, restarted GD can even end up needing more iterations than other methods. In cases where it is expensive to apply the matrix-vector product and the preconditioner, GD's overhead is not so important, and it may be the best method.

### 3.3. Jacobi-Davidson

The ideal JD operator in the outer loop is $\left(\left(I-y y^{\mathrm{T}}\right)(A-\theta I)\left(I-y y^{\mathrm{T}}\right)\right)^{-1}\left(I-y y^{\mathrm{T}}\right)(A-\theta I)\left(I-y y^{\mathrm{T}}\right)$. We discuss what the deflation of $y$ accomplishes. Without deflation, this ideal operator become the identity matrix and is useless. Normally, an approximation to the inverse is used, so the deflation may not be needed. However, it is reassuring to know that the method does not break down if an approximate inverse is too good. And there is a case where we can expect to have a good approximation. That is when the application of $(A-\theta I)^{-1}$ is accomplished by solving linear equations with an iterative method. Of course, this is the approach of JD.

## 3.4. $R Q I$ and $J D$

The versions of RQI and JD that we used here are similar in that they both have a variant of the preconditioned conjugate gradient method in their inner iteration. However, JD has an advantage which we discuss quickly here. For more, see [10], where the shift-and-invert transform is compared to the Cayley transform. Let $(\lambda, z)$ be the desired eigenpair, and suppose that $\theta$ is converging to $\lambda$. Assume that $(A-\theta I)^{-1}$ is being approximated. Then this approximation does not necessarily have an eigenvector converging to $z$, unless the accuracy increases as $\theta$ becomes more accurate. This greater accuracy corresponds to solving the linear equations in RQI to an increasing degree of accuracy (it may theoretically be possible to have an eigenvector converging to $z$ without increasing the accuracy, with a different choice of starting vectors for the linear solver). Meanwhile, the approximation to $\left(\left(I-y y^{\mathrm{T}}\right)(A-\theta I)\left(I-y y^{\mathrm{T}}\right)\right)^{-1}\left(I-y y^{\mathrm{T}}\right)(A-\theta I)\left(I-y y^{\mathrm{T}}\right)$ in JD does have an eigenvector that converges to $z$. This happens even if the accuracy of the approximation to $\left(\left(I-y y^{\mathrm{T}}\right)(A-\theta I)\left(I-y y^{\mathrm{T}}\right)\right)^{-1}$ does not improve. So in the JD method, the degree of accuracy needed in the solution of the linear equations is not so crucial.

JD also has the small eigenvalue removed from the conjugate gradient loop. This may improve convergence and stability compared to RQI.

## 3.5. $P L$ and $J D$

We now consider PL and JD including how they relate to each other. The PL inner loop is inaccurate because of the effect of the preconditioning (for $\theta$ not yet equal to an eigenvalue, $M^{-1}(A-\theta I)$ does not have the same eigenvector as $\left.A\right)$. This necessitates restarting the loop and the restarting slows down the convergence. It does appear that the stopping test in the Lanczos loop is effective and minimizes the loss. Even with the early termination of the inner loop, the convergence is asymptotically quadratic with respect to the outer loop. The quadratic convergence indicates that the inner loop iteration can run longer as the method proceeds. So the efficiency compared to GD increases as it goes along.

Now with JD, the inner loop solves linear equations instead of an eigenvalue problem. So some effort potentially could be wasted if it goes into improving the linear equation solution in a way that does not eventually benefit the eigenvalue problem. And as with PL, some efficiency may be lost due to the restarts of the inner iteration. However, JD can give asymptotic cubic convergence with proper residual tolerances [6]. So when it is near convergence, its inner loop can be solved longer and still get a benefit.

There actually is a close equivalence between the problems solved in the inner loops of PL and JD. It is well known for an SPD matrix that these two tasks are approximately equivalent: (1) solving linear equations with the conjugate gradient method, (2) using the Lanczos algorithm to compute an eigenvalue added to the spectrum at zero (see, for example, [30]). They are equivalent in the sense that the same polynomial will be effective for both problems. This polynomial needs to be large at zero and small over the spectrum of $A$ (the CG polynomial also needs to be normalized to one at zero). The comparison between PL and JD is somewhat similar, but instead of computing an eigenvalue added to the spectrum, an eigenvalue is removed from the linear equations spectrum. We look at the asymptotic case with $\theta$ equal to the eigenvalue $\lambda$, with eigenvector $z$. For PL, we need a polynomial large at the zero eigenvalue of $M^{-1}(A-\lambda I)$ and small at the other eigenvalues. For JD, the operator in the inner loop is $\left(\left(I-z z^{\mathrm{T}}\right) M\left(I-z z^{\mathrm{T}}\right)\right)^{-1}\left(I-z z^{\mathrm{T}}\right)(A-\lambda I)\left(I-z z^{\mathrm{T}}\right)$. This operator has the same spectrum as in the PL inner loop. The linear equations problem has zero removed from the spectrum, because of the deflation in this operator and the fact that the right-hand side for the linear equations is orthogonal to $y$ (and asymptotically to $z$ ). So we need a polynomial that is one at zero and small over the rest of the spectrum of the JD inner loop operator. This is equivalent to the polynomial for PL. So asymptotically, the two methods solve problems of similar difficulty in their inner loops.

It is argued in [20] that PL is likely to converge to the smallest eigenvalue, although initial convergence can be very slow if there is neither a good starting vector nor an initial estimate for the smallest eigenvalue. Meanwhile, JD can get hung up and converge to the wrong eigenvalue. The inner loop of PL spreads out the spectrum of $M^{-1}(A-\lambda I)$ and can compute a number of approximate eigenvectors (although only one or two are desired and generally only one is an accurate approximation to an eigenvector of A), while JD goes after just one vector in solving its linear equations. This one vector actually may improve approximations to several eigenpairs. Nevertheless, it seems that PL may have an advantage initially. See Example 4.3. On the other hand, in this
situation of a difficult start, some other method might be considered initially. A hybrid approach could begin with application of the Lanczos algorithm with either operator $A$ or $M^{-1}$.

A major advantage for JD is in storage. PL must save all of the Lanczos vectors generated in its inner loop in order to form the Lanczos Ritz vector. But since JD has the conjugate gradient method in its inner loop, the storage demands are minimal. And the number of vectors saved for the outer Rayleigh-Ritz procedure can be kept small if necessary.

## 4. Experiments

In these tests, the number of matrix-vector products (mvps) is listed. An application of the preconditioner accompanies each mvp. CPU time on a Vax is also given. However, the algorithms are not necessarily implemented optimally, so limited attention should be paid to the timings. For instance, the small eigenvalue problems in all methods are solved with Eispack routines [34]. So the solution could perhaps be more efficient, particularly for GD which solves similar problems at every iteration. The Lanczos algorithm does not use partial reothogonalization. For the Rayleigh-Ritz procedures in all methods, basis vectors are reorthogonalized when the vector's norm drops by $90 \%$ during the orthogonalization.

The GD method is restarted when subspaces reach dimension 20. JD has subspaces of maximum size 10 in its outer loop. GD generally needs larger subspaces than JD, because it builds its subspace with a weaker preconditioner than JD uses for its outer subspace. PL-RR restarts the outer RayleighRitz after an eigenvector is computed. To reduce the expense, just two eigenpairs are computed in the inner Lanczos loop of the PL methods. Also, the convergence in the inner loop is checked for the first seven Lanczos steps and then only at multiples of five.

Example 4.1. For testing, we choose a matrix $A$ of dimension 5000. It is tridiagonal with entries $1,2,3, \ldots, 5000$ on the main diagonal and with 0.5 's in all the superdiagonal and subdiagonal positions. The starting vector has elements chosen randomly from the interval ( $-1,1$ ). Two preconditioners of different accuracy are used. Both are fixed diagonal matrices. First $M=$ $\operatorname{Diag}(1.1,1.2,1.3, \ldots, 500.9,501)$ is a $\operatorname{good}$ preconditioner, then $M=\operatorname{Diag}(1.002,1.004,1.006, \ldots$, $10.998,11)$ is a mediocre preconditioner. It is implicitly assumed in these preconditioners that we have 0.0 as an estimate for the desired eigenvalues. So we are using $M=D-0.0 I$ instead of $D-\theta I$. Both PL methods use $\gamma=100$ to shift already converged eigenvectors [20]. We let JD use the initial estimate of 0.0 in place of $\theta$ for the first few outer iterations, because the poor starting vector gives a bad $\theta$. This is switched back once $\theta$ improves (distance from 0.0 less than the eigenvalue residual norm). For this example, deflation of converged eigenvectors is not used in JD, because it does not significantly improve convergence.

The smallest eigenvalue and eigenvector are found first. Then the smallest five eigenvalues are computed. Tables 1 and 2 give the results with the two preconditioners. We see that GD converges in the fewest iterations, but costs more.

There appears to be some inherent loss in going from GD to the double iteration of PL, at least for the good preconditioner case. PL-RR is not a big improvement upon PL. However, for the case of five eigenvalues with the mediocre preconditioner, PL-RR does come close to GD in mvps.

Table 1
Test matrix, good preconditioner

|  | 1 eigenvalue |  |  |  | 5 eigenvalues |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: |
|  | mvps | cpu time |  | mvps | cpu time |  |  |
| GD | 26 | 1.2 | 87 | 4.9 |  |  |  |
| PL | 41 | 0.40 | 183 | 2.2 |  |  |  |
| PL-RR | 41 | 0.41 | 190 | 2.8 |  |  |  |
| RQI | 36 | 0.46 | 308 | 3.6 |  |  |  |
| JD | 38 | 0.47 | 150 | 2.6 |  |  |  |

Table 2
Test matrix, mediocre preconditioner

|  | 1 eigenvalue |  |  |  | 5 eigenvalues |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: |
|  | mvps | cpu time |  | mvps | cpu time |  |  |
| GD | 164 | 8.6 | 641 | 36.2 |  |  |  |
| PL | 207 | 2.1 | 812 | 9.6 |  |  |  |
| PL-RR | 213 | 1.8 | 698 | 8.0 |  |  |  |
| RQI | 237 | 2.1 | 1428 | 11.4 |  |  |  |
| JD | 230 | 1.6 | 869 | 8.2 |  |  |  |

RQI is the slowest method if several eigenvalues are computed. Performance of JD and PL is fairly similar. However, as mentioned earlier, JD uses less storage than PL. When using the poorer preconditioner, PL builds subspaces as large as 85 in the inner Lanczos loop. For tougher problems, even larger subspaces would be needed.

To show that GD can be the best in terms of time, we do an experiment with a similar, but less sparse matrix: 200 elements of value 0.1 are added to each row. We do not give a table, but do compare GD with PL for the good preconditioner. GD takes less time to compute 5 eigenvalues, 13.4 versus 21.8 s .

Example 4.2. In this example we demonstrate that the implementation does matter for a preconditioned method. Simply having the operator $M^{-1}(A-\theta I)$ does not guarantee effectiveness. RQI had some difficulty in the previous example when computing several eigenvalues, but we seek a more dramatic example. One of the simplest preconditioning methods for eigenproblems is to compute $M^{-1}(A-\theta I) y$ as in Davidson's method, but use it as a correction to $y$ instead of applying Rayleigh-Ritz (see [8] for some other simple preconditioning methods). So this simple iteration starts with $y$ and computes a new approximate eigenvector $y-M^{-1}(A-\theta I) y$, where $\theta$ is the Rayleigh quotient of $y$. This new approximation then becomes $y$. This method is tested on the matrix from Example 1 with the good preconditioner. The starting vector has first two components 100 and -50 and the rest random on $(-1,1)$. The true eigenvector is $(0.91,-0.41,0.095,-0.015,0.002, \ldots)^{\mathrm{T}}$. The method did not converge. This is not surprising, since divergence can be expected if any eigenvalues of $I-M^{-1}\left(A-\lambda_{1} I\right)$ are greater than one in magnitude.

Table 3
Test matrix, good prec., different starting vectors

|  | (Random) | $(10$, random $)$ | $(100,-50$, random $)$ |
| :--- | :--- | :--- | :--- |
|  | mvps | mvps | mvps |
| PL-RR | 250 | 149 | 76 |
| JD | - | - | 39 |

Next, we make the method a little more complicated. After $M^{-1}(A-\theta I) y$ is computed, a $2 \times 2$ Rayleigh-Ritz procedure is applied to combine $y$ and $M^{-1}(A-\theta I) y$. So this is equivalent to GD with maximum size subspace of two. This approach did give convergence, even with the random starting vector from Example 4.1. With the good preconditioner, the first eigenvalue was computed with 85 mvps and 1.1 cpu s . This compares to 26 mvps and 1.2 s for GD with subspaces of dimension 20. With the mediocre preconditioner, there is a much bigger difference. The $2 \times 2$ method uses 3663 mvps and 44 s compared to 164 mvps and 8.6 s for GD (and only 1.6 s for JD). This is similar to large Krylov subspaces being better than either power method or dimension two Krylov subspaces. And large Krylov subspaces are especially important for tough problems.

Example 4.3. We compare PL-RR to JD with the assumption that there is neither an eigenvalue estimate available nor an extremely accurate eigenvector approximation. Three starting vectors are used. The first has all entries random on $(-1,1)$. The second has first component 10 and the others random. The third has first entries 100 and -50 , as mentioned in the previous example. Even though this last vector is better, its Rayleigh quotient is 293.3, not near the desired eigenvalue. The PL inner loop is limited to 20 steps, but a better stopping test is needed for the Lanczos loop in this situation of a poor starting vector. JD does not use 0.0 in place of $\theta$ initially, as in the earlier tests. The good preconditioner from Example 4.1 is used, except it is shifted by $\theta$, and absolute values are taken of negative elements. The results are given in Table 3. JD does not converge for the poorer vectors. It gets hung up searching for wrong eigenvalues. The same thing can happen to GD and RQI. PL separates out the eigenvectors in its inner loop and does not focus so much on the eigenvector nearest the current $\theta$ (see the discussion in Section 3.5).

Example 4.4. We next look at a situation where JD works better than PL. A bad preconditioner is chosen. It actually has a detrimental effect. PL approximately computes an eigenvector of $M^{-1}(A-$ $\theta I)$. So if that eigenvector is distorted away from the eigenvector of $A$ by the preconditioner, the method may have trouble until $\theta$ is very near $\lambda$. For JD, poor preconditioning may slow the solution of the linear equations, but does not change the vector that the method is trying to compute. To elaborate on this, we note that if both PL and JD solve their inner loops to full accuracy, JD is not affected by the distortion of the preconditioner. PL is affected.

We let the preconditioner be $M=L L^{\mathrm{T}}$, where $L$ is lower bidiagonal with 0.95 's on the main diagonal and l's on the subdiagonal. The matrix is the same as in the earlier examples, but because of the bad preconditioning, we use $n=200$ instead of 5000 . All inner loops are limited to 200 iterations. The starting vector is all random. To find the smallest eigenvalue, JD uses 1164 matrixvector products. PL requires 3436 . The bad preconditioning does have a stronger effect on PL.

Table 4
Sherman1 matrix, inc. fact. preconditioner

|  | 1 eigenvalue |  |  |  | 5 eigenvalues |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: |
|  | mvps | cpu time |  | mvps | cpu time |  |  |
| GD | 42 | 0.7 | 182 | 2.4 |  |  |  |
| PL | 66 | 0.4 | 467 | 1.5 |  |  |  |
| PL-RR | 66 | 0.4 | 365 | 1.5 |  |  |  |
| RQI | 99 | 0.5 | 616 | 2.1 |  |  |  |
| JD | 52 | 0.4 | 351 | 1.6 |  |  |  |

Table 5
Sherman1 matrix, diagonal preconditioner

|  | 1 eigenvalue |  |  |  | 5 eigenvalues |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: |
|  | mvps | cpu time |  | mvps | cpu time |  |  |
| GD | 528 | 5.3 |  | 2080 | 20.4 |  |  |
| PL | 473 | 1.2 | 2073 | 6.4 |  |  |  |
| PL-RR | 432 | 1.3 | 1537 | 4.7 |  |  |  |
| RQI | 614 | 1.7 | 3107 | 7.0 |  |  |  |
| JD | 522 | 1.4 | 1541 | 4.2 |  |  |  |

Example 4.5. Next, we run tests similar to those in Example 4.1, but with the matrix Sherman1 from the Harwell-Boeing collection [5]. The matrix is dimension 1000. The smallest eight eigenvalues are $0.00032,0.00102,0.00111,0.00151,0.00192,0.00205,0.00209$ and 0.00210 , and the largest is 5.04 . So some of the small eigenvalues are close together. A good preconditioner is incomplete factorization [14] of $A$ with no fill-in, and a mediocre preconditioner is diagonal preconditioning. Note that with incomplete factorization, only one factorization is done, and the matrix is not shifted before the factoring. So the estimated value 0.0 is assumed to be known for the smallest eigenvalues. JD again uses that estimate initially in place of $\theta$. Here JD does deflate out converged eigenvectors. The PL methods use $\gamma=0.01$ to remove converged eigenvectors. The results are given in Tables 4 and 5. Note that PL-RR and JD use similar numbers of matrix-vector products. Both require less iterations than GD for finding five eigenvalues with diagonal preconditioning. PL-RR performs significantly better than PL, so the outside Rayleigh-Ritz seems worthwhile. The RQI algorithm here works much better in this situation of close eigenvalues than the algorithm used in [20] (some eigenvalues were skipped). The outside Rayleigh-Ritz loop makes a big difference.

## 5. Conclusion

We have discussed that preconditioning methods are generally related by their use of the same operator, $M^{-1}(A-\theta I)$. So convergence rates are often similar, but the implementation can make a difference.

We give some conclusions about the methods compared in this paper. GD is expensive compared to the other methods when matrix-vector products are cheap. JD and RQI require the least memory.

PL-RR is likely to use the most memory. JD and PL-RR usually have similar performance for the examples discussed here. However, PL-RR is more sensitive to a bad preconditioner than JD. And JD is less robust than PL-RR when the starting vector is poor.

We cannot recommend just one method as being best. However, JD is reliable and efficient if the starting vector is good. And an initial subspace can be computed for JD with another method. PL-RR is a possible initial method, but perhaps better would be a Lanczos method using operator $A$ or $M^{-1}$, since PL is not immune to initial problems [15, pp. 99-101]. We also note that GD is likely best if the matrix-vector product is quite expensive.

While this paper deals with the symmetric case, much of the discussion carries over for nonsymmetric problems. It would be interesting to continue the comparisons for that case, and for interior eigenvalue problems and generalized eigenvalue problems.
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#### Abstract

The same number of parameters determine a tridiagonal matrix $T$ and its triangular factors $L, D$ and $U$. The mapping $T \rightarrow L D U$ is not well defined for all tridiagonals but, in finite precision arithmetic, $L, D$ and $U$ determine the entries of $T$ to more than working precision. For the solution of linear equations $L D U \boldsymbol{x}=\boldsymbol{b}$ the advantages of factorization are clear. Recent work has shown that $L D U$ is also preferable for the eigenproblem, particularly in the symmetric case. This essay describes two of the ideas needed to compute eigenvectors that are orthogonal without recourse to the Gram-Schmidt procedure when some of the eigenvalues are tightly clustered. In the symmetric case we must replace $T$, or a translate of $T$, by its triangular factors $L D L^{\mathrm{t}}$. (C) 2000 Elsevier Science B.V. All rights reserved.


## 1. Introduction and representations

This essay needs justification because it examines a problem that has been considered as solved for several decades: the symmetric eigenproblem for dense matrices. Section 2 describes the methods that have been used with satisfaction for a long time. However in 1995 there was a little trouble in Paradise. A team of computational chemists at Pacific Northwest Laboratories found that certain problems of order 1000-2000 were taking much longer than expected using the best available software. On investigation it turned out that in a three-stage process the middle part, which should have been negligible, was consuming $80 \%$ of the time. Further probing showed that $95 \%$ of the eigenvalues were judged by the program to be in a tight cluster (they all agreed to four or more decimals) and so the Gram-Schmidt orthonormalizing process was invoked to make sure that the computed eigenvectors were indeed orthonormal to working accuracy. Because the cluster was so large what is normally an $\mathrm{O}\left(n^{2}\right)$ process, for $n \times n$ matrices, turned into an $\mathrm{O}\left(n^{3}\right)$ marathon, see $[11,8]$. This incident provoked some interesting lines of thought. The conservative view would cite the inherent limitations of working in fixed precision arithmetic and would argue that very difficult

[^13]calculations should take more effort. This conservative view could be amplified and made quite persuasive. One central fact is that when the matrix elements are known to working precision, say 8 or 16 decimal places, then the eigenvalues and eigenvectors inherit a level of uncertainty that sets a limit on how accurately they can be computed. Indeed the closer some eigenvalues cluster together the less well determined are their eigenvectors. In the limit, for a multiple eigenvalue, it is only the eigenspace that is defined, there is no distinguished basis of eigenvectors. Consequently, extra measures, such as the Gram-Schmidt process, must be invoked to ensure that the program returns orthogonal eigenvectors for tight clusters of eigenvalues.

A different reaction to the 1995 revelation is to wonder whether there is a way to wriggle out of these difficult situations and to attain the following ambitious goal: given a $n \times n$ real symmetric tridiagonal matrix $T$ compute its eigenvalues and then send each eigenvalue, with a copy of $T$, to its own processor. Each processor computes its eigenvector, all at the same time, and the outputs turn out to be orthogonal to working precision without the need to check. That would be nice!

When the eigenvalues are nearly uniformly spaced in the spectrum then current methods can realize the goal. What might we do when several eigenvalues agree to 4 or 8 or 12 decimals?

There is a method, developed by Dhillon and me from 1996 to 1999 , and software to implement it, but several new ideas are needed to justify the whole procedure and only one or two themes will be described in this essay. Section 4 shows the method in action on a $4 \times 4$ example. Before launching into more detail it is helpful to recall two key facts. First, eigenvectors are invariant under translation (or shifting) $T \rightarrow T-\sigma I$. Second, there is no loss in assuming that the next-to-diagonal entries $(i, i+1)$ and $(i+1, i)$ do not vanish, $i=1,2, \ldots, n-1$. In that case the true eigenvalues are distinct and the eigenvectors are well defined even though some eigenvalues may be equal to working precision. This is a subtle property of the tridiagonal form. Thus, there is a basis of eigenvectors even when some eigenvalues appear multiple to working precision. We can aim to compute extremely accurate eigenvectors and then orthogonality would follow automatically since the 'true' eigenvectors have this property.

We now describe the first of the new themes. The radical new goal is to compute an approximate eigenvector $\boldsymbol{x},\|\boldsymbol{x}\|=1$, for a given approximate eigenvalue $\hat{\lambda}$ with the relative residual property

$$
\begin{equation*}
\|T \boldsymbol{x}-\boldsymbol{x} \hat{\lambda}\|=\mathrm{O}(n \varepsilon)|\hat{\lambda}|, \quad \text { not just } \mathrm{O}(n \varepsilon\|T\|) \tag{1}
\end{equation*}
$$

where $\varepsilon$ is the roundoff unit and we regard two normalized vectors $\boldsymbol{u}$ and $\boldsymbol{v}$ as orthogonal to working precision if

$$
\begin{equation*}
\left|\boldsymbol{u}^{\mathrm{t}} \boldsymbol{v}\right|=\mathrm{O}(n \varepsilon) \tag{2}
\end{equation*}
$$

We use big O notation to hide some modest constant between 1 and 100. Unfortunately (1) is not achievable for the simple reason that $\lambda$ is not always defined to high relative accuracy by $T$. Here $\lambda$ is the eigenvalue of $T$ closest to $\hat{\lambda}$. This means that small relative uncertainty in $T$ 's entries may cause large relative uncertainties in tiny eigenvalues. A simple but mild example of this phenomenon is a Toeplitz matrix $a+b\left(N+N^{\mathrm{t}}\right)$ where $N$ is the $n \times n$ Jordan block with eigenvalue 0 . For $n=4$,

$$
N=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right) .
$$

When $b=1, a=-2$ we obtain the second difference matrix whose eigenvalues lie in $(-4,0)$. The one closest 0 is $-4 \sin ^{2}(\pi / 4 n) \approx-(\pi / 2 n)^{2}$. Take $n=10^{3}$ and change $a$ from -2 to $-2\left(1-10^{-8}\right)$ to find that $\lambda_{\text {min }}$ changes to $\lambda_{\text {min }}\left(1-\frac{4}{5} 10^{-2}+\mathrm{O}\left(10^{-4}\right)\right)$, a large relative change. The example is mild because the eigenvalues are not severely clustered. More complicated examples show this phenomenon of large relative changes in the smallest eigenvalues for small values of $n$, say $n=4$, see [7] and Section 4.
In order to achieve (1) it is not only necessary that each small eigenvalue, such as $\lambda$, be determined to high relative accuracy (by $T$ ) but we must find an algorithm that will approximate $\lambda$ by $\hat{\lambda}$ to high relative accuracy. If, for example, $|\lambda|=10 n \varepsilon$ then the residual norm in (1) must achieve the very small value $\mathrm{O}\left(n^{2} \varepsilon^{2}\right)$.

Although there are special classes of tridiagonals that do define their small eigenvalues to high relative accuracy, see [2], the property fails most of the time.
In conclusion (1) seems to be an unattainable goal. At this low point we must emphasize, briefly, why (1) is so desirable. There is a well-known error bound that is, in addition, a fairly realistic estimate of the error (angle) between the $\boldsymbol{x}$ achieving (1) and the true eigenvector $\boldsymbol{s}$ for $\lambda$, the eigenvalue closest to $\hat{\lambda}$. This result is not restricted to tridiagonals, see [18] for a proof.

Theorem 1. Let $T$ be real symmetric, $T \boldsymbol{s}=\boldsymbol{s} \lambda$, where $\lambda$ is the eigenvalue closest to $\hat{\lambda}$. For any $\boldsymbol{x},\|\boldsymbol{x}\|=1$, and any $\hat{\lambda}$,

$$
\begin{aligned}
& \sin |\angle(x, s)| \leqslant \frac{\|T \boldsymbol{x}-\boldsymbol{x} \hat{\lambda}\|}{\operatorname{gap}(\hat{\lambda})} \\
& \operatorname{gap}(\hat{\lambda})=|\mu-\hat{\lambda}|, \mu \text { is the eigenvalue }(\neq \lambda) \text { closest to } \hat{\lambda} .
\end{aligned}
$$

If (1) holds then the theorem assures us that

$$
\sin |\angle(x, s)| \leqslant \frac{\mathrm{O}(n \varepsilon)|\hat{\lambda}|}{|\mu-\hat{\lambda}|} \approx \frac{\mathrm{O}(n \varepsilon)}{\operatorname{relgap}(\hat{\lambda})},
$$

where

$$
\operatorname{relgap}(\lambda)=\frac{|\lambda-\mu|}{|\lambda|}
$$

If (1) holds then

$$
\frac{|\hat{\lambda}-\mu|}{|\hat{\lambda}|} \approx \frac{|\lambda-\mu|}{|\lambda|} .
$$

For example, if $\|T\|=1, \lambda=10^{-18}$ and $\mu=10^{-19}$ then relgap $(\lambda)=0.9$ and $\boldsymbol{x}$ is a very accurate approximation to $\boldsymbol{s}$. For more details see [16].

The message here is that if (1) can be achieved then very accurate eigenvectors can be produced for all eigenvalues with large relative gaps. The next link in the chain of ideas is the simple observation that relative gaps may be increased by a suitable shift of origin whereas absolute separation between eigenvalues is invariant since $|(\lambda-\sigma)-(\mu+\sigma)|=|\lambda-\mu|$.

Now we return to (1). The big new idea is to get rid of $T$ ! To convey the idea in a simple way consider the case when $T$ is positive definite and so $T$ permits a Cholesky decomposition

$$
\begin{equation*}
T=L L^{\mathrm{t}} \tag{3}
\end{equation*}
$$

where $L$ is lower bidiagonal. In 1967 Kahan proved that all the eigenvalues of $L L^{t}$ are determined to high relative accuracy by the entries of $L$, not those of $T$. Today there are easy proofs of this result, see $[9,10]$, and there is more than one way to compute the eigenvalues to this high accuracy. Of itself this result does not guarantee (1) but it is an essential element. That is the first theme. A method we shall not describe here, see [15], permits (1) to be achieved with $L L^{\mathrm{T}}$ replacing $T$.

Now we turn to a different theme. As suggested by the earlier remarks on relative gaps in the spectrum it may be necessary to shift the origin and use triangular factorization

$$
\begin{equation*}
T-\tau I=L L^{\mathrm{t}}-\tau I=L^{(1)} D_{+} L^{(1)^{\mathrm{t}}} \tag{4}
\end{equation*}
$$

where $L^{(1)}$ is a unit lower bidiagonal matrix containing the multipliers and $D_{+}$is a diagonal matrix holding the 'pivots'. There is no general statement on how well the entries of $L^{(1)}$ and $D_{+}$determine the eigenvalues of $L^{(1)} D_{+} L^{(1)^{t}}$ but the results in [17] show that for most values of $\tau$ these factors $L^{(1)}$ and $D_{+}$do give high relative accuracy for the small eigenvalues. There is nothing sacred in factoring from top to bottom. We can use as well a factorization from bottom to top:

$$
\begin{equation*}
T-\tau I=L L^{\mathrm{t}}-\tau I=U^{(1)} D_{-} U^{(1)^{\mathrm{t}}} \tag{5}
\end{equation*}
$$

where $U^{(1)}$ is a unit upper bidiagonal matrix and $D_{-}$is diagonal. In fact, there is a whole family of $n$ twisted factorization of $T-\tau I$ and they all use the same number of parameters, namely $2 n-1$, see [17].

The implication of the preceding remarks is that we can compute very accurate eigenvectors if we can find representations, such as $L^{(1)} D_{+} L^{(1)^{t}}$, that define their small eigenvalues to high relative accuracy. Recall that each shift changes the eigenvalues. However, one new representation will not (usually) suffice. We will need several representations, such as in (4), for different values of $\tau$. We will compute a subset of eigenvectors for each representation. This raises a new difficulty. When we change from one representation to another, say $\stackrel{\circ}{L} \stackrel{\circ}{D}{ }^{\circ}{ }^{\mathrm{t}}=L D L^{\mathrm{t}}-\tau I$, we wonder whether the inevitable roundoff errors in computing $\stackrel{\circ}{L}$ and $\stackrel{\circ}{D}$ from $L, D$, and $\tau$ will break the link between the eigenvectors computed from $L$ and $D$ to those computed from $\stackrel{\circ}{L}$ and $\stackrel{\circ}{D}$. Fortunately, the recently discovered differential stationary qd algorithms, see [12], give a way to switch between representations and preserve high relative accuracy. That is the second theme and extends to nonsymmetric tridiagonals and is the topic of Section 3. Section 4 shows the new method in action on a difficult $4 \times 4$ example and Section 5 shows what extends to the nonsymmetric case and what still needs to be done.

## 2. The classical methods

As soon as digital computers became available to scientists around 1950 the search was begun for eigenvalue algorithms that were robust when executed in finite precision arithmetic. In 1954, very early in the game, Wallace Givens came up with a method for a symmetric matrix $A$ that has stood with little change for over 40 years. The defects of using the characteristic polynomial were quickly grasped. No one would like to meet a polynomial of degree 1000 on a dark night. It is extremely
volatile and prone to blow up under the slightest provocation. A promising alternative is to employ explicit similarity transformations until $A$ turns into $\Lambda$ diagonal. In principle, an infinite sequence of similarities is needed to reach $\Lambda$ and that brings on tricky questions of when to stop.

Givens proposed a compromise between the two approaches (explicit similarities and the characteristic polynomial) given above. The method has three distinct stages.

Phase 1: Reduce $A$ to tridiagonal $T$ by a finite sequence of plane rotations designed to eliminate one nontridiagonal entry at a time and preserve all previously created zero entries. Thus,

$$
\begin{equation*}
T=G_{s}^{*} \cdots G_{1}^{*} A G_{1} \cdots G_{s}=F^{*} A F \tag{6}
\end{equation*}
$$

where

$$
s=\binom{n-2}{2}
$$

and $G$ alters only two columns. The $G$ 's are accumulated into $F$ and this phase costs $\mathrm{O}\left(n^{3}\right)$ operations.

Phase 2: Apply 'bisection' to any given interval to find all, or some eigenvalues of $T$ to full precision (relative to $\|T\|$ ) or less. The tool is Sylvester's Inertia theorem applied to Gaussian elimination without interchanges. Let $T-\tau I=L D L^{\mathrm{t}}$. Sylvester's Inertia theorem says the number of eigenvalues less than $\tau$ equals the number of negative entries on $D$ 's diagonal. Once an interval contains a single eigenvalue bisection may be continued until a designated number of correct digits is obtained. The cost of each factorization is $2 n$ operations, and so the cost of computing $k$ eigenvalues is $\mathrm{O}(k n)$.

In his original technical report Givens did not invoke Sylvester's Inertia theorem nor triangular factorization. Instead he used a more complicated mechanism with a three-term recurrence and Sturm sequences but the two approaches are equivalent in exact arithmetic but Givens had to worry about over/underflow.

In order to compute the eigenvector belonging to a computed eigenvalue $\hat{\lambda}$ Givens solved ( $T-$ $\hat{\lambda} I) \boldsymbol{x}=\boldsymbol{e}_{n}$, where $\boldsymbol{e}_{j}$ is the $j$ th column of the identity matrix $I$. This was the least successful feature of his method. Any fixed right-hand side will lead to trouble on some matrices. We now know that it is important to choose the right-hand side carefully, see [15] for more details. Again the cost for $\boldsymbol{x}$ is $\mathrm{O}(n)$ so Phase 2 is an $\mathrm{O}(k n)$ process for $k$ eigenpairs. As indicated in Section 1 numerical orthogonality depends on the separation of the eigenvalues and a Gram-Schmidt post-processing has to be available.

Phase 3: Let $T=S \Lambda S^{\mathrm{t}}$. If the eigenvectors $Z$ of $A$ are wanted then $S$ is mapped into $Z$ via $Z=F S$. This is an $\mathrm{O}\left(n^{3}\right)$ process. $F$ need not be found explicitly but can be represented by the sequence of $G^{\prime}$ s given in (6). If only k eigenvectors are wanted the cost reduces to $\mathrm{O}\left(k n^{2}\right)$.

Finally, Givens produced an error analysis in fixed-point arithmetic showing that the computed eigenvalues were the exact eigenvalues of a matrix close to $T$ or $A$. This was one of the earliest instances of a 'backward' error analysis: the computed quantities solve exactly a nearby problem. It is worth emphasizing that a backward error analysis is not possible for all algorithms.

There is little to add for the task of computing a subset of eigenpairs. There is an alternative to Phase 2 when all eigenvalues are wanted. The QR algorithm, see [13,5], is applied to $T$ yielding $\Lambda=R_{p}^{*} \cdots R_{1}^{*} T R_{1} \cdots R_{p}$ where each $R_{i}$ is a plane rotation $G$ and $p$ is the number of iterations used in the QR algorithm. Then $S=R_{1} \cdots R_{p}$ and this accumulation of plane rotations produces an $S$ that is
orthogonal to working accuracy however close the eigenvalues may be. The price for this desirable property is an $\mathrm{O}\left(n^{3}\right)$ algorithm for the spectral factorization of $T$. Since Phases 1 and 3 are $\mathrm{O}\left(n^{3}\right)$ what is wrong with having Phase 2 also $\mathrm{O}\left(n^{3}\right)$ ? Answer: the constant behind O is too big.

## 3. Changing representations

In this section we consider tridiagonals that are not necessarily symmetric. Instead of $T-\sigma I=L D L^{\mathrm{t}}$ we will have $T-\tau I=L U$. We normalize our matrices in a way that would destroy symmetry. Any tridiagonal with nonzero off-diagonal entries is said to be unreduced. Any unreduced tridiagonal is diagonally similar to one with all super-diagonal entries equal to $1 ; \Delta T \Delta^{-1}=J$. We designate such matrices by $J$ and note that the number of free parameters in $J$ is $2 n-1$ for $n \times n$ cases. If $J$ permits triangular factorization, $J=L U$, then we write

$$
\begin{aligned}
& L=\operatorname{bidiag}\left(\begin{array}{cccccccc}
1 & 1 & 1 & . & 1 & & 1 \\
& e_{1} & e_{2} & \cdot & \cdot & e_{n-1}
\end{array}\right), \\
& U=\operatorname{bidiag}\left(\begin{array}{llllllll} 
& 1 & 1 & . & 1 & & 1 \\
q_{1} & q_{2} & . & . & q_{n-1} & q_{n}
\end{array}\right) .
\end{aligned}
$$

An attractive feature of this notation is that $U L$ is also a $J$-matrix and that feature is exploited later in the section.

Section 1 emphasized the advantages of exploiting the shift invariance of eigenvectors. Suppose that $L$ and $U$ determine well the eigenvalues of $J$. When we need a new representation, for $J-\sigma I$ say, we must compute $\stackrel{\circ}{L}$ and $\stackrel{\circ}{U}$ satisfying

$$
\stackrel{\circ}{L} \stackrel{\circ}{U}=J-\sigma I=L U-\sigma I .
$$

There are (at least) two ways to compute $\stackrel{\circ}{L}$ and $\stackrel{\circ}{U}$ from $L, U$, and $\sigma$. The first is called the stationary qd-algorithm stqds by Rutishauser, see [22].

The algorithm can be derived by equating entries on each side of $\stackrel{\circ}{L} \stackrel{\circ}{U}=L U-\sigma I$ in the appropriate order.

$$
\begin{array}{ll}
\operatorname{stqds}(\sigma): & \stackrel{\circ}{q_{1}}=q_{1}-\sigma \\
& \text { for } i=1, n-1 \text { do } \\
& \stackrel{\circ}{e}_{i}=e_{i} q_{i} / \stackrel{\circ}{q}_{i} \\
& \stackrel{\circ}{q}_{i+1}=e_{i}+q_{i+1}-\sigma-\stackrel{\circ}{e}_{i} \\
& \text { end for }
\end{array}
$$

Unfortunately, when executed in finite precision arithmetic, this algorithm is not accurate enough to connect one representation to the other by making small relative changes to the parameters $q$ and $e$. There is more discussion of this point later in this section. Fortunately, there is an alternative implementation. It is easy to miss and Rutishauser never published it and seems to have discovered it only in the last two years of his life. The alternative was found independently of Rutishauser by Fernando and Parlett as recently as 1991 and in another context, see [12]. It is called the differential
stationary qd algorithm and so the old name is prefixed with a little d.

$$
\begin{array}{cl}
\operatorname{dstqds}(\sigma): & s_{1}=-\sigma \\
& \text { for } i=1, n-1 \text { do } \\
& \circ_{i}=s_{i}+q_{i} \\
\stackrel{\circ}{e}^{\circ}=e_{i} q_{i} / \stackrel{\circ}{q}_{i} \\
s_{i+1}=s_{i} q_{i} / \stackrel{\circ}{q}_{i}-\sigma \\
& \text { end for } \\
\stackrel{\circ}{q_{n}}=s_{n}+q_{n}
\end{array}
$$

The auxiliary variable is called $s_{i}$ and the new value $s_{i+1}$ may be written over the old $s_{i}$. The essential property of the new algorithm is that it enjoys mixed relative stability. What does this mean?

Let $\stackrel{\circ}{L}$ and $\stackrel{\circ}{U}$ now denote the bidiagonal matrices actually computed by $\operatorname{dstqds}(\sigma)$ in the computer. Then there exist special tiny end-figure changes to the entries of $L, U, \stackrel{\circ}{L}, \stackrel{\circ}{U}$ giving new matrices $\bar{L}, \bar{U}, \tilde{L}, \tilde{U}$, respectively, such that

$$
\tilde{L} \tilde{U}=\bar{L} \bar{U}-\sigma I
$$

exactly. The necessary change in most of the entries is two units (bits) in the last place held (i.e. in the last digit) and none exceeds four. Thus, the eigenvectors of $\tilde{L} \tilde{U}$ are identical to those of $\bar{L} \bar{U}$ and we only have to make sure that $\stackrel{\circ}{L}, \stackrel{\circ}{U}$ determine the (small) eigenvalues of $\stackrel{\circ}{L} \stackrel{\circ}{U}$ together with the associated eigenvectors to high relative accuracy. In addition $L, U$ must also determine those same eigenvectors to high relative accuracy. Symmetry is not essential.

It should be mentioned that when the original matrix is symmetric then there is a minor variation of dstqds that uses, not $L$ and $U$ but $L$ and $D$ where $L D L^{t}$ is the matrix in question. The same stability results hold with minor variations in the details, see [7,16]. That relative stability property of dstqds is the second ingredient in the method for computing accurate eigenvectors. It permits us to relate the eigenvectors computed from different representations to the eigenvectors of one single matrix $L L^{\mathrm{t}}$ or $L D L^{\mathrm{t}}$.

There is an essential component of the new method that has not been discussed so far. How can one calculate the eigenvalues of $L L^{t}$ or $L D L^{t}$ to high relative accuracy? In the symmetric case there is a variant of the well-known bisection algorithm, see [5], that may be used. This technique is effective for refining eigenvalues already known to good accuracy but is slow as a general tool. There is a much faster method, discovered in 1991/1992 by Fernando and Parlett, see [12], that computes the eigenvalues of $L L^{\mathrm{t}}$ using the ideas in this section.

If $J=L U$ then the LR transform of $J$ is $\hat{J}=U L$. When shifts are incorporated we obtain

$$
\begin{aligned}
\operatorname{LR}(\tau): & \text { factor } \quad J-\tau I=L U \\
& \text { form } \hat{J}=U L+\tau I
\end{aligned}
$$

Thus $\hat{J}=L^{-1}(J-\tau I) L+\tau I=L^{-1} J L$.

The LR algorithm consists of iterating the LR transform with well chosen shifts. It was presented by Rutishauser in 1957, see [21], along with a proof of its surprising convergence property. For simplicity take all shifts to be zero. Then if $J$ has eigenvalues with distinct absolute values and if the factorization does not fail then, very slowly, the $q$-values tend to the eigenvalues in monotonic decreasing order, i.e., $q_{n}$ tends to the eigenvalue closest to 0 . The $e$-values tend to zero.

Rutishauser implemented the LR transform so that $\hat{J}$ overwrote $J$ with no explicit reference to $L$ and $U$. Today the LR algorithm is remembered, if at all, as the algorithm that led to the celebrated QR algorithm which is a little slower than LR but never breaks down and is backward stable.

With our preference for $L, U$ over $J$ we let $\hat{J}=\hat{L} \hat{U}$ and want to compute $\hat{L}$ and $\hat{U}$, without reference to $J$ from $\hat{L} \hat{U}=U L-\tau I$. This may be accomplished by the qds algorithm that was discovered by Rutishauser in 1953/54, see [20], some years before he saw that qds was equivalent to LR in exact arithmetic.

$$
\begin{array}{ll}
\operatorname{qds}(\tau): & \hat{q}_{1}=q_{1}+e_{1}-\tau \\
& \text { for } i=1, n-1 \text { do } \\
& \hat{e}_{i}=e_{i} * q_{i+1} / \hat{q}_{i} \\
& \hat{q}_{i+1}=q_{i+1}+e_{i+1}-\tau-\hat{e}_{i} \\
& \text { end for }
\end{array}
$$

This is not the most accurate implementation. There is a differential form of $\mathrm{qds}(\tau)$ that was discovered by Fernando and Parlett as late as 1991, see [12].

$$
\begin{array}{cl}
\operatorname{dqds}(\tau): & p_{1}=q_{1}-\tau \\
& \text { for } i=1, n-1 \text { do } \\
& \hat{q}_{i}=p_{i}+e_{i} \\
\hat{e}_{i}=e_{i} * q_{i+1} / \hat{q}_{i} \\
p_{i+1}=p_{i} * q_{i+1} / \hat{q}_{i}-\tau \\
& \text { end for } \\
\hat{q}_{n}=p_{n}
\end{array}
$$

An examination of both algorithms shows that the shift is not restored; $\hat{J}=\hat{L} \hat{U}=U L-\tau I$. Thus all eigenvalues have been reduced by $\tau$. This feature has advantages although it is troublesome to people familiar with the QR algorithm. It becomes necessary to keep a running sum $\sigma$ of all shifts used in order to recover the original eigenvalues. In practice, with dqds, the program checks when $e_{n-1}$ and $q_{n}$ are both negligible and then records $\sigma$ as an eigenvalue and reduces the order $n$ by 1 .

The advantage of dqds over qds is that it enjoys high mixed relative stability even in the presence of element growth. Small end-figure changes to the input $L, U$ and to the output $\hat{L}, \hat{U}$ give an exact transformation and this feature permits all the eigenvalues to be computed to high relative accuracy in the positive case. When the original $J$ comes from a positive definite symmetric matrix $T$, via $J=\Delta T \Delta^{-1}$, then all $q$ 's and $e$ 's will be positive. The shifts must be chosen carefully and details can be found in [12,19]. The latest implementation is in LAPACK, see [1], and is almost as fast as the root free QR method that computes eigenvalues with errors $\mathrm{O}(\varepsilon||T||)$, not $\mathrm{O}(\varepsilon|\lambda|)$.

Apart from its use in computing eigenvalues the dqds $(\sigma)$ transform plays a role in computing 'twisted' factorizations of tridiagonals that are needed in the course of computing eigenvectors. We omit this material and refer the reader to $[15,16]$.

## 4. A small example

The ideas sketched in Section 1 may be illustrated on a $4 \times 4$ matrix. This matrix is similar to one used by Dhillon in his dissertation [7]. It is contrived to produce an intermediate representation $\left(L D L^{\mathrm{t}}\right)$ that looks bad because it suffers severe element growth, $\|L\|=10^{7}\|T\|$. Nevertheless the representation is good enough for its special purpose.

Let $\varepsilon$ denote the roundoff unit for Matlab $\left(=2 \times 10^{-16}\right)$ and let $\eta:=\sqrt{\varepsilon}$. The tridiagonal $T$ is given by

$$
\begin{aligned}
& \text { diagonal }=(1+\eta, 1-2 \eta, 1+3 \eta, 1+2 \eta) \\
& \text { off-diagonal }=(\sqrt{2} / 2, \sqrt{2} / 2, \eta)
\end{aligned}
$$

The eigenvalues are, approximately,

$$
-\varepsilon, \quad 1+\frac{4}{3} \eta, \quad 1+\frac{8}{3} \eta, \quad 2+\varepsilon
$$

| Off-diag | Diag | Eigenvalues |
| :---: | :---: | :---: |
| $7.071067811865476 \mathrm{e}-01$ | $1.000000014901161 \mathrm{e}+00$ | $2.000000000000001 \mathrm{e}+00$ |
| $7.071067811865476 \mathrm{e}-01$ | $9.999999701976776 \mathrm{e}-01$ | $1.000000040339034 \mathrm{e}+00$ |
| $1.490116119384766 \mathrm{e}-08$ | $1.000000044703484 \mathrm{e}+00$ | $1.000000019265610 \mathrm{e}+00$ |
| 0 | $1.000000029802322 \mathrm{e}+00$ | $-6.890205972143757 \mathrm{e}-16$ |

Matlab has no trouble computing an orthonormal set of eigenvectors because it uses the QR algorithm. We ignore the extreme eigenvalues and focus on the pair close to 1 whose separation is $\frac{4}{3} \eta=\mathrm{O}(\sqrt{\varepsilon})$.

First we performed standard inverse iteration using a good starting vector. Each computed vector $\boldsymbol{x}$ has an excellent residual norm; $\|T \boldsymbol{x}-\boldsymbol{x} \lambda\|=\mathrm{O}(\varepsilon)$. The dot product between them is

$$
\mathrm{O}(\sqrt{\varepsilon})=\frac{\mathrm{O}(\varepsilon)}{\mathrm{gap}}=\frac{\mathrm{O}(\varepsilon)}{4 / 3 \eta}
$$

as expected by standard theory, see Section 1. This is not good enough.
Next, we pursued a simple variation of inverse iteration. Since our two eigenvalues agree to eight decimals we may translate $T$ to $T-I$ and find that the shifted eigenvalues have no digits in common. We try inverse iteration again, using $T-I$, and find an improvement. The dot product is $10^{-10}$ instead of $10^{-8}$. This is not good enough. The calculations are shown in Fig 1.

Before proceeding to the central idea of new representations we discuss the starting vector for inverse iteration. The last entry in the two eigenvectors we seek is dominant and, in order to keep the example simple, we choose a special multiple of $e_{4}:=(0,0,0,1)^{\mathrm{t}}$ as the starting vector in all cases.

This special multiple simplifies the calculations. In each case we factor a nearly singular matrix

$$
\stackrel{\circ}{L} \stackrel{\circ}{D} \stackrel{\circ}{\mathrm{t}}^{\mathrm{t}}-\tau I=L D L^{\mathrm{t}}
$$

and the approximate eigenvector $\boldsymbol{x}$ is computed from

$$
L D L^{\mathrm{t}} \boldsymbol{x}=\boldsymbol{e}_{4} \mu
$$

| Eigenvalues |  |  |
| :---: | :---: | :---: |
| $\lambda \quad$ (for $T$ ) |  | $\mu \quad$ (for $T-I)$ |
| -6.890205972143757e-16 |  | $-1.000000000000000 \mathrm{e}+00$ |
| $1.000000019265610 \mathrm{e}+00$ |  | $1.926561034787264 \mathrm{e}-08$ |
| $1.000000040339034 \mathrm{e}+00$ |  | $4.033903460463116 \mathrm{e}-08$ |
| $2.000000000000001 \mathrm{e}+00$ |  | $1.000000000000000 \mathrm{e}+00$ |
| Factor $T-\lambda_{2} I$ |  |  |
| multipliers | pivots | Eigenvector |
| -1.620151311728313e+08 | -4.364449024407691e-09 | $7.071067783870038 \mathrm{e}-01$ |
| $6.172263002603381 \mathrm{e}-09$ | $1.145619979071370 \mathrm{e}+08$ | $4.364449007128170 \mathrm{e}-09$ |
| $7.071067783870034 \mathrm{e}-01$ | $2.107342433887993 \mathrm{e}-08$ | -7.071067783870034e-01 |
| 0 | 8.343291570375477e-17 | $1.000000000000000 \mathrm{e}+00$ |
| $\left\\|\left(T-\lambda_{2} I\right) x\right\\|=8.343291570375483 e-17$ |  |  |
| Factor ( $T-I$ ) - $\mu_{2} I$ |  |  |
| multipliers | pivots | Eigenvector |
| -1.620151263612359e+08 | -4.364449154024987e-09 | $7.071067870854733 \mathrm{e}-01$ |
| $6.172263185909920 \mathrm{e}-09$ | $1.145619945048253 \mathrm{e}+08$ | $4.364449190434709 \mathrm{e}-09$ |
| $7.071067870854730 \mathrm{e}-01$ | $2.107342407964534 \mathrm{e}-08$ | -7.071067870854730e-01 |
| 0 | -1.758016782764627e-16 | $1.000000000000000 \mathrm{e}+00$ |
| $\left\\|\left((T-I)-\mu_{2} I\right) x\right\\|=1.375995657035863 e-16$ |  |  |
| Factor $T-\lambda_{3} I$ |  |  |
| multipliers | pivots | Eigenvector |
| -2.779740182130631e+07 | -2.543787314124302e-08 | -7.071067932881644e-01 |
| $3.597458519427228 \mathrm{e}-08$ | $1.965573132721291 \mathrm{e}+07$ | -2.543787357659366e-08 |
| -7.071067932881619e-01 | -2.107342389479081e-08 | $7.071067932881619 \mathrm{e}-01$ |
| 0 | $3.606562560959997 \mathrm{e}-16$ | $1.000000000000000 \mathrm{e}+00$ |
| Factor ( $T-I$ ) - $\mu_{3} I$ |  |  |
| multipliers | pivots | Eigenvector |
| -2.779740152676420e+07 | -2.543787341078350e-08 | -7.071067751996087e-01 |
| $3.597458557546010 \mathrm{e}-08$ | $1.965573111894018 \mathrm{e}+07$ | -2.543787319540585e-08 |
| -7.071067751996061e-01 | -2.107342443387178e-08 | $7.071067751996061 \mathrm{e}-01$ |
| 0 | -1.784247126666214e-16 | $1.000000000000000 \mathrm{e}+00$ |
| dot prod from $\lambda$ 's: $-1.315511610755493 \mathrm{e}-08$dot prod from $\mu$ 's: $1.244713221382199 \mathrm{e}-10$ |  |  |
|  |  |  |

Fig. 1. Inverse iteration.

We chose $\mu=D_{4,4}$. Since $L$ is unit lower triangular $L \boldsymbol{e}_{4}=\boldsymbol{e}_{4}$ and our choice of $\mu$ yields $L^{\mathrm{t}} \boldsymbol{x}=\boldsymbol{e}_{4}$. Backsolving yields

$$
\boldsymbol{x}=\left(\begin{array}{c}
-\ell_{1} \ell_{2} \ell_{3} \\
+\ell_{2} \ell_{3} \\
-\ell_{3} \\
1
\end{array}\right)
$$

where $\ell_{i}=L(i+1, i), i=1,2,3$. Thus $\|\boldsymbol{x}\|_{2}>1$ and the accuracy of $\boldsymbol{x}$ is completely determined by the accuracy of $L$. In exact arithmetic

$$
\left\|\left(\stackrel{\circ}{L} \stackrel{\circ}{D} L^{\mathrm{t}}-\tau I\right) \boldsymbol{x}\right\|=\left\|L D L^{\mathrm{t}} \boldsymbol{x}\right\|=\left|D_{4,4}\right|
$$

and, when $\tau$ is very accurate, then $D_{4,4}$ can be $\mathrm{O}(\varepsilon|\tau|)$. The roundoff errors in computing $\left(\ell_{2} \ell_{3}\right)$ and $\ell_{1}\left(\ell_{2} \ell_{3}\right)$ make negligible difference. We ignore them here and refer to [16] for the way those roundoff errors may be dealt with in general.

In the figures that follow we exhibit the nontrivial entries in $L, D$, and $\boldsymbol{x}$ for various cases.
First, we compared inverse iteration on $T$ and $T-I$, see Fig. 1. The computed vectors are not orthogonal to working accuracy.

Next, we abandon $T$ and $T-I$ and take as our representation $L_{1} D_{1} L_{1}^{\mathrm{t}}=T-I$. This looks bad because of element growth.

| Lower part of $L_{1}$ | Diagonal of $D_{1}$ |
| :---: | :---: |
| $4.745313281212578 \mathrm{e}+07$ | $1.490116119384766 \mathrm{e}-08$ |
| $-2.107342425544699 \mathrm{e}-08$ | $-3.355443200000004 \mathrm{e}+07$ |
| $2.500000000000001 \mathrm{e}-01$ | $5.960464477539061 \mathrm{e}-08$ |
| 0 | $2.607703208923340 \mathrm{e}-08$ |

$\left\|(T-I)-L_{1} D_{1} L_{1}^{\mathrm{t}}\right\|=0$.
The computed product $L_{1} D_{1} L_{1}^{\mathrm{t}}$ turned out to equal $T-I$ exactly.
We computed the eigenvalues $v$ of $L_{1} D_{1} L_{1}^{\mathrm{t}}$ by bisection but never formed the product $L_{1} D_{1} L_{1}^{\mathrm{t}}$. For each sample $\tau$ we computed $L_{1} D_{1} L_{1}^{\mathrm{t}}-\tau I=L D L^{\mathrm{t}}$ using the differential form of the stationary qd algorithm (Section 3) and counted the number of negative diagonal entries in $D$.

The eigenvalues $v_{2}, v_{3}$ differ from the $\mu_{2}, \mu_{3}$ computed by Matlab from $T-I$ in their last eight digits. This is because $L_{1} D_{1} L_{1}^{\mathrm{t}}$ defines its two tiny eigenvalues to high relative accuracy despite the element growth. The large eigenvalues are not so well represented. There is a precise 'relative condition number', greater than or equal to one, that measures the relative change in an eigenvalue due to tiny relative changes in the parameters in $L_{1}$ and $D_{1}$. The condition numbers of our two eigenvalues $v_{2}$ and $v_{3}$ are less than 3 whereas the condition for the two extreme eigenvalues, near -1 and +1 , are about $10^{8}$.

Fig. 2 shows the difference made by using $v_{2}$ and $v_{3}$ instead of $\mu_{2}$ and $\mu_{3}$ to obtain new factorizations. Notice how the last pivot changes from $10^{-16}$ to $10^{-23}$. The improved eigenvalues coupled with the high accuracy of the differential stationary qd algorithm combine to correct the lower halves of the entries of the $L$ factors and so give fully accurate eigenvectors of $L_{1} D_{1} L_{1}^{\mathrm{t}}$. The computations are shown in Fig. 2.

We must mention that in this example $T-I$ also defines its two small eigenvalues to high relative accuracy. If we discard Matlab's eigenvalues $\mu_{2}$ and $\mu_{3}$ and use bisection we get $v_{2}$ and $v_{3}$ instead. If we then use these eigenvalues in inverse iteration starting from $e_{4}$ we get the same excellent eigenvectors as in the new method. In this case the diagonal entries of $T-I$ have the same exponent as the two small eigenvalues and the subtraction in the shift is done exactly. The point is that in general the standard representation does not define the small eigenvalues to this high relative accuracy. This example shows that element growth in the factorization does not stop the small eigenvalues being well determined by the triangular factors.

## 5. Unsymmetric case

This case needs more attention. Real matrices may have complex eigenvalues and, of more concern, some eigenvalues may be extremely sensitive to small changes in the matrix while others may be

| Eigenvalues |  |  |
| :---: | :---: | :---: |
| $\mu \quad$ (for $T-I)$ |  | $\nu \quad\left(\right.$ for $L_{1} D_{1} L_{1}^{t}$ ) |
| $-1.000000000000000 \mathrm{e}+00$ |  | $-1.000000000000000 \mathrm{e}+00$ |
| $1.926561034787264 \mathrm{e}-08$ |  | $1.926561025997181 \mathrm{e}-08$ |
| $4.033903460463116 \mathrm{e}-08$ |  | $4.033903451541880 \mathrm{e}-08$ |
| $1.000000000000000 \mathrm{e}+00$ |  | $1.000000000000000 \mathrm{e}+00$ |
| Factor $L_{1} D_{1} L_{1}^{t}-\nu_{2} I$ |  |  |
| multipliers | pivots | Eigenvector |
| -1.620151296242512e+08 | -4.364449066124159e-09 | $7.071067811865487 \mathrm{e}-01$ |
| $6.172263061599378 \mathrm{e}-09$ | $1.145619968121254 \mathrm{e}+08$ | $4.364449066124166 \mathrm{e}-09$ |
| $7.071067811865482 \mathrm{e}-01$ | $2.107342425544699 \mathrm{e}-08$ | -7.071067811865482e-01 |
| 0 | -1.985233470127266e-23 | $1.000000000000000 \mathrm{e}+00$ |
| Factor ( $T-I)-\mu_{2} I$ |  |  |
| multipliers | pivots | Eigenvector |
| -1.620151263612359e+08 | -4.364449154024987e-09 | $7.071067870854733 \mathrm{e}-01$ |
| $6.172263185909920 \mathrm{e}-09$ | $1.145619945048253 \mathrm{e}+08$ | $4.364449190434709 \mathrm{e}-09$ |
| $7.071067870854730 \mathrm{e}-01$ | $2.107342407964534 \mathrm{e}-08$ | -7.071067870854730e-01 |
| 0 | -1.758016782764627e-16 | $1.000000000000000 \mathrm{e}+00$ |
| Factor $L_{1} D_{1} L_{1}^{t}-\nu_{3} I$ |  |  |
| multipliers | pivots | Eigenvector |
| -2.779740162425157e+07 | -2.543787332157115e-08 | -7.071067811865480e-01 |
| -7.071067811865458e-01 | -2.107342425544707e-08 | $7.071067811865458 \mathrm{e}-01$ |
| 0 | -1.323488980084844e-23 | $1.000000000000000 \mathrm{e}+00$ |
| Factor ( $T-I$ ) - $\mu_{3} I$ |  |  |
| multipliers | pivots | Eigenvector |
| -2.779740152676420e+07 | -2.543787341078350e-08 | -7.071067751996087e-01 |
| $3.597458557546010 \mathrm{e}-08$ | $1.965573111894018 \mathrm{e}+07$ | -2.543787319540585e-08 |
| -7.071067751996061e-01 | -2.107342443387178e-08 | $7.071067751996061 \mathrm{e}-01$ |
| 0 | -1.784247126666214e-16 | $1.000000000000000 \mathrm{e}+00$ |
| dot prod from $\mu$ 's: $1.244713221382199 \mathrm{e}-10$ <br> dot prod from $\nu$ 's: $-6.661338147750939 \mathrm{e}-16$ |  |  |
|  |  |  |

Fig. 2. New method.
robust. Unsymmetric tridiagonal matrices arise as output from the (two-sided) Lanczos algorithm applied to a large sparse general matrix. The lack of a good tridiagonal eigensolver to complete the calculation has hindered the acceptance of the unsymmetric Lanczos algorithms for large sparse problems.

It is not easy to find an algorithm that preserves both the eigenvalues and the tridiagonal form. None of the current methods is, in addition, backward stable. A method is backward stable if the computed eigenvalues are exact for some matrix close to the original one.

One of the earliest methods was the LR algorithm described Section 3. In 1978 came the HR algorithm of Bunse-Gerstner, see [3,4]. In 1992 came XHR from Parlett and Liu, see [14]. In 1996 and 1998 came two related methods by Uhlig called DQR and IQR PWK, see [24,23]. All of these methods work with a tridiagonal matrix.

The ideas described in Sections 1 and 3 suggest that the triangular factors might be a preferable representation to their product even in the unsymmetric case. If this is so, at least in important special cases, then we are fortunate that we have an algorithm at hand, namely dqds, that avoids the loss of information inherent in explicitly forming the product of bidiagonals.

The nice high mixed relative stability property mentioned in Section 3 extends without change to this case. Two practical lessons have been learned in working with the LR algorithm. First, by doubling the storage (from $2 n$ to $4 n$ cells) a transformation may be computed and then either accepted or rejected. Thus, unsatisfactory transformations merely waste a little time. They may be discarded and a better shift invoked. Second, the standard simple shift strategies based on asymptotic properties need to be supplemented with sophisticated choices in the early stages of the process.

The motivation for the method described in Sections 1 and 3 was to compute orthogonal eigenvectors. Of course, this is out of the question in the unsymmetric case because the eigenvectors need not be orthogonal. Recall that in the symmetric case we achieved orthogonality indirectly by attempting to compute accurate eigenvectors. This goal we can retain. The reason for hope is that the high relative accuracy property of dstqds and dqds is independent of symmetry. When $L U$ defines its small eigenvalues to high relative accuracy then we should achieve (1), the small relative residual property.

A prototype implementation of dqds algorithm for eigenvalues entirely in complex arithmetic has been used with excellent results by David Day in building a nonsymmetric Lanczos algorithm for large sparse matrices. See [6].

There is room for more investigation on this topic.
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#### Abstract

Relative perturbation bounds for invariant subspaces of complex matrices are reviewed, with emphasis on bounding the sines of the largest principal angle between two subspaces, i.e. $\sin \Theta$ theorems. The goal is to provide intuition, as well as an idea for why the bounds hold and why they look the way they do. Relative bounds have the advantage of being better at exploiting structure in a perturbation than absolute bounds. Therefore the reaction of subspaces to relative perturbations can be different than to absolute perturbations. In particular, there are certain classes of relative perturbations to which subspaces of indefinite Hermitian matrices can be more sensitive than subspaces of definite matrices. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

The goal is to assess the quality of perturbed invariant subspaces of complex matrices. Of interest is a new class of perturbation bounds, called relative perturbation bounds. Relative bounds are better at exploiting structure in a perturbation than absolute bounds. In particular, relative bounds can be sharper than traditional bounds when the perturbations arise from numerical errors of certain computational methods. The following example illustrates what we mean by relative bounds.

[^14]Example 1.1 (Ipsen [18, Example 1]). Suppose

$$
A \equiv\left(\begin{array}{lll}
a & & \\
& b & \\
& & c
\end{array}\right)
$$

is a complex diagonal matrix of order 3 with distinct eigenvalues $a, b$, and $c$; and

$$
A+E_{1} \equiv\left(\begin{array}{lll}
a & \varepsilon & \varepsilon \\
& b & \varepsilon \\
& & c
\end{array}\right)
$$

is a perturbed matrix with the same eigenvalues as $A$. We want to compare the eigenvectors of $A$ and $A+E_{1}$ associated with eigenvalue $c$. The matrix $A$ has $\left(\begin{array}{lll}0 & 0 & 1\end{array}\right)^{\mathrm{T}}$ as an eigenvector ${ }^{1}$ associated with $c$, while $A+E_{1}$ has

$$
\left(\frac{\varepsilon}{c-a}\left(\frac{\varepsilon}{c-b}+1\right) \quad \frac{\varepsilon}{c-b} 1\right)^{\mathrm{T}} .
$$

The difference between these two eigenvectors depends on $\varepsilon /(c-a)$ and $\varepsilon /(c-b)$. This suggests that the angle between the two vectors can be bounded in terms of

$$
\begin{equation*}
\left\|E_{1}\right\| / \min \{|c-a|,|c-b|\} \tag{1.1}
\end{equation*}
$$

as $\left\|E_{1}\right\|=\mathcal{O}(|\varepsilon|)$.
Now consider the perturbed matrix

$$
A+E_{2} \equiv\left(\begin{array}{ccc}
a & a \varepsilon & a \varepsilon \\
& b & b \varepsilon \\
& & c
\end{array}\right)
$$

with the same eigenvalues as $A$. Again, compare eigenvectors of $A$ and $A+E_{2}$ associated with eigenvalue $c$. An eigenvector of $A+E_{2}$ associated with eigenvalue $c$ is

$$
\left(\frac{\varepsilon a}{c-a}\left(\frac{\varepsilon b}{c-b}+1\right) \quad \frac{\varepsilon b}{c-b} 1\right) .
$$

The difference between the eigenvectors of $A$ and $A+E_{2}$ depends on $\varepsilon a /(c-a)$ and $\varepsilon b /(c-b)$. This suggests that their angle can be bounded in terms of

$$
\begin{equation*}
\left\|A^{-1} E_{2}\right\| / \min \left\{\frac{|c-a|}{|a|}, \frac{|c-b|}{|b|}\right\}, \tag{1.2}
\end{equation*}
$$

as $\left\|A^{-1} E_{2}\right\|=\mathcal{O}(|\varepsilon|)$.
Bound (1.1) is a traditional, absolute bound and $\min \{|c-a|,|c-b|\}$ is an absolute eigenvalue separation, while (1.2) is a relative bound and $\min \{|c-a| /|a|,|c-b| /|b|\}$ is a relative eigenvalue separation.

The absolute bound contains $\|E\|$ and an absolute separation, while the relative bound contains $\left\|A^{-1} E\right\|$ and a relative separation. This means, the absolute bound measures sensitivity with regard to perturbations $E$, while the relative bound measures sensitivity with regard to perturbations $A^{-1} E$.

[^15]The sensitivity to absolute perturbations is determined by an absolute separation, while the sensitivity to relative perturbations is determined by a relative separation.

There are other ways to construct relative bounds, by taking advantage of structure in the perturbation. The estimates provided by absolute and relative bounds can be very different. Which bound to use depends on the particular matrix and perturbation. One does not know yet in general which type of bound gives the best result for a given matrix and perturbation.

One advantage of relative perturbation bounds is that they can explain why some numerical methods are much more accurate than the traditional, absolute bounds would predict. That is because the errors caused by these methods can be expressed as small, relative perturbations. Specifically for the computation of eigenvectors, numerical methods that deliver high relative accuracy include:

- Inverse iteration for real symmetric scaled diagonally dominant matrices [1, Section 11] and real symmetric positive-definite matrices [8, Section 5].
- Two-sided Jacobi methods for real symmetric positive-definite matrices [8, Section 3].
- QR algorithms for real symmetric tridiagonal matrices with zero diagonal [6, Sections 5 and 6].
- Cholesky factorization followed by SVD of Cholesky factor for scaled diagonally dominant tridiagonals [1, Section 10] and for symmetric positive-definite matrices [7, Section 12]; [8, Section 4.3]; [23].
- Shifted Cholesky factorization followed by inverse iteration for real symmetric tridiagonal matrices [9, Section 5]; [10]; [28, Section 1].
Relative bounds are better at exploiting structure in perturbations than absolute bounds. For instance, from the point of view of absolute bounds there is no need to distinguish between definite and indefinite Hermitian matrices when it comes to sensitivity of invariant subspaces. However, from the point of view of relative bounds subspaces of indefinite Hermitian matrices can be more sensitive to perturbations than those of definite matrices for certain classes of perturbations, see Sections 3.3-3.6.


### 1.1. Overview

This article is a successor to the survey on relative perturbation bounds for eigenvalues and singular values [19] and a previous review [29]. Here we review relative perturbation bounds for invariant subspaces. Due to space limitations the emphasis is on bounding the sines of the largest principal angle between two subspaces, i.e. $\sin \Theta$ theorems. Some information can get lost by focussing on an angle. For instance, $\sin \Theta$ theorems give no information about the accuracy of individual eigenvector components. Such bounds on individual components are derived, for instance, in [1, Section 7]; [8, Section 2]; [25, Section 3]; [23, Theorem 3.3]; [22, Theorem 4].

The goal is to provide intuition, as well as an idea for why the bounds hold and why they look the way they do. We present and derive relative as well as absolute bounds to show that there is nothing inherently special about relative bounds. Sometimes relative bounds are even implied by absolute bounds, hence they are not necessarily stronger than absolute bounds.

Relative bounds have been derived in the context of two different perturbation models:

- Additive perturbations (Section 3) represent the perturbed matrix as $A+E$. Bounds for the following matrix types are presented: general (Section 3.1), diagonalizable (Section 3.2), Hermitian
positive-definite (Section 3.3), graded Hermitian positive-definite (Section 3.4), Hermitian indefinite (Section 3.5), and graded Hermitian indefinite (Section 3.6).
- Multiplicative perturbations (Section 4) represent the perturbed matrix as $D_{1} A D_{2}$, where $D_{1}$ and $D_{2}$ are nonsingular matrices. Bounds are presented for diagonalizable (Section 4.1) and Hermitian matrices (Section 4.2).


### 1.2. Notation

Individual elements of a matrix $A$ are denoted by $a_{i j}$. We use two norms: the two-norm

$$
\|A\|_{2}=\max _{x \neq 0} \frac{\|A x\|_{2}}{\|x\|_{2}} \quad \text { where }\|x\|_{2} \equiv \sqrt{x^{*} x}
$$

and the superscript $*$ denotes the conjugate transpose; and the Frobenius norm

$$
\|A\|_{\mathrm{F}}=\sqrt{\sum_{i, j}\left|a_{i j}\right|^{2}} .
$$

The norm $\|\cdot\|$ stands for both, Frobenius and two-norm. The identity matrix of order $n$ is

$$
I=\left(\begin{array}{lll}
1 & & \\
& \ddots & \\
& & 1
\end{array}\right)=\left(e_{1} \ldots e_{n}\right)
$$

with columns $e_{i}$.
For a complex matrix $Y$, range $(Y)$ denotes the column space, $Y^{-1}$ is the inverse (if it exists) and $Y^{\dagger}$ the Moore-Penrose inverse. The two-norm condition number with respect to inversion is $\kappa(Y) \equiv\|Y\|_{2}\left\|Y^{\dagger}\right\|_{2}$.

## 2. The problem

Let $A$ be a complex square matrix. A subspace $\mathscr{S}$ is an invariant subspace of $A$ if $A x \in \mathscr{S}$ for every $x \in \mathscr{S}$ [15, Section 1.1]; [34, Section I.3.4]. Applications involving invariant subspaces are given in [15].
Let $\hat{\mathscr{S}}$ be a perturbed subspace. The distance between the exact space $\mathscr{S}$ and the perturbed space $\hat{\mathscr{S}}$ can be expressed in terms of $\|P \hat{P}\|$, where $P$ is the orthogonal projector onto $\mathscr{S}^{\perp}$, the orthogonal complement of $\mathscr{S}$, while $\hat{P}$ is the orthogonal projector onto $\hat{\mathscr{S}}$ [18, Section 2]. When $\mathscr{S}$ and $\hat{\mathscr{S}}$ have the same dimension, the singular values of $P \hat{P}$ are the sines of the principal angles between $\mathscr{S}$ and $\hat{\mathscr{S}}$ [16, Section 12.4.3]; [34, Theorem I.5.5]. Therefore, we set

$$
\sin \Theta \equiv P \hat{P} .
$$

We present absolute and relative bounds for $\|\sin \Theta\|$, where $\|\cdot\|$ is the two-norm or the Frobenius norm.

## 3. Additive perturbations for invariant subspaces

The perturbed subspace $\mathscr{S}$ is interpreted as an exact subspace of a perturbed matrix $A+E$. Relative and absolute bounds on $\|\sin \Theta\|$ are presented for the following matrix types: general, diagonalizable, Hermitian positive-definite, graded Hermitian positive-definite, Hermitian indefinite and graded Hermitian indefinite.

### 3.1. General matrices

Absolute and relative bounds for invariant subspaces of complex square matrices are presented. The bounds make no reference to subspace bases and provide a unifying framework for subsequent bounds. They also illustrate that relative bounds exist under the most general of circumstances.

We start with the absolute bound. Define the absolute separation between $A$ and $A+E$ with regard to the spaces $\mathscr{S}$ and $\hat{\mathscr{S}}$ by

$$
\text { abssep } \equiv \operatorname{abssep}_{\{A, A+E\}} \equiv \min _{\|Z\|=1, P Z \hat{P}=Z}\|P A Z-Z(A+E) \hat{P}\|
$$

where $P$ is the orthogonal projector onto $\mathscr{S}^{\perp}$, and $\hat{P}$ is the orthogonal projector onto $\hat{\mathscr{S}}$. The absolute bound below holds for any square matrix.

Theorem 3.1 (Ipsen [18, Theorem 3.1]). If abssep $>0$ then

$$
\|\sin \Theta\| \leqslant\|E\| / \text { abssep }_{\{A, A+E\}}
$$

Proof. From $-E=A-(A+E)$ follows

$$
-P E \hat{P}=P A \hat{P}-P(A+E) \hat{P} .
$$

Since $\mathscr{S}^{\perp}$ is an invariant subspace of $A^{*}$, the associated projector $P$ satisfies $P A=P A P$. Similarly, $(A+E) \hat{P}=\hat{P}(A+E) \hat{P}$. Hence

$$
-P E \hat{P}=P A \sin \Theta-\sin \Theta(A+E) \hat{P}
$$

and $\sin \Theta=P \sin \Theta \hat{P}$ implies

$$
\|E\| \geqslant\|P E \hat{P}\| \geqslant \operatorname{abssep}\|\sin \Theta\|
$$

Thus, the subspace $\mathscr{S}$ is insensitive to absolute perturbations $E$ if the absolute separation is large.
Now we derive the corresponding relative bound. Define the relative separation between $A$ and $A+E$ with regard to the spaces $\mathscr{S}$ and $\hat{\mathscr{S}}$ by

$$
\text { relsep } \equiv \operatorname{relsep}_{\{A, A+E\}} \equiv \min _{\|Z\|=1, P Z \hat{P}=Z}\left\|P A^{-1}(P A Z-Z(A+E) \hat{P})\right\|
$$

where $P$ is the orthogonal projector onto $\mathscr{S}^{\perp}$, and $\hat{P}$ is the orthogonal projector onto $\hat{\mathscr{S}}$. The relative bound below holds for any nonsingular matrix.

Theorem 3.2 (Ipsen [18, Theorem 3.2]). If $A$ is nonsingular and relsep $>0$ then

$$
\|\sin \Theta\| \leqslant\left\|A^{-1} E\right\| / \operatorname{relsep}_{\{A, A+E\}}
$$

Proof. From $-A^{-1} E=I-A^{-1}(A+E)$ follows

$$
-P A^{-1} E \hat{P}=P \hat{P}-P A^{-1}(A+E) \hat{P}=\sin \Theta-P A^{-1}(A+E) \hat{P} .
$$

Again, using the fact that $P A=P A P$ and $(A+E) \hat{P}=\hat{P}(A+E) \hat{P}$ one obtains

$$
\begin{aligned}
-P A^{-1} E \hat{P} & =\sin \Theta-P A^{-1} \sin \Theta(A+E) \hat{P} \\
& =P A^{-1} P A \sin \Theta-P A^{-1} \sin \Theta(A+E) \hat{P} \\
& =P A^{-1}(P A \sin \Theta-\sin \Theta(A+E) \hat{P})
\end{aligned}
$$

and $\sin \Theta=P \sin \Theta \hat{P}$ implies

$$
\left\|A^{-1} E\right\| \geqslant\left\|P A^{-1} E \hat{P}\right\| \geqslant \text { relsep }\|\sin \Theta\| .
$$

Thus, the subspace $\mathscr{S}$ is insensitive to relative perturbations $A^{-1} E$ if the relative separation is large. The derivation of the relative bound is very similar to the derivation of the absolute bound. In this sense, there is nothing special about a relative bound.

When the perturbed subspace has dimension one, the absolute bound implies the relative bound.
Theorem 3.3 (Ipsen [18, Theorem 3.3]). If $\hat{\mathscr{S}}$ has dimension one then Theorem 3.1 implies Theorem 3.2.

Proof. Since $\hat{\mathscr{S}}$ has dimension one, $\hat{X}$ consists of only one column, and $\hat{B}$ is a scalar. Hence one can write $(A+E) \hat{x}=\hat{\lambda} \hat{x}$. Using $\hat{P}=\hat{x} \hat{x}^{*} / \hat{x}^{*} \hat{x}$ and $P Z \hat{P}=Z$, Theorem 3.1 can be expressed as

$$
\|\sin \Theta\| \leqslant\|E\| / \text { abssep } \quad \text { where abssep }=\min _{\|Z\|=1}\|P(A-\hat{\lambda} I) Z\|
$$

and Theorem 3.2 as

$$
\|\sin \Theta\| \leqslant\left\|A^{-1} E\right\| / \text { relsep } \quad \text { where relsep }=\min _{\|Z\|=1}\left\|P A^{-1}(A-\hat{\lambda} I) Z\right\| .
$$

The idea is to write $(A+E) \hat{x}=\hat{\lambda} \hat{x}$ as $(\tilde{A}+\tilde{E}) \hat{x}=\hat{x}$, where $\tilde{A} \equiv \hat{\lambda} A^{-1}$, and $\tilde{E} \equiv-A^{-1} E$. Note that $\tilde{A}$ and $\tilde{A}+\tilde{E}$ are associated with the same projectors $P$ and $\hat{P}$, respectively, as $A$ and $A+E$.

Theorem 3.1 implies Theorem 3.2 because applying the absolute bound to $(\tilde{A}+\tilde{E}) \hat{x}=1 \cdot \hat{x}$ yields the relative bound. In particular, the norm in abssep is

$$
\|P(\tilde{A}-1 \cdot I) Z\|=\left\|P\left(\hat{\lambda} A^{-1}-I\right) Z\right\|=\left\|P A^{-1}(A-\hat{\lambda} I) Z\right\|,
$$

which is equal to the norm in relsep.
Since the relative bound is derived by means of the absolute bound one cannot necessarily conclude that relative perturbation bounds are stronger than absolute bounds. However, there are particular matrices and classes of perturbations, where relative bounds can be much sharper than absolute bounds.

Example 3.1 (Ipsen [18, Example 2]). Let $k>0$ and

$$
A=\left(\begin{array}{ccc}
10^{-k} & & \\
& 2 \cdot 10^{-k} & \\
& & 10^{k}
\end{array}\right) .
$$

Suppose $\mathscr{S}=\operatorname{range}\left(\begin{array}{ll}1 & 0\end{array}\right)^{\mathrm{T}}$ is approximated by the subspace associated with the smallest eigenvalue $\hat{\lambda}=10^{-k}$ of

$$
A+E=\left(\begin{array}{ccc}
10^{-k} & & \\
\varepsilon 10^{-k} & 2 \cdot 10^{-k} & \\
\varepsilon 10^{k} & \varepsilon 10^{k} & 10^{k}
\end{array}\right)
$$

where $\varepsilon>0$. In this case,

$$
\mathscr{S}^{\perp}=\operatorname{range}\left(\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right), \quad P=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

The absolute bound contains

$$
P(A-\hat{\lambda} I)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 10^{-k} & 0 \\
0 & 0 & 10^{k}-10^{-k}
\end{array}\right) .
$$

Hence, in the two-norm abssep $\approx 10^{-k}$. Since $\|E\|_{2} \approx \varepsilon 10^{k}$, the absolute bound is

$$
\|\sin \Theta\|_{2} \leqslant\|E\|_{2} / \text { abssep } \approx \varepsilon 10^{2 k} .
$$

In contrast, the relative bound contains

$$
P A^{-1}(A-\hat{\lambda} I)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & \frac{1}{2} & 0 \\
0 & 0 & 1-10^{-2 k}
\end{array}\right) .
$$

Hence, in the two-norm relsep $\approx 1$. Since $\left\|A^{-1} E\right\|_{2} \approx \varepsilon$, the relative bound is

$$
\|\sin \Theta\|_{2} \leqslant\left\|A^{-1} E\right\|_{2} / \text { relsep } \approx \varepsilon
$$

In this case the relative bound is sharper by a factor of $10^{2 k}$ than the absolute bound.
In general, it is not known, under which circumstances a relative bound is better than an absolute bound, and which type of relative bound is the tightest for a given matrix and perturbation.

So far, we have considered bounds between two subspaces that make no reference to any basis. From a computational point of view, however, this may not be useful. This is why from now on we express subspace bounds in terms of specified bases. Such bounds turn out to be weaker, as they are derived by bounding from below abssep in Theorem 3.1 and relsep in Theorem 3.2.

Let $Y$ and $\hat{X}$ be respective bases for $\mathscr{S}^{\perp}$ and $\hat{\mathscr{S}}$, that is,

$$
Y^{*} A=\Lambda Y^{*} \quad \text { where } \mathscr{S}^{\perp}=\operatorname{range}(Y)
$$

and

$$
(A+E) \hat{X}=\hat{X} \hat{\Lambda} \quad \text { where } \hat{\mathscr{S}}=\operatorname{range}(\hat{X})
$$

for some matrices $\Lambda$ and $\hat{\Lambda}$. This means, the eigenvalues of $\hat{\Lambda}$ are the eigenvalues associated with the perturbed subspace $\hat{\mathscr{S}}$, while the eigenvalues of $\Lambda$ are the eigenvalues associated with the exact subspace in which we are not interested, because the associated left subspace is orthogonal to the desired subspace $\mathscr{S}$. However, the separation between the eigenvalues of $\Lambda$ and $\hat{\Lambda}$ determines the quality of the perturbed subspace $\hat{\mathscr{S}}$. Denote by $\kappa(Y) \equiv\|Y\|_{2}\left\|Y^{\dagger}\right\|_{2}$ the two-norm condition number with respect to inversion. The absolute bound in Theorem 3.1 can be weakened to [18, (4.2)]

$$
\begin{equation*}
\|\sin \Theta\| \leqslant \kappa(Y) \kappa(\hat{X})\|E\| / \operatorname{abssep}(\Lambda, \hat{\Lambda}), \tag{3.1}
\end{equation*}
$$

where

$$
\operatorname{abssep}(\Lambda, \hat{\Lambda}) \equiv \min _{\|Z\|=1}\|\Lambda Z-Z \hat{\Lambda}\| .
$$

When $A$ is nonsingular, the relative bound in Theorem 3.2 can be weakened to [18, (4.3)]

$$
\begin{equation*}
\|\sin \Theta\| \leqslant \kappa(Y) \kappa(\hat{X})\left\|A^{-1} E\right\| / \operatorname{relsep}(\Lambda, \hat{\Lambda}) \tag{3.2}
\end{equation*}
$$

where

$$
\operatorname{relsep}(\Lambda, \hat{\Lambda}) \equiv \min _{\|Z\|=1}\left\|\Lambda^{-1}(\Lambda Z-Z \hat{\Lambda})\right\|
$$

Unfortunately, bounds (3.1) and (3.2) contain a quantity in which we are not really interested, $\kappa(Y)$, the conditioning of a basis for $\mathscr{S}^{\perp}$. Usually, $Y$ is not explicitly specified, and we have some freedom of choice here. There are two simple options. Either choose $Y$ as a basis of Schur vectors (then $Y$ has orthonormal columns and $\kappa(Y)=1$ ), or choose $Y$ as a basis of Jordan vectors (then $\Lambda$ is diagonal when $A$ is diagonalizable). We make the later choice for diagonalizable matrices, so that absolute and relative separations can be expressed in terms of eigenvalues. For normal and Hermitian matrices, fortunately, the two choices coincide.

### 3.2. Diagonalizable matrices

Relative and absolute bounds for eigenspaces of diagonalizable matrices are expressed in terms of eigenvalues and conditioning of eigenvector bases.
Let $\mathscr{S}$ and $\hat{\mathscr{S}}$ be respective eigenspaces for diagonalizable matrices $A$ and $A+E$, and let the columns of $Y$ and $\hat{X}$ be respective bases for $\mathscr{S}^{\perp}$ and $\hat{\mathscr{S}}$. That is

$$
\mathscr{S}^{\perp}=\operatorname{range}(Y), \quad \hat{\mathscr{S}}=\operatorname{range}(\hat{X})
$$

and

$$
Y^{*} A=\Lambda Y^{*}, \quad(A+E) \hat{X}=\hat{X} \hat{\Lambda},
$$

where $\Lambda$ and $\hat{\Lambda}$ are diagonal. We (ab)use the notation

$$
\min _{\lambda \in \Lambda, \hat{i} \in \hat{1}}|\lambda-\hat{\lambda}| \text { and } \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{\Lambda}} \frac{|\lambda-\hat{\lambda}|}{|\lambda|}
$$

to mean that the minima range over all diagonal elements $\lambda$ of $\Lambda$ and all diagonal elements $\hat{\lambda}$ of $\hat{\Lambda}$.

Theorem 3.4. If $A$ and $A+E$ are diagonalizable then

$$
\|\sin \Theta\|_{\mathrm{F}} \leqslant \kappa(Y) \kappa(\hat{X})\|E\|_{\mathrm{F}} / \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{\Lambda}}|\lambda-\hat{\lambda}| .
$$

If, in addition, $A$ is nonsingular, then

$$
\|\sin \Theta\|_{\mathrm{F}} \leqslant \kappa(Y) \kappa(\hat{X})\left\|A^{-1} E\right\|_{\mathrm{F}} / \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{H}} \frac{|\lambda-\hat{\lambda}|}{|\lambda|} .
$$

Proof. The absolute bound follows from (3.1) and the fact that $\operatorname{abssep}_{\mathrm{F}}(\Lambda, \hat{\Lambda})=\min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{1}}|\lambda-\hat{\lambda}|[34$, p. 245, Problem 3]. Regarding the relative bound, the norm in relsep $(\Lambda, \hat{\Lambda})$ can be bounded by

$$
\left\|Z-\Lambda^{-1} Z \hat{\Lambda}\right\|_{\mathrm{F}}^{2}=\sum_{i, j}\left|1-\frac{\hat{\lambda}_{j}}{\lambda_{i}}\right|^{2}\left|z_{i j}\right|^{2} \geqslant \min _{i, j}\left|1-\frac{\hat{\lambda}_{j}}{\lambda_{i}}\right|^{2}\|Z\|_{\mathrm{F}}^{2}
$$

Now use $\operatorname{relsep}_{\mathrm{F}}(\Lambda, \hat{\Lambda}) \geqslant \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{\Lambda}} \frac{|\lambda-\lambda|}{|\lambda|}$ in (3.2).
Thus, the eigenspace $\mathscr{S}$ is insensitive to absolute (relative) perturbations if the eigenvector bases are well-conditioned and if the perturbed eigenvalues are well-separated in the absolute (relative) sense from the undesired exact eigenvalues.

In the particular case when $\hat{\mathscr{S}}$ has dimension 1, the absolute bound in Theorem 3.4 reduces to [13, Theorem 3.1], see also Theorem 4.1.

Bounds similar to the Frobenius norm bounds in Theorem 3.4 can be derived for the two-norm. This is done either by bounding the Frobenius norm in terms of the two-norm and inheriting a factor of $\sqrt{n}$ in the bound, where $n$ is the order of $A$ [18, Corollary 5.2], or by assuming that all eigenvalues of one matrix ( $\Lambda$ or $\hat{\Lambda}$ ) are smaller in magnitude than all eigenvalues of the other matrix [18, Theorem 5.3].

When $A$ and $A+E$ are normal, the condition numbers for the eigenvector bases equal one, and the Frobenius norm bounds in Theorem 3.4 simplify.

Corollary 3.5. If $A$ and $A+E$ are normal then

$$
\|\sin \Theta\|_{\mathrm{F}} \leqslant\|E\|_{\mathrm{F}} / \min _{\lambda \in \Lambda, \hat{i} \in \hat{1}}|\lambda-\hat{\lambda}| .
$$

If, in addition, $A$ is non-singular, then

$$
\|\sin \Theta\|_{\mathrm{F}} \leqslant\left\|A^{-1} E\right\|_{\mathrm{F}} / \min _{\lambda \in \Lambda, \hat{i} \in \hat{\Lambda}} \frac{|\lambda-\hat{\lambda}|}{|\lambda|} .
$$

Now the sensitivity of the subspace to absolute (relative) perturbations depends solely on the absolute (relative) eigenvalue separation. The absolute bound represents one of Davis and Kahan's $\sin \Theta$ Theorems [4, Section 6]; [5, Section 2].
In particular, the above bounds hold for Hermitian matrices. However, the relative perturbation $A^{-1} E$ is, in general, not Hermitian. By expressing the relative perturbation differently, one can obtain Hermitian perturbations. This is done in the following sections, where things become more complex
because we demand structure from relative perturbations. For instance, when relative perturbations are restricted to be Hermitian, subspaces of indefinite Hermitian matrices appear to be more sensitive than those of definite matrices.

### 3.3. Hermitian positive-definite matrices

Relative bounds with Hermitian perturbations are derived for eigenspaces of Hermitian positivedefinite matrices. We start by discussing positive-definite matrices because it is easy to construct relative perturbations that are Hermitian. Construction of Hermitian relative perturbations for indefinite matrices is more intricate, but the derivations are often guided by those for definite matrices.

In contrast to the preceding results, one would like to express relative perturbations for Hermitian matrices as $A^{-1 / 2} E A^{-1 / 2}$, where $A^{1 / 2}$ is a square-root of $A$. The nice thing about Hermitian positive-definite matrices $A$ is that one can choose $A^{1 / 2}$ to be Hermitian. Hence $A^{-1 / 2} E A^{-1 / 2}$ remains Hermitian whenever $E$ is Hermitian.

Let $\mathscr{S}$ and $\hat{\mathscr{S}}$ be respective eigenspaces for Hermitian positive-definite matrices $A$ and $A+E$, and let the columns of $Y$ and $\hat{X}$ be respective orthonormal bases for $\mathscr{S}^{\perp}$ and $\hat{\mathscr{S}}$. That is

$$
\mathscr{S}^{\perp}=\operatorname{range}(Y), \quad \hat{\mathscr{S}}=\operatorname{range}(\hat{X})
$$

and

$$
Y^{*} A=\Lambda Y^{*}, \quad(A+E) \hat{X}=\hat{X} \hat{\Lambda}
$$

where $\Lambda$ and $\hat{\Lambda}$ are diagonal with positive diagonal elements. Since $Y$ and $\hat{X}$ have orthonormal columns, $\|\sin \Theta\|=\left\|Y^{*} \hat{X}\right\|$.

The derivation of the relative bound below was inspired by the proof of [26, Theorem 1].

Theorem 3.6 (Londrè and Rhee [22, Theorem 1], Li [21, Theorem 3.3]). If $A$ and $A+E$ are Hermitian positive-definite, and if $\eta_{2} \equiv\left\|A^{-1 / 2} E A^{-1 / 2}\right\|_{2}<1$ then

$$
\|\sin \Theta\|_{\mathrm{F}} \leqslant \frac{\eta_{\mathrm{F}}}{\sqrt{1-\eta_{2}}} / \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{\lambda}} \frac{|\lambda-\hat{\lambda}|}{\sqrt{\lambda \hat{\lambda}}},
$$

where $\eta_{\mathrm{F}} \equiv\left\|A^{-1 / 2} E A^{-1 / 2}\right\|_{\mathrm{F}}$.
Proof. Multiply $(A+E) \hat{X}=\hat{X} \hat{\Lambda}$ on the left by $Y^{*}$ and set $S \equiv Y^{*} \hat{X}$,

$$
\Lambda S-S \hat{\Lambda}=-Y^{*} E \hat{X}=-\Lambda^{1 / 2} W \hat{\Lambda}^{1 / 2}
$$

where $W \equiv-\Lambda^{-1 / 2} Y^{*} E \hat{X} \hat{\Lambda}^{-1 / 2}$. Element $(i, j)$ of the equation is

$$
s_{i j}=-W_{i j} / \frac{\lambda_{i}-\hat{\lambda}_{j}}{\sqrt{\lambda_{i} \hat{\lambda}_{j}}},
$$

where $\lambda_{i}$ and $\hat{\lambda}_{j}$ are respective diagonal elements of $\Lambda$ and $\hat{\Lambda}$. Summing up all elements gives

$$
\|\sin \Theta\|_{\mathrm{F}}=\|S\|_{\mathrm{F}} \leqslant\|W\|_{\mathrm{F}} / \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{\Lambda}} \frac{|\lambda-\hat{\lambda}|}{\sqrt{\lambda \hat{\lambda}}}
$$

From

$$
W=Y^{*} A^{-1 / 2} E(A+E)^{-1 / 2} \hat{X}=Y^{*} A^{-1 / 2} E A^{-1 / 2} A^{1 / 2}(A+E)^{-1 / 2} \hat{X}
$$

follows

$$
\|W\|_{\mathrm{F}} \leqslant \eta_{\mathrm{F}}\left\|A^{1 / 2}(A+E)^{-1 / 2}\right\|_{2}
$$

Positive-definiteness is crucial for bounding $\left\|A^{1 / 2}(A+E)^{-1 / 2}\right\|_{2}$. Since $A^{1 / 2}$ and $(A+E)^{1 / 2}$ are Hermitian,

$$
\begin{aligned}
\left\|A^{1 / 2}(A+E)^{-1 / 2}\right\|_{2}^{2} & =\left\|A^{1 / 2}(A+E)^{-1} A^{1 / 2}\right\|_{2}=\left\|\left(I+A^{-1 / 2} E A^{1 / 2}\right)^{-1}\right\|_{2} \\
& \leqslant \frac{1}{1-\eta_{2}} .
\end{aligned}
$$

Thus, the eigenspace $\mathscr{S}$ is insensitive to relative perturbations $A^{-1 / 2} E A^{-1 / 2}$ if the relative separation between perturbed eigenvalues and the undesirable exact eigenvalues is large. Since the relative perturbation $A^{-1 / 2} E A^{-1 / 2}$ in Theorem 3.6 is different from the preceding perturbation $A^{-1} E$, so is the relative eigenvalue separation. However, this is of little consequence: If one measure of relative eigenvalue separation is small, so are all others [20, Section 2]; [25, Section 1]. The above bound holds more generally for unitarily invariant norms [21, Theorem 3.4].

With regard to related developments, a bound on $\mid A^{1 / 2}(A+E)^{-1 / 2}-I \|_{2}$ is derived in [24]. Relative eigenvector bounds for the hyperbolic eigenvalue problem $A x=\lambda J x$, where $A$ is Hermitian positive-definite and $J$ is a diagonal matrix with diagonal entries of magnitude one are given in [31, Section 3.2], with auxiliary results in [33].

A relative perturbation of the form $A^{-1 / 2} E A^{-1 / 2}$ not only has the advantage that it is Hermitian, it is also invariant under grading, when both $A$ and $E$ are graded in the same way. This is discussed in the next section.

### 3.4. Graded Hermitian positive-definite matrices

It is shown that the relative perturbations $A^{-1 / 2} E A^{-1 / 2}$ from the previous section are invariant under grading. By 'grading' (or 'scaling') [1, Section 2]; [25, Section 1] we mean the following: There exists a nonsingular matrix $D$ such that $A=D^{*} M D$ where $M$ is in some sense 'better-behaved' than $A$.

Lemma 3.7 (Eisenstat and Ipsen [14, Corollary 3.4], Mathias [25, Lemma 2.2]). If $A=D^{*} M D$ is positive definite and $E=D^{*} F D$ then

$$
\left\|A^{-1 / 2} E A^{-1 / 2}\right\|=\left\|M^{-1 / 2} F M^{-1 / 2}\right\| .
$$

Proof. We reproduce here the proof of [19, Corollary 2.13]. Because $A$ is Hermitian positive-definite, it has a Hermitian square-root $A^{1 / 2}$. Hence $A^{-1 / 2} E A^{-1 / 2}$ is Hermitian, and the norm is an eigenvalue,

$$
\left\|A^{-1 / 2} E A^{-1 / 2}\right\|=\max _{1 \leqslant j \leqslant n}\left|\lambda_{j}\left(A^{-1 / 2} E A^{-1 / 2}\right)\right| .
$$

Now comes the trick. Since eigenvalues are preserved under similarity transformations, we can reorder the matrices in a circular fashion until all grading matrices have cancelled each other out,

$$
\begin{aligned}
\lambda_{j}\left(A^{-1 / 2} E A^{-1 / 2}\right) & =\lambda_{j}\left(A^{-1} E\right)=\lambda_{j}\left(D^{-1} M^{-1} F D\right)=\lambda_{j}\left(M^{-1} F\right) \\
& =\lambda_{j}\left(M^{-1 / 2} F M^{-1 / 2}\right)
\end{aligned}
$$

At last recover the norm,

$$
\max _{1 \leqslant j \leqslant n}\left|\lambda_{j}\left(M^{-1 / 2} F M^{-1 / 2}\right)\right|=\left\|M^{-1 / 2} F M^{-1 / 2}\right\| .
$$

Application of Lemma 3.7 to Theorem 3.6 demonstrates that the relative perturbations do not depend on the grading matrix $D$.

Corollary 3.8 (Li [21, Theorem 3.3]). If $A=D^{*} M D$ and $A+E=D^{*}(M+F) D$ are Hermitian positive-definite, where $D$ is nonsingular, and if

$$
\eta_{2} \equiv\left\|M^{-1 / 2} F M^{-1 / 2}\right\|_{2}<1
$$

then

$$
\|\sin \Theta\|_{\mathrm{F}} \leqslant \frac{\eta_{\mathrm{F}}}{\sqrt{1-\eta_{2}}} / \min _{\lambda \in \Lambda, \hat{i} \in \hat{\Lambda}} \frac{|\lambda-\hat{\lambda}|}{\sqrt{\lambda \hat{\lambda}}}
$$

where $\eta_{\mathrm{F}} \equiv\left\|M^{-1 / 2} F M^{-1 / 2}\right\|_{\mathrm{F}}$.
Again, the above bound holds more generally for unitarily invariant norms [21, Theorem 3.4].
There are other relative bounds for Hermitian positive-definite matrices $D^{*} M D$ that exploit grading in the error $D^{*} F D$.

- Component-wise first-order bounds on the difference between perturbed and exact eigenvectors, containing the perturbation $\left\|M^{-1 / 2} F M^{-1 / 2}\right\|_{2}$, a relative gap, as well as eigenvalues and diagonal elements of $M$ [25, Section 3].
- Component-wise exact bounds with the same features as above [22, Theorem 4].
- Norm-wise and component-wise first-order bounds on the difference between exact and perturbed eigenvectors, containing eigenvalues of $M$ and $\|F\|_{2}$ [8, Section 2]. Here $D$ is diagonal so that all diagonal elements of $M$ are equal to one.

The next section shows how to deal with indefinite matrices, first without and then with grading.

### 3.5. Hermitian indefinite matrices

The bound for positive-definite Hermitian matrices in Section 3.3 is extended to indefinite matrices, however with a penalty. The penalty comes about, it appears, because the relative perturbation is asked to be Hermitian.

To understand the penalty, it is necessary to introduce polar factors and $J$-unitary matrices. Let $A$ be Hermitian matrix with eigendecomposition $A=V \Omega V^{*}$ and denote by $|\Omega|$ the diagonal matrix whose diagonal elements are the absolute values of the diagonal elements in $\Omega$. The generalization of this absolute value to non-diagonal matrices is the Hermitian positive-definite polar factor (or spectral
absolute value [37, Section 1]) of $A,|A| \equiv V|\Omega| V^{*}$. When $A$ happens to be positive-definite then $|A|=A$. Note that the polar factor $|A|$ has the same eigenvectors as $A$.

The $J$ in the $J$-unitary matrices comes from the inertia of $A$. Write an eigendecomposition of $A$

$$
A=V \Omega V^{*}=V|\Omega|^{1 / 2} J|\Omega|^{1 / 2} V^{*}
$$

where $J$ is a diagonal matrix with $\pm 1$ on the diagonal that reflects the inertia of $A$. A matrix $Z$ with $Z J Z^{*}=J$ is called $J$-unitary. When $A$ is definite then $J= \pm I$ is a multiple of the identity, hence $J$-unitary matrices are just plain unitary. One needs $J$-unitary matrices to transform one decomposition of an indefinite matrix into another. For instance, suppose one has two decompositions $A=Z_{1} J Z_{1}^{*}=Z_{2} J Z_{2}^{*}$. Then there exists a $J$-unitary matrix $Z$ that transforms $Z_{1}$ into $Z_{2}$. That is,

$$
Z_{1}=Z_{2} Z, \quad Z J Z^{*}=J
$$

One such matrix is simply $Z=Z_{2}^{-1} Z_{1}$.
Now we are ready to extend Theorem 3.6.

Theorem 3.9 (Simpler Version of Theorem 2 in Truhar and Slapničar, [36]). If $A$ and $A+E$ are Hermitian with the same inertia, and if $\eta_{2} \equiv\left\||A|^{-1 / 2} E|A|^{-1 / 2}\right\|_{2}<1$ then

$$
\|\sin \Theta\|_{\mathrm{F}} \leqslant\|Z\|_{2} \frac{\eta_{\mathrm{F}}}{\sqrt{1-\eta_{2}}} / \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{\Lambda}} \frac{|\lambda-\hat{\lambda}|}{\sqrt{\lambda \hat{\lambda}}}
$$

where $\eta_{\mathrm{F}} \equiv\left\||A|^{-1 / 2} E|A|^{-1 / 2}\right\|_{\mathrm{F}}$ and $Z$ is $J$-unitary and defined in the proof below.
Proof. The proof is very similar to that of Theorem 3.6. Multiply $(A+E) \hat{X}=\hat{X} \hat{\Lambda}$ on the left by $Y^{*}$ and set $S \equiv Y^{*} \hat{X}$,

$$
\Lambda S-S \hat{\Lambda}=-Y^{*} E \hat{X}=-|\Lambda|^{1 / 2} W|\hat{\Lambda}|^{1 / 2}
$$

where $W \equiv-|\Lambda|^{-1 / 2} Y^{*} E \hat{X}|\hat{\Lambda}|^{-1 / 2}$. Element $(i, j)$ of the equation is

$$
s_{i j}=-W_{i j} / \frac{\lambda_{i}-\hat{\lambda}_{j}}{\sqrt{\left|\lambda_{i} \hat{\lambda}_{j}\right|}}
$$

where $\lambda_{i}$ and $\hat{\lambda}_{j}$ are respective diagonal elements of $\Lambda$ and $\hat{\Lambda}$. Summing up all elements gives

$$
\|\sin \Theta\|_{\mathrm{F}}=\|S\|_{\mathrm{F}} \leqslant\|W\|_{\mathrm{F}} / \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{\Lambda}} \frac{|\lambda-\hat{\lambda}|}{\sqrt{|\lambda \hat{\lambda}|}}
$$

From

$$
W=Y^{*}|A|^{-1 / 2} E|A+E|^{-1 / 2} \hat{X}=Y^{*}|A|^{-1 / 2} E|A|^{-1 / 2}|A|^{1 / 2}|A+E|^{-1 / 2} \hat{X}
$$

follows

$$
\|W\|_{\mathrm{F}} \leqslant \eta_{\mathrm{F}}\left\||A|^{1 / 2}|A+E|^{-1 / 2}\right\|_{2}
$$

Bounding $\left\||A|^{1 / 2}|A+E|^{-1 / 2}\right\|_{2}$ requires more work than in the positive-definite case. The eigendecompositions $A=V \Omega V^{*}$ and $A+E=\hat{V} \hat{\Omega} \hat{V}^{*}$ lead to two decompositions for $A+E$,

$$
A+E=\hat{V}|\hat{\Omega}|^{1 / 2} J|\hat{\Omega}|^{1 / 2} \hat{V}^{*}
$$

and

$$
\begin{aligned}
A+E & =V|\Omega|^{1 / 2} J|\Omega|^{1 / 2} V^{*}+E \\
& =V|\Omega|^{1 / 2}\left(J+\left.|\Omega|^{-1 / 2} V^{*} E V| | \Omega\right|^{-1 / 2}\right)|\Omega|^{1 / 2} V^{*} \\
& =\left(V|\Omega|^{1 / 2} Q|\Delta|^{1 / 2}\right) J\left(|\Delta|^{1 / 2} Q^{*}|\Omega|^{1 / 2} V^{*}\right),
\end{aligned}
$$

where

$$
J+\left.|\Omega|^{-1 / 2} V^{*} E V| | \Omega\right|^{-1 / 2}=Q \Delta Q^{*}
$$

is an eigendecomposition with the same inertia as $A+E$ since we got there via a congruence transformation. To summarize the two expressions

$$
A+E=Z_{1} J Z_{1}^{*}=Z_{2} J Z_{2}^{*}
$$

where

$$
Z_{1} \equiv \hat{V}|\hat{\Omega}|^{1 / 2}, \quad Z_{2} \equiv V|\Omega|^{1 / 2} Q|\Delta|^{1 / 2}
$$

As explained above there exists a $J$-unitary matrix $Z$ such that $Z_{2}=Z_{1} Z$. Use this in

$$
\left\||A|^{1 / 2}|A+E|^{-1 / 2}\right\|_{2}=\left\||\Omega|^{1 / 2} V^{*} \hat{V}|\hat{\Omega}|^{-1 / 2}\right\|_{2}=\left\||\Omega|^{1 / 2} V^{*} \hat{V} Z_{1}^{-*}\right\|
$$

to obtain

$$
\left\||A|^{1 / 2}|A+E|^{-1 / 2}\right\|_{2}=\left\||\Delta|^{-1 / 2} Z^{*}\right\|_{2} \leqslant\left\|\Delta^{-1}\right\|^{1 / 2}\|Z\|_{2}
$$

since $\Delta$ is a diagonal matrix. It remains to bound $\left\|\Delta^{-1}\right\|_{2}$,

$$
\begin{aligned}
\left\|\Delta^{-1}\right\|_{2} & =\left\|\left(J+\left.|\Omega|^{-1 / 2} V^{*} E V| | \Omega\right|^{-1 / 2}\right)^{-1}\right\| \\
& =\left\|\left(I+\left.J|\Omega|^{-1 / 2} V^{*} E V| | \Omega\right|^{-1 / 2}\right)^{-1}\right\| \leqslant \frac{1}{1-\eta_{2}}
\end{aligned}
$$

The bound in Theorem 3.9 looks similar to the bound in Theorem 3.6. But the square-roots in $\eta_{2}$ and $\eta_{\mathrm{F}}$ now contain polar factors, and the relative eigenvalue separation has absolute values under the square-root. Moreover, there is an additional factor $\|Z\|$, that's the penalty. In the lucky case when $A$ happens to be positive-definite, $Z$ is unitary and Theorem 3.9 reduces to Theorem 3.6. When $A$ is indefinite, the eigenspace sensitivity can be magnified by the norm of the $J$-unitary matrix, which in some sense reflects the deviation of $A$ from definiteness.

At this point it is not known how large $\|Z\|$ can be, under which circumstances it will be large or small, and how much it really contributes to the sensitivity of a subspace. A quantity corresponding to $\|Z\|$ in [36] is bounded in terms of $\left\|A^{-1}\right\|$ and a graded polar factor of $A$. Preliminary experiments in [36, Sections 4 and 5] suggest that $\|Z\|$ does not grow unduly. At present, we do not yet have a good understanding of why a subspace of an indefinite Hermitian matrix should be more sensitive to Hermitian relative perturbations than a subspace of a definite matrix.

Not all relative bounds for Hermitian matrices necessarily look like the one above. For instance, there are relative bounds specifically geared towards real symmetric tridiagonal matrices. The cosine between two Ritz vectors associated with an eigenvalue cluster of a real, symmetric tridiagonal matrix can be expressed in terms of a relative gap [27, Section 5]. Perturbations of the $L D L^{\mathrm{T}}$ decomposition
of a real, symmetric tridiagonal matrix lead to relative bounds on the tangent between eigenvectors, and an eigenvector condition number that depends on all eigenvalues, not just a single eigenvalue separation [28, Section 10].

Like a tridiagonal matrix, one can decompose any Hermitian matrix as $A=G^{*} J G$, where $J$ is a diagonal matrix with diagonal entries $\pm 1$. The norm-wise perturbation of a spectral projector induced by perturbations of the factor $G$ can be bounded in terms of a relative eigenvalue separation [35, (12)]; [32, Theorem 1].

### 3.6. Graded indefinite Hermitian matrices

The bound for graded positive-definite matrices from Section 3.4 is extended to graded indefinite matrices,

Fortunately, this requires only a slight modification in the proof of Theorem 3.9.

Theorem 3.10 (Simpler Version of Theorem 2 in Truhar and Slapničar [36]). If $A=D^{*} M D$ and $A+$ $E=D^{*}(M+F) D$ are Hermitian, where $D$ is nonsingular, and if

$$
\eta_{2} \equiv\left\||M|^{-1 / 2} F|M|^{-1 / 2} \mid\right\|_{2}<1
$$

then

$$
\|\sin \Theta\|_{\mathrm{F}} \leqslant\|Z\| \frac{\eta_{\mathrm{F}}}{\sqrt{1-\eta_{2}}} / \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{\Lambda}} \frac{|\lambda-\hat{\lambda}|}{\sqrt{\lambda \hat{\lambda}}}
$$

where $\eta_{\mathrm{F}} \equiv\left\||M|^{-1 / 2} F|M|^{-1 / 2} \mid\right\|_{\mathrm{F}}$, and $Z$ is $J$-unitary.
Proof. As in the proof of Theorem 3.9 derive

$$
\|\sin \Theta\|_{\mathrm{F}}=\|S\|_{\mathrm{F}} \leqslant\|W\|_{\mathrm{F}} / \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{\Lambda}} \frac{|\lambda-\hat{\lambda}|}{\sqrt{|\lambda \hat{\lambda}|}}
$$

To bound $\|W\|_{\mathrm{F}}$, represent $A$ and $A+E$ in terms of $D$ and eigendecompositions of $M$ and $M+F$, respectively. The scaling matrices $D$ then cancel out with the scaling matrices in the error $E=D^{*} F D$.

A quantity corresponding to $\|Z\|$ in [36] is bounded in terms of $\left\|A^{-1}\right\|$ and $\left\|D^{*}|M| D\right\|$.
Other relative bounds for indefinite Hermitian matrices that exploit grading include the following.

- Norm-wise and component-wise first-order bounds on the difference between exact and perturbed eigenvectors of real, symmetric scaled diagonally dominant matrices [1, Section 7].
- Bounds on the norm-wise difference between corresponding eigenvectors of Hermitian matrices $A=D^{*} M D$ and $D^{*}(M+F) D$ in terms of a relative gap, $\|F\|_{2}$ and an eigenvalue of a principal submatrix of $M$ [17, Theorem 7]. This is an improvement over the bounds for symmetric scaled diagonally dominant matrices in [1, Section 7] and for positive-definite matrices in [8].
- Bounds on the cosines of angles between exact and perturbed eigenvectors of possibly singular Hermitian matrices [2, Section 4]. They can be applied to analyze the accuracy of subspaces in ULV down-dating [3].
- Bounds on the norm-wise perturbations in spectral projectors [29, Section 2], [35, (6), (7)], [37, Theorem 2.48]; [30].


### 3.7. Remarks

The sensitivity of invariant subspaces to absolute perturbations $E$ and to relative perturbations $A^{-1} E$ is influenced by the same factors: conditioning of subspace bases, and separation of matrices associated with eigenvalues. When the matrices involved are Hermitian the sensitivity to absolute perturbations $E$ is amplified by an absolute eigenvalue separation, and the sensitivity to relative perturbations $A^{-1} E$ by a relative eigenvalue separation. None of these two perturbations seems to care about whether the Hermitian matrices are definite or indefinite.

This changes when one restricts relative perturbations to be Hermitian as well, i.e., of the form $|A|^{-1 / 2} E|A|^{-1 / 2}$. Then subspaces of indefinite matrices appear to be more sensitive to these perturbations than those of definite matrices. This phenomenon is not yet completely understood. In particular, it is not clear how much the sensitivity can worsen for an indefinite matrix, and in what way the sensitivity depends on the indefiniteness of the matrix. In general, one does not completely understand how exactly the fine-structure of a matrix and a perturbation affect the sensitivity of subspaces.

There is another observation that has not been fully exploited yet either. Invariant subspaces do not change under shifts, i.e., $A$ and the shifted matrix $A-\mu I$ have the same invariant subspaces. The condition numbers for the absolute perturbations are invariant under a shift, while those for relative perturbations are not. The question is, are there optimal shifts for computing subspaces, and what would 'optimal' mean in this context? In particular, one could shift a Hermitian matrix so it becomes positive-definite. Then the subspaces of the shifted matrix would look less sensitive to Hermitian relative perturbations. This approach is pursued to assess the sensivity of eigenvectors of factored real symmetric tridiagonal matrices to relative perturbations in the factors in [9, Section 5], [28, Section 10], and used to compute the eigenvectors in [10]. The approach based on shifting a matrix before evaluating sensitivity and computing subspaces deserves more investigation for general, Hermitian matrices.

Now we consider a different type of perturbation.

## 4. Multiplicative perturbations

The perturbed subspace $\mathscr{S}$ is interpreted as an exact subspace of a perturbed matrix $D_{1} A D_{2}$, where $D_{1}$ and $D_{2}$ are nonsingular. Relative and absolute bounds on $\|\sin \Theta\|$ are presented for diagonalizable and Hermitian matrices.

When $D_{2}=D_{1}^{-1}$, the perturbed matrix $D_{1} A D_{2}$ is just a similarity transformation of $A$, which means that $A$ and $D_{1} A D_{2}$ have the same eigenvalues. When $D_{2}=D_{1}^{*}$ then $D_{1} A D_{2}$ is a congruence transformation of $A$, which means that $A$ and $D_{1} A D_{2}$ have the same inertia when $A$ is Hermitian.

Since the nonsingularity of $D_{1}$ and $D_{2}$ forces $A$ and $D_{1} A D_{2}$ to have the same rank, multiplicative perturbations are more restrictive than additive perturbations.

Multiplicative perturbations can be used, for instance, to represent component-wise perturbations of real bidiagonal matrices and of real symmetric tridiagonal matrices with zero diagonal [1, p. 770], [12, Section 4], [19, Example 5.1]. This is exploited in [28, Section 4], where the relative sensitivity of eigenvalues and eigenvectors of real symmetric tridiagonal matrices with regard to perturbations in the factors of a $L D L^{\mathrm{T}}$ factorization is analyzed. Since $L$ is bidiagonal, a component-wise perturbation of $L$ can be represented as $D_{1} L D_{2}$.

In a different application illustrated below, multiplicative perturbations represent deflation in block triangular matrices.

Example 4.1 (Eisenstat and Ipsen [12, Theorem 5.2]). The off-diagonal block in the block triangular matrix

$$
A=\left(\begin{array}{ll}
A_{11} & A_{12} \\
& A_{22}
\end{array}\right)
$$

is to be eliminated, making the deflated matrix

$$
\left(\begin{array}{ll}
A_{11} & \\
& A_{22}
\end{array}\right)
$$

block diagonal. When $A_{11}$ is nonsingular one can factor

$$
\left(\begin{array}{ll}
A_{11} & \\
& A_{22}
\end{array}\right)=\left(\begin{array}{ll}
A_{11} & A_{12} \\
& A_{22}
\end{array}\right)\left(\begin{array}{cc}
I & -A_{11}^{-1} A_{12} \\
& I
\end{array}\right) .
$$

Therefore, the deflated matrix represents a multiplicative perturbation $D_{1} A D_{2}$, where $D_{1}=I$ and

$$
D_{2}=\left(\begin{array}{cc}
I & -A_{11}^{-1} A_{12} \\
I
\end{array}\right) .
$$

Similarly, when $A_{22}$ is nonsingular one can factor

$$
\left(\begin{array}{ll}
A_{11} & \\
& A_{22}
\end{array}\right)=\left(\begin{array}{cc}
I & -A_{12} A_{22}^{-1} \\
& I
\end{array}\right)\left(\begin{array}{ll}
A_{11} & A_{12} \\
& A_{22} .
\end{array}\right) .
$$

In this case the deflated matrix represents a multiplicative perturbation $D_{1} A D_{2}$, where $D_{2}=I$ and

$$
D_{2}=\left(\begin{array}{cc}
I & -A_{12} A_{22}^{-1} \\
& I
\end{array}\right) .
$$

### 4.1. Diagonalizable matrices

A bound is presented between a perturbed one-dimensional eigenspace and an eigenspace of a diagonalizable matrix.

Suppose $A$ is diagonalizable and $\hat{\mathscr{S}}=\operatorname{range}(\hat{x})$, where

$$
D_{1} A D_{2} \hat{x}=\hat{\lambda} \hat{x}, \quad\|\hat{x}\|_{2}=1
$$

for some nonsingular $D_{1}$ and $D_{2}$, where $D_{1} A D_{2}$ is not necessarily diagonalizable. In this section we explicitly choose $\mathscr{S}$ to be the eigenspace associated with all eigenvalues of $A$ closest to $\hat{\lambda}$. The remaining, further away eigenvalues form the diagonal elements of the diagonal matrix $\Lambda$, i.e.,

$$
\min _{\lambda \in A}|\lambda-\hat{\lambda}|>\min _{i}\left|\lambda_{i}(A)-\hat{\lambda}\right| .
$$

Then $\mathscr{S}^{\perp}$ is the left invariant subspace of $A$ associated with the eigenvalues in $\Lambda$. Let the columns of $Y$ be a basis for $\mathscr{S}^{\perp}$, so $\mathscr{S}^{\perp}=\operatorname{range}(Y)$ and

$$
Y^{*} A=\Lambda Y^{*} .
$$

In the theorem below the residual of $\hat{x}$ and $\hat{\lambda}$ is

$$
r \equiv(A-\hat{\lambda} I) \hat{x} .
$$

Theorem 4.1 (Eisenstat and Ipsen [13, Theorem 4.3]). If $A$ is diagonalizable then

$$
\|\sin \Theta\|_{2} \leqslant \kappa(Y)\|r\|_{2} / \min _{\lambda \in \Lambda}|\lambda-\hat{\lambda}| .
$$

If, in addition, $D_{1}$ and $D_{2}$ are nonsingular then

$$
\|\sin \Theta\|_{2} \leqslant \kappa(Y) \min \left\{\alpha_{1}, \alpha_{2}\right\} / \min _{\lambda \in \Lambda} \frac{|\lambda-\hat{\lambda}|}{|\hat{\lambda}|}+\left\|I-D_{2}\right\|_{2}
$$

where

$$
\alpha_{1} \equiv\left\|D_{1}^{-1}-D_{2}\right\|_{2}, \quad \alpha_{2} \equiv\left\|I-D_{1}^{-1} D_{2}^{-1}\right\|_{2}
$$

Proof. To derive the absolute bound, multiply $r=(A-\hat{\lambda} I) \hat{x}$ by $Y^{*}$ and use $Y^{*} A=Y^{*} \Lambda$,

$$
Y^{*} \hat{x}=(\Lambda-\hat{\lambda} I)^{-1} Y^{*} r .
$$

With $P$ being the orthogonal projector onto $\mathscr{S}^{\perp}=\operatorname{range}(Y)$ one gets

$$
P \hat{x}=\left(Y^{\dagger}\right)^{*} Y^{*} \hat{x}=\left(Y^{\dagger}\right)^{*}(\Lambda-\hat{\lambda} I)^{-1} Y^{*} r .
$$

From $\|\hat{x}\|_{2}=1$ follows

$$
\|\sin \Theta\|_{2}=\|P \hat{x}\|_{2} \leqslant \kappa(Y)\left\|(\Lambda-\hat{\lambda} I)^{-1}\right\|_{2}\|r\|_{2} .
$$

To derive the relative bound, we will use the absolute bound. Multiply $\left(D_{1} A D_{2}\right) \hat{x}=\hat{\lambda} \hat{x}$ by $D_{1}^{-1}$ and set $z \equiv D_{2} \hat{x} /\left\|D_{2} \hat{x}\right\|$,

$$
A z=\hat{\lambda} D_{1}^{-1} D_{2}^{-1} z
$$

The residual for $\hat{\lambda}$ and $z$ is

$$
f \equiv A z-\hat{\lambda} z=\hat{\lambda}\left(D_{1}^{-1} D_{2}^{-1}-I\right) z=\hat{\lambda}\left(D_{1}^{-1}-D_{2}\right) \hat{x} /\left\|D_{2} \hat{x}\right\|_{2} .
$$

Hence

$$
\|f\|_{2} \leqslant|\hat{\lambda}| \alpha_{2}, \quad\|f\|_{2} \leqslant|\hat{\lambda}| \alpha_{1} /\left\|D_{2} \hat{x}\right\|_{2} .
$$

The idea is to first apply the absolute bound to the residual $f$ and then make an adjustment from $z$ to $\hat{x}$. Since $f$ contains $\hat{\lambda}$ as a factor we will end up with a relative bound.

Applying the absolute bound to $f$ gives

$$
\|\sin \Phi\|_{2} \leqslant \kappa(Y)\|f\|_{2} / \min _{\lambda \in A}|\lambda-\hat{\lambda}|,
$$

where $\Phi$ represents the angle between $z$ and $\mathscr{S}$. To make the adjustment from $z$ to $\hat{x}$ use the fact that [13, Lemma 4.2]

$$
\|\sin \Theta\|_{2} \leqslant\|\sin \Phi\|_{2}+\left\|D_{2}-I\right\|_{2}
$$

and

$$
\|\sin \Theta\|_{2} \leqslant\left\|D_{2} \hat{x}\right\|_{2}\|\sin \Phi\|_{2}+\left\|D_{2}-I\right\|_{2} .
$$

Now put the first bound for $\|f\|_{2}$ into the first bound for $\|\sin \Theta\|_{2}$ and the second bound for $\|f\|_{2}$ into the second bound for $\|\sin \Theta\|_{2}$.

The relative bound consists of two summands. The first summand represents the (absolute or relative) deviation of $D_{1}$ and $D_{2}$ from a similarity transformation, amplified by the eigenvector conditioning $\kappa(Y)$ and by the relative eigenvalue separation; while the second summand represents the (absolute and relative) deviation of the similarity transformation from the identity. The factor $\alpha_{1}$ is an absolute deviation from similarity, while $\alpha_{2}$ constitutes a relative deviation as

$$
I-D_{1}^{-1} D_{2}^{-1}=\left(D_{2}-D_{1}^{-1}\right) D_{2}^{-1}
$$

is a difference relative to $D_{2}$. Thus, for an eigenspace to be insensitive to multiplicative perturbations, the multiplicative perturbations must constitute a similarity transformation close to the identity.

Here again, as in Theorem 3.3, the relative bound is implied by the absolute bound. Also, when $\hat{\mathscr{S}}$ has dimension 1, the absolute bound in Theorem 4.1 implies the absolute bound in Theorem 3.4.

Example 4.2. Let us apply Theorem 4.1 to Example 4.1. Suppose $\hat{x}$ is a unit-norm eigenvector associated with an eigenvalue $\hat{\lambda}$ of the deflated, block-diagonal matrix.

First consider the case when $A_{11}$ is nonsingular. Then $D_{1}=I$ and

$$
\alpha_{1}=\alpha_{2}=\left\|I-D_{2}\right\|_{2}=\left\|A_{11}^{-1} A_{12}\right\|_{2} .
$$

Hence

$$
\|\sin \Theta\|_{2} \leqslant\left\|A_{11}^{-1} A_{12}\right\|_{2}\left(1+1 / \min _{\hat{\lambda} \in \Lambda} \frac{|\lambda-\hat{\lambda}|}{|\hat{\lambda}|}\right) .
$$

This means $\hat{x}$ is close to an eigenvector of $A$ if $\left\|A_{11}^{-1} A_{12}\right\|_{2}$ is small compared to 1 and the relative eigenvalue separation. Hence, the matrix can be safely deflated without harming the eigenvector, if the leading diagonal block is 'large enough compared to' the off-diagonal block, and the meaning of 'large enough' is determined by the eigenvalue separation.
In the second case when $A_{22}$ is nonsingular, one has $D_{2}=I$. Hence $\left\|D_{2}-I\right\|_{2}=0, \alpha_{1}=\alpha_{2}=$ $\left\|A_{12} A_{22}^{-1}\right\|_{2}$, and

$$
\|\sin \Theta\|_{2} \leqslant\left\|A_{11}^{-1} A_{12}\right\|_{2} / \min _{\hat{\lambda} \in \Lambda} \frac{|\lambda-\hat{\lambda}|}{|\hat{\lambda}|} .
$$

Now the matrix can be safely deflated without harming the eigenvector, if the trailing diagonal block is 'large enough compared to' the off-diagonal block.

In some cases the first summand in the bound of Theorem 4.1 can be omitted.
Corollary 4.2 (Eisenstat and Ipsen [13, Corollary 4.4]). If $D_{1}=D_{2}^{-1}$ or $\hat{\lambda}=0$, then

$$
\|\sin \Theta\|_{2} \leqslant\left\|I-D_{2}\right\|_{2} .
$$

Proof. First suppose $D_{1}=D_{2}^{-1}$. Then $D_{1} A D_{2} \hat{x}=\hat{\lambda} \hat{x}$ implies $A D_{2} \hat{x}=\hat{\lambda} D_{2} \hat{x}$, i.e., $\hat{\lambda}$ and $D_{2} \hat{x}$ are an exact eigenpair of $A$. Since $\mathscr{S}$ is the eigenspace associated with all eigenvalues closest to $\hat{\lambda}$, we must have $D_{2} \hat{x} \in \mathscr{S}$. Hence $P D_{2} \hat{x}=0$, where $P$ is the orthogonal projector onto $\mathscr{S}^{\perp}$, and

$$
\|\sin \Theta\|_{2}=\|P \hat{x}\|_{2}=\left\|P\left(D_{2} \hat{x}-\hat{x}\right)\right\|_{2} \leqslant\left\|I-D_{2}\right\|_{2} .
$$

Now suppose $\hat{\lambda}=0$. Then $D_{1} A D_{2} \hat{x}=0 \cdot \hat{x}$ implies $D_{2}^{-1} A D_{2} \hat{x}=0 \cdot \hat{x}$, since $D_{1}$ and $D_{2}$ are nonsingular. Hence $\hat{\lambda}$ and $\hat{x}$ are an exact eigenpair of a similarity transformation of $A$, and we are back to the first case.

In the case of similarity transformations $D_{1}=D_{2}^{-1}$, the eigenspace angle is bounded by the relative deviation of $D_{2}$ from identity, without any amplification by $\kappa(Y)$ or by a relative gap. As a consequence, eigenvectors of diagonalizable matrices are well-conditioned when the perturbation is a similarity transformation. Similarly, in the case $\hat{\lambda}=0$ it follows that null vectors of diagonalizable matrices are well-conditioned under multiplicative perturbations.

A different approach is sketched in [21, Remark 3.3] for deriving eigenspace bounds of diagonalizable matrices when both eigenspaces have the same dimension $\geqslant 1$.

### 4.2. Hermitian matrices

Two-norm and Frobenius norm bounds are presented for multiplicative perturbations that are congruence transformations.

When applied to Hermitian matrices, Theorem 4.1 simplifies. Remember that in this context the perturbed eigenspace has dimension one, $\hat{\mathscr{S}}=\operatorname{range}(\hat{x})$, and

$$
D^{*} A D \hat{x}=\lambda \hat{x}, \quad\|\hat{x}\|_{2}=1 ;
$$

and $\mathscr{S}$ is the eigenspace of $A$ associated with the eigenvalues of $A$ closest to $\hat{\lambda}$.
Corollary 4.3 (Eisenstat and Ipsen [11, Theorem 2.1]). If $A$ is Hermitian then

$$
\|\sin \Theta\|_{2} \leqslant\|r\|_{2} / \min _{\lambda \in \Lambda}|\lambda-\hat{\lambda}| .
$$

If, in addition, $D$ is nonsingular then

$$
\|\sin \Theta\|_{2} \leqslant \min \left\{\alpha_{1}, \alpha_{2}\right\} / \min _{i \in A} \frac{|\lambda-\hat{\lambda}|}{|\hat{\lambda}|}+\|I-D\|_{2},
$$

where

$$
\alpha_{1} \equiv\left\|D^{-*}-D\right\|_{2}, \quad \alpha_{2} \equiv\left\|I-D^{-*} D^{-1}\right\|_{2} .
$$

The relative bound consists of two summands. The first summand represents the (absolute or relative) deviation of the equivalence transformation from a similarity, amplified by the relative eigenvalue separation; while the second summand represents the (absolute and relative) deviation of the similarity transformation from the identity. Hence the eigenspace $\mathscr{S}$ is insensitive to perturbations that are equivalence transformations if the equivalence transformation is close to a similarity transformation that does not differ much from the identity.

In the special case when $\mathscr{S}$ has dimension one, Corollary 4.3 is slightly stronger than [12, Theorem 2.2] and [11, Corollary 2.1].

Corollary 4.3 can be extended to bound angles between two eigenspaces of equal dimension $k \geqslant 1$, however at the expense of an additional factor $\sqrt{k}$ in the bound [11, Theorem 3.1]. The following bounds for equally dimensioned subspaces do without this factor.

Let $\mathscr{S}$ be an invariant subspace of $A$, and $\hat{\mathscr{S}}$ be an invariant subspace of $D^{*} A D$, where $D$ is nonsingular and $\hat{\mathscr{S}}$ has the same dimension as $\mathscr{S}$. Let the columns of $\hat{X}$ be an orthonormal basis for $\hat{\mathscr{S}}$ and the columns of $Y$ be an orthonormal basis for $\mathscr{S}^{\perp}$. Then

$$
Y^{*} A=\Lambda Y^{*}, \quad D^{*} A D \hat{X}=\hat{X} \hat{\Lambda}
$$

for some diagonal matrices $\Lambda$ and $\hat{\Lambda}$. Below are Frobenius norm bounds on the angle between two equally dimensioned eigenspaces of a Hermitian matrix.

Theorem $4.4\left(\mathrm{Li}\left[21\right.\right.$, Theorem 3.1]). ${ }^{2}$ If $A$ is Hermitian and $D$ is nonsingular then

$$
\|\sin \Theta\|_{\mathrm{F}} \leqslant\left\|\left(D-D^{-*}\right) \hat{X}\right\|_{\mathrm{F}} / \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{1}} \frac{|\lambda-\hat{\lambda}|}{|\lambda|}+\left\|\left(I-D^{-*}\right) \hat{X}\right\|_{\mathrm{F}}
$$

and

$$
\|\sin \Theta\|_{\mathrm{F}} \leqslant \sqrt{\|(I-D) \hat{X}\|_{\mathrm{F}}^{2}+\left\|\left(I-D^{-*}\right) \hat{X}\right\|_{\mathrm{F}}^{2}} / \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{\Lambda}} \frac{|\lambda-\hat{\lambda}|}{\sqrt{\lambda^{2}+\hat{\lambda}^{2}}}
$$

These bounds give the same qualitative information as Corollary 4.3: The eigenspace is insensitive to perturbations that are congruence transformations if the congruence transformation is close to a similarity transformation that does not differ much from the identity. The first bound has the same form as the relative bound in Corollary 4.3. In particular, when $\mathscr{S}$ and $\hat{\mathscr{S}}$ have dimension one, the first bound in Theorem 4.4 implies

$$
\|\sin \Theta\|_{2} \leqslant\left\|\left(D-D^{-*}\right)\right\|_{2} / \min _{\lambda \in \Lambda, \hat{\lambda} \in \hat{\Lambda}} \frac{|\lambda-\hat{\lambda}|}{|\lambda|}+\left\|I-D^{-*}\right\|_{2},
$$

which is almost identical to the relative bound in Corollary 4.3. Note that the relative eigenvalue separation in the second bound is different. More generally, Theorem 4.4 holds in any unitarily invariant norm [21, Theorem 3.2].

Multiplicative eigenvector bounds for the hyperbolic eigenvalue problem $A x=\lambda J x$, where $A$ is Hermitian positive-definite and $J$ is a diagonal matrix with unit diagonal entries are given in [31, Section 4].
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#### Abstract

In this paper, the trace minimization method for the generalized symmetric eigenvalue problems proposed by Sameh and Wisniewski [35] is reviewed. Convergence of an inexact trace minimization algorithm is established and a variant of the algorithm that uses expanding subspaces is introduced and compared with the block Jacobi-Davidson algorithm. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

The generalized eigenvalue problem

$$
\begin{equation*}
A x=\lambda B x \tag{1.1}
\end{equation*}
$$

where $A$ and $B$ are $n \times n$ real symmetric matrices with $B$ being positive definite, arises in many applications, most notably in structural mechanics [1,2] and plasma physics [17,19]. Usually, $A$ and $B$ are large, sparse, and only a few of the eigenvalues and the associated eigenvectors are desired. Because of the size of the problem, methods that rely only on operations like matrix-vector multiplications, inner products, and vector updates, that utilize only high-speed memory are usually considered.

Many methods fall into this category (see, for example [42,43]). The basic idea in all of these methods is building a sequence of subspaces that, in the limit, contain the desired eigenvectors. Most

[^17]of the early methods iterate on a single vector, i.e., using one-dimensional subspaces, to compute one eigenpair at a time. If several eigenpairs are needed, a deflation technique is frequently used. Another alternative is to use block analogs of the single vector methods to obtain several eigenpairs simultaneously. The well-known simultaneous iteration [31], or subspace iteration [28], is a block analog of the power method. Simultaneous iteration is originally developed by Bauer [3] under the name treppeniteration. It was extensively studied in the late 1960s and early 1970s [5,24,31,41,42].

Let $A$ be symmetric positive definite and assume that the smallest $p$ eigenpairs are the ones we desire to obtain, where $1 \leqslant p \ll n$. In simultaneous iteration, the sequence of subspaces of dimension $p$ is generated by the following recurrence:

$$
\begin{equation*}
X_{k+1}=A^{-1} B X_{k}, \quad k=0,1, \ldots \tag{1.2}
\end{equation*}
$$

where $X_{0}$ is an $n \times p$ matrix of full rank. The eigenvectors of interest are magnified at each iteration step, and will eventually dominate $X_{k}$. The downside of simultaneous iteration is that linear systems of the form $A x=b$ have to be solved repeatedly which is a significant challenge for large problems. Solving these linear systems inexactly often compromises global convergence. A variant of simultaneous iteration, called the trace minimization method, was proposed in 1982 by Sameh and Wisniewski [35] in an attempt to avoid this difficulty. Let $X_{k}$ be the current approximation to the eigenvectors corresponding to the $p$ smallest eigenvalues where $X_{k}^{\mathrm{T}} B X_{k}=I_{p}$. The idea of the trace minimization scheme is to find a correction term $\Delta_{k}$ that is $B$-orthogonal to $X_{k}$ such that

$$
\operatorname{tr}\left(X_{k}-\Delta_{k}\right)^{\mathrm{T}} A\left(X_{k}-\Delta_{k}\right)<\operatorname{tr}\left(X_{k}^{\mathrm{T}} A X_{k}\right)
$$

It follows that, for any $B$-orthonormal basis $X_{k+1}$ of the new subspace span $\left\{X_{k}-\Delta_{k}\right\}$, we have

$$
\operatorname{tr}\left(X_{k+1}^{\mathrm{T}} A X_{k+1}\right)<\operatorname{tr}\left(X_{k}^{\mathrm{T}} A X_{k}\right)
$$

i.e., $\operatorname{span}\left\{X_{k}-\Delta_{k}\right\}$ gives rise to a better approximation of the desired eigenspace than $\operatorname{span}\left\{X_{k}\right\}$. This trace reduction property can be maintained without solving any linear systems exactly.

Just as simultaneous iteration is accelerated by the use of Chebyshev polynomials, the trace minimization method is accelerated via shifting strategies. The introduction of shifts, however, may compromise the robustness of the trace minimization scheme. Various techniques have been developed to prevent unstable convergence (see Section 3.2 for details). A simple way to get around this difficulty is to utilize expanding subspaces. This, in turn, places the trace minimization method into a class of methods that includes the Lanczos method [23], Davidson's method [10], and the Jacobi-Davidson method [12,37,38].

The Lanczos method has become increasingly popular since the ground-breaking analysis by Paige [27], and many practical algorithms are known today [7,14,30,36] (see [8,15] for an overview). The original Lanczos algorithm was developed for handling the standard eigenvalue problem only, i.e., $B=I$. Extensions to the generalized eigenvalue problem [11,21,16] require solving a linear system of the form $B x=b$ at each iteration step, or factorizing matrices of the form $A-\sigma B$ during the iteration. Davidson's method can be regarded as a preconditioned Lanczos method. It was intended to be a practical method for standard eigenvalue problems in quantum chemistry where the matrices involved are diagonally dominant. In the past two decades, Davidson's method has gone through a series of significant improvements [6,25,26,40,44]. A recent development is the Jacobi-Davidson method [38], published in 1996, which is a variant of Davidson's original scheme and the well-known Newton's method. The Jacobi-Davidson algorithm for the symmetric eigenvalue problem may be regarded as a
generalization of the trace minimization scheme that uses expanding subspaces. Both utilize an idea that dates back to Jacobi [20]. As we will see in Section 5, the current Jacobi-Davidson scheme can be further improved by the techniques developed in the trace minimization method.

In this paper, we give a detailed account of the trace minimization method including the derivation of the scheme, its convergence theory, acceleration techniques, and some implementation details. Some of this material is new. The outline of the paper is as follows. In Section 2, we "derive" the trace minimization method and describe the basic algorithm. In Section 3, we prove convergence of the basic algorithm under the assumption that the inner systems are solved inexactly. Shifting techniques are introduced in Section 4, and a Davidson-type generalization is given in Section 5.

Throughout the paper, the eigenpairs of the eigenvalue problem (1.1) are denoted by $\left(x_{i}, \lambda_{i}\right)$, $1 \leqslant i \leqslant n$. The eigenvalues are always arranged in ascending order. The following eigenvalue problem of order 100:

$$
\begin{align*}
& A=\operatorname{diag}(1 \times 0.1,2 \times 0.2,3 \times 0.3, \ldots, 100 \times 10.0)  \tag{1.3}\\
& B=\operatorname{diag}(0.1,0.2,0.3, \ldots, 10.0)
\end{align*}
$$

will be used in Sections 2-5 to illustrate the techniques discussed in the paper. All numerical experiments for this small eigenvalue problem are performed with MATLAB on a SUN SPARC 5. The initial guesses are generated by the MATLAB function RAND, and the eigenpairs are accepted when the 2 -norm of the residual vectors are less than $10^{-10}$. Numerical experiments for large problems are performed on SGI/Origin 2000. The results are presented in Section 5.3.

## 2. The trace minimization method

In this section, we derive the trace minimization method originally presented in [35]. We assume that $A$ is positive definite, otherwise problem (1.1) can be replaced by

$$
(A-\mu B) x=(\lambda-\mu) B x
$$

with $\mu<\lambda_{1}<0$, that ensures a positive definite $(A-\mu B)$.
The trace minimization method is motivated by the following theorem.
Theorem 2.1 (Beckenbach and Bellman [4], Sameh and Wisniewski [35]). Let $A$ and $B$ be as given in problem (1.1), and let $X^{*}$ be the set of all $n \times p$ matrices $X$ for which $X^{\mathrm{T}} B X=I_{p}, 1 \leqslant p \leqslant n$. Then

$$
\begin{equation*}
\min _{X \in X^{*}} \operatorname{tr}\left(X^{\mathrm{T}} A X\right)=\sum_{i=1}^{p} \lambda_{i} \tag{2.1}
\end{equation*}
$$

where $\lambda_{1} \leqslant \lambda_{2} \leqslant \cdots \leqslant \lambda_{n}$ are the eigenvalues of problem (1.1). The equality holds if and only if the columns of the matrix $X$, which achieves the minimum, span the eigenspace corresponding to the smallest $p$ eigenvalues.

If we denote by $E / F$ the matrix $E F^{-1}$ and $\mathscr{X}$ the set of all $n \times p$ matrices of full rank, then (2.1) is equivalent to

$$
\min _{X \in \mathscr{X}} \operatorname{tr}\left(\frac{X^{\mathrm{T}} A X}{X^{\mathrm{T}} B X}\right)=\sum_{i=1}^{p} \lambda_{i} .
$$

$X^{\mathrm{T}} A X / X^{\mathrm{T}} B X$ is called the generalized Rayleigh quotient. Most of the early methods that compute a few of the smallest eigenvalues are devised explicitly or implicitly by reducing the generalized Rayleigh quotient step by step. A simple example is the simultaneous iteration scheme for a positive definite matrix $A$ where the current approximation $X_{k}$ is updated by (1.2). It can be shown by the Courant-Fischer theorem [29, p. 206] and the Kantorovic inequality [22] that

$$
\begin{equation*}
\lambda_{i}\left(\frac{X_{k+1}^{\mathrm{T}} A X_{k+1}}{X_{k+1}^{\mathrm{T}} B X_{k+1}}\right) \leqslant \lambda_{i}\left(\frac{X_{k}^{\mathrm{T}} A X_{k}}{X_{k}^{\mathrm{T}} B X_{k}}\right), \quad 1 \leqslant i \leqslant p \tag{2.2}
\end{equation*}
$$

The equality holds only when $X_{k}$ is already an eigenspace of problem (1.1). Originally, the columns of $X_{k+1}$ were taken as approximations to the desired eigenvectors. It was later found out that a Rayleigh-Ritz process on the subspace span $\left\{X_{k+1}\right\}$ yields more accurate approximations. A detailed treatment of simultaneous iteration can be found in [29, Chapter 14]. The following is an outline of the basic algorithm:

Algorithm 1. Simultaneous iteration.
Choose a block size $s \geqslant p$ and an $n \times s$ matrix $V_{1}$ of full rank such that $V_{1}^{\mathrm{T}} B V_{1}=I_{s}$.
For $k=1,2, \ldots$ until convergence, do

1. Compute $W_{k}=A V_{k}$ and the interaction matrix $H_{k}=V_{k}^{\mathrm{T}} W_{k}$.
2. Compute the eigenpairs $\left(Y_{k}, \Theta_{k}\right)$ of $H_{k}$. The eigenvalues are arranged in ascending order and the eigenvectors are chosen to be orthogonal.
3. Compute the corresponding Ritz vectors $X_{k}=V_{k} Y_{k}$.
4. Compute the residuals $R_{k}=W_{k} Y_{k}-B X_{k} \Theta_{k}$.
5. Test for convergence.
6. Solve the linear system

$$
\begin{equation*}
A Z_{k+1}=B X_{k} \tag{2.3}
\end{equation*}
$$

by an iterative method.
7. $B$-orthonormalize $Z_{k+1}$ into $V_{k+1}$ by the Gram-Schmidt process with reorthogonalization [9]. End for

In [35], simultaneous iteration was derived in a way that the trace minimization property is explicitly explored. At each iteration step, the previous approximation $X_{k}$, which satisfies $X_{k}^{\mathrm{T}} B X_{k}=I_{s}$ and $X_{k}^{\mathrm{T}} A X_{k}=\Theta_{k}$, is corrected with $\Delta_{k}$ that is obtained by

$$
\begin{align*}
\operatorname{minimizing} & \operatorname{tr}\left(X_{k}-\Delta_{k}\right)^{\mathrm{T}} A\left(X_{k}-\Delta_{k}\right) \\
\text { subject to } & X_{k}^{\mathrm{T}} B \Delta_{k}=0 \tag{2.4}
\end{align*}
$$

As a result, the matrix $Z_{k+1}=X_{k}-\Delta_{k}$ always satisfies

$$
\begin{equation*}
\operatorname{tr}\left(Z_{k+1}^{\mathrm{T}} A Z_{k+1}\right) \leqslant \operatorname{tr}\left(X_{k}^{\mathrm{T}} A X_{k}\right) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
Z_{k+1}^{\mathrm{T}} B Z_{k+1}=I_{s}+\Delta_{k}^{\mathrm{T}} B \Delta_{k} \tag{2.6}
\end{equation*}
$$

which guarantee that

$$
\begin{equation*}
\operatorname{tr}\left(X_{k+1}^{\mathrm{T}} A X_{k+1}\right) \leqslant \operatorname{tr}\left(X_{k}^{\mathrm{T}} A X_{k}\right) \tag{2.7}
\end{equation*}
$$

for any $B$-orthonormal basis $X_{k+1}$ of the subspace $\operatorname{span}\left\{Z_{k+1}\right\}$. The equality in (2.7) holds only when $\Delta_{k}=0$, i.e., $X_{k}$ spans an eigenspace of (1.1) (see Theorem 3.3 for details).
Using Lagrange multipliers, the solution of the minimization problem (2.4) can be obtained by solving the saddle-point problem

$$
\left[\begin{array}{cc}
A & B X_{k}  \tag{2.8}\\
X_{k}^{\mathrm{T}} B & 0
\end{array}\right]\left[\begin{array}{c}
\Delta_{k} \\
L_{k}
\end{array}\right]=\left[\begin{array}{c}
A X_{k} \\
0
\end{array}\right],
$$

where $2 L_{k}$ represents the Lagrange multipliers. In [35], (2.8) is further reduced to the following positive-semidefinite system

$$
\begin{equation*}
(P A P) \Delta_{k}=P A X_{k}, \quad X_{k}^{\mathrm{T}} B \Delta_{k}=0, \tag{2.9}
\end{equation*}
$$

where $P$ is the projector $P=I-B X_{k}\left(X_{k}^{\mathrm{T}} B^{2} X_{k}\right)^{-1} X_{k}^{\mathrm{T}} B$. This system is solved by the conjugate gradient method (CG) in which zero is chosen as the initial iterate so that the linear constraint $X_{k}^{\mathrm{T}} B \Delta_{k}^{(I)}=0$ is automatically satisfied for any intermediate $\Delta_{k}^{(l)}$. This results in the following basic trace minimization algorithm:

Algorithm 2. The basic trace minimization algorithm.
Choose a block size $s \geqslant p$ and an $n \times s$ matrix $V_{1}$ of full rank such that $V_{1}^{\mathrm{T}} B V_{1}=I_{s}$.
For $k=1,2, \ldots$ until convergence, do

1. Compute $W_{k}=A V_{k}$ and the interaction matrix $H_{k}=V_{k}^{\mathrm{T}} W_{k}$.
2. Compute the eigenpairs $\left(Y_{k}, \Theta_{k}\right)$ of $H_{k}$. The eigenvalues are arranged in ascending order and the eigenvectors are chosen to be orthogonal.
3. Compute the corresponding Ritz vectors $X_{k}=V_{k} Y_{k}$.
4. Compute the residuals $R_{k}=A X_{k}-B X_{k} \Theta_{k}=W_{k} Y_{k}-B X_{k} \Theta_{k}$.
5. Test for convergence.
6. Solve the positive-semidefinite linear system (2.9) approximately via the CG scheme.
7. $B$-orthonormalize $X_{k}-\Delta_{k}$ into $V_{k+1}$ by the Gram-Schmidt process with reorthogonalization [9]. End for

From now on, we will refer to the linear system (2.9) in step (6) as the inner system(s). It is easy to see that the exact solution of the inner system is

$$
\begin{equation*}
\Delta_{k}=X_{k}-A^{-1} B X_{k}\left(X_{k}^{\mathrm{T}} B A^{-1} B X_{k}\right)^{-1}, \tag{2.10}
\end{equation*}
$$

thus the subspace spanned by $X_{k}-\Delta_{k}$ is the same subspace spanned by $A^{-1} B X_{k}$. In other words, if the inner system (2.9) is solved exactly at each iteration step, the trace minimization algorithm above is mathematically equivalent to simultaneous iteration. As a consequence, global convergence of the basic trace minimization algorithm follows exactly from that of simultaneous iteration.

Theorem 2.2 (Rutishauser [32], Parlett [29], Sameh and Wisniewski [35]). Let $A$ and $B$ be positive definite and let $s \geqslant p$ be the block size such that the eigenvalues of problem (1.1) satisfy $0<\lambda_{1} \leqslant \lambda_{2} \leqslant \cdots \leqslant \lambda_{s}<\lambda_{s+1} \leqslant \cdots \leqslant \lambda_{n}$. Let also the initial iterate $X_{0}$ be chosen such that it has linearly independent columns and is not deficient in any eigen-component associated with the $p$ smallest eigenvalues. Then the ith column of $X_{k}$, denoted by $x_{k, i}$, converges to the eigenvector $x_{i}$
corresponding to $\lambda_{i}$ for $i=1,2, \ldots, p$ with an asymptotic rate of convergence bounded by $\lambda_{i} / \lambda_{s+1}$. More specifically, at each step, the error

$$
\begin{equation*}
\phi_{i}=\left(x_{k, i}-x_{i}\right)^{\mathrm{T}} A\left(x_{k, i}-x_{i}\right) \tag{2.11}
\end{equation*}
$$

is reduced asymptotically be a factor of $\left(\lambda_{i} / \lambda_{s+1}\right)^{2}$.
The only difference between the trace minimization algorithm and simultaneous iteration is in step (6). If both (2.3) and (2.9) are solved via the CG scheme exactly, the performance of either algorithm is comparable in terms of time consumed, as observed in practice. The additional cost in performing the projection $P$ at each CG step (once rather than twice) is not high because the block size $s$ is usually small, i.e., $1 \leqslant s \ll n$. This additional cost is sometimes compensated for by the fact that $P A P$, when it is restricted to subspace $\left\{v \in R^{n} \mid P v=v\right\}$, is better conditioned than $A$ as will be seen in the following theorem.

Theorem 2.3. Let $A$ and $B$ be as given in Theorem 2.2 and $P$ be as given in (2.9), and let $v_{i}, \mu_{i}, 1 \leqslant i \leqslant n$ be the eigenvalues of $A$ and PAP arranged in ascending order, respectively. Then, we have

$$
0=\mu_{1}=\mu_{2}=\cdots=\mu_{s}<v_{1} \leqslant \mu_{s+1} \leqslant \mu_{s+2} \leqslant \cdots \leqslant \mu_{n} \leqslant v_{n} .
$$

Proof. The proof is a straightforward consequence of the Courant-Fischer theorem [29, p. 206], and hence omitted.

## 3. Practical considerations

In computing practice, however, the inner systems (2.3) and (2.9) are always solved approximately, particularly for large problems. There are two reasons for this: (i) the error (2.11) in the $i$ th column of $X_{k}$ is reduced asymptotically by a factor of $\left(\lambda_{i} / \lambda_{s+1}\right)^{2}$ at each iteration step. Thus we should not expect high accuracy in the early Ritz vectors even if the inner systems are solved to machine precision, and (ii) it is often too expensive to solve the inner systems to high-order accuracy by an iterative method. Numerical experiments have shown that, for simultaneous iteration, the inner system (2.3) has to be solved in a progressive way, i.e., the absolute stopping tolerance for the inner systems must be decreasing such that it is smaller than the specified error tolerance at the end of the outer iteration. On the contrary, for the trace minimization algorithm, the convergence is guaranteed if a constant relative residual tolerance is used for the inner system (2.9). Table 1 shows the behavior of both algorithms for example (1.3), where $\times$ indicates stagnation.

### 3.1. A convergence result

In this section, we prove the convergence of the trace minimization algorithm under the assumption that the inner systems in (2.9) are solved inexactly. We assume that, for each $i, 1 \leqslant i \leqslant s$, the $i$ th inner system in (2.9) is solved approximately by the CG scheme with zero as the initial iterate such that the 2 -norm of the residual is reduced by a factor $\gamma<1$. The computed correction matrix will be

Table 1
The basic trace minimization algorithm (Algorithm 2) versus simultaneous iteration. The inner systems are solved by the CG scheme which is terminated such that the 2-norm of the residual is reduced by a specified factor. The number of outer iterations (\#its) and the number of matrix vector multiplications with $A$ ( $A$ mults) are listed for different residual reduction factors

| Methods | $10^{-4}$ |  | $10^{-2}$ |  | 0.5 |  | Dynamic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \#its | $A$ mults | \#its | $A$ mults | \#its | $A$ mults | \#its | $A$ mults |
| Simult | $\times$ |  | $\times$ |  | $\times$ |  | $\times$ |  |
| Tracmn | 59 | 6638 | 59 | 4263 | 77 | 4030 | 66 | 4479 |

denoted by $\Delta_{k}^{\mathrm{c}}=\left\{d_{k, 1}^{\mathrm{c}}, d_{k, 2}^{\mathrm{c}}, \ldots, d_{k, s}^{\mathrm{c}}\right\}$ to distinguish it from the exact solution $\Delta_{k}=\left\{d_{k, 1}, d_{k, 2}, \ldots, d_{k, s}\right\}$ of (2.9).

We begin the convergence proof with two lemmas. We first show that, at each iteration step, the columns of $X_{k}-\Delta_{k}^{\mathrm{c}}$ are linearly independent, and the sequence $\left\{X_{k}\right\}_{0}^{\infty}$ in the trace minimization algorithm is well-defined. In Lemma 3.2, we show that the computed correction matrix $\Delta_{k}^{\mathfrak{c}}$ satisfies

$$
\operatorname{tr}\left(X_{k}-\Delta_{k}^{\mathrm{c}}\right)^{\mathrm{T}} A\left(X_{k}-\Delta_{k}^{\mathrm{c}}\right) \leqslant \operatorname{tr}\left(X_{k}^{\mathrm{T}} A X_{k}\right)
$$

This assures that, no matter how prematurely the CG process is terminated, the $\operatorname{trace} \operatorname{tr}\left(X_{k}^{\mathrm{T}} A X_{k}\right)$ always forms a decreasing sequences bounded from below by $\sum_{i=1}^{s} \lambda_{i}$.

Lemma 3.1. For each $k=0,1,2, \ldots, Z_{k+1}=X_{k}-\Delta_{k}^{\mathfrak{c}}$ is of full rank.
Proof. Since $d_{k, i}^{c}$ is an intermediate approximation obtained from the CG process, there exists a polynomial $p(t)$ such that

$$
d_{k, i}^{\mathrm{c}}=p(P A P)\left(P A x_{k, i}\right)
$$

where $x_{k, i}$ is the $i$ th column of $X_{k}$ and $P$ is the projector in (2.9). As a consequence, for each $i, d_{k, i}^{\mathrm{c}}$ is $B$-orthogonal to $X_{k}$, i.e., $X_{k}^{\mathrm{T}} B d_{k, i}^{\mathrm{c}}=0$. Thus the matrix

$$
Z_{k+1}^{\mathrm{T}} B Z_{k+1}=I_{s}+\Delta_{k}^{\mathrm{cT}} B \Delta_{k}^{\mathrm{c}}
$$

is nonsingular, and $Z_{k+1}$ is of full rank.

Lemma 3.2. Suppose that the inner systems in (2.9) are solved by the $C G$ scheme with zero as the initial iterate. Then, for each $i,\left(x_{k, i}-d_{k, i}^{(l)}\right)^{\mathrm{T}} A\left(x_{k, i}-d_{k, i}^{(l)}\right)$ decreases monotonically with respect to step $l$ of the $C G$ scheme.

Proof. The exact solution of the inner system (2.9),

$$
\Delta_{k}=X_{k}-A^{-1} B X_{k}\left(X_{k}^{\mathrm{T}} B A^{-1} B X_{k}\right)^{-1}
$$

satisfies $P \Delta_{k}=\Delta_{k}$. For each $i, 1 \leqslant i \leqslant s$, the intermediate $d_{k, i}^{(l)}$ in the CG process also satisfies $P d_{k, i}^{(l)}=$ $d_{k, i}^{(l)}$. It follows that

$$
\begin{aligned}
\left(d_{k, i}^{(l)}-d_{k, i}\right)^{\mathrm{T}} P A P\left(d_{k, i}^{(l)}-d_{k, i}\right) & =\left(d_{k, i}^{(l)}-d_{k, i}\right)^{\mathrm{T}} A\left(d_{k, i}^{(l)}-d_{k, i}\right) \\
& =\left(x_{k, i}-d_{k, i}^{(l)}\right)^{\mathrm{T}} A\left(x_{k, i}-d_{k, i}^{(l)}\right)-\left[\left(X_{k}^{\mathrm{T}} B A^{-1} B X_{k}\right)^{-1}\right]_{i i}
\end{aligned}
$$

Since the CG process minimizes the $P A P$-norm of the error $e_{k, i}^{(l)}=d_{k, i}^{(l)}-d_{k, i}$ on the expanding Krylov subspace [33, p. 130], we have $\left(d_{k, i}^{(l)}-d_{k, i}\right)^{\mathrm{T}} P A P\left(d_{k, i}^{(l)}-d_{k, i}\right)$ decreases monotonically. So does $\left(x_{k, i}-d_{k, i}^{(l)}\right)^{\mathrm{T}} A\left(x_{k, i}-d_{k, i}^{(l)}\right)$.

Theorem 3.3. Let $X_{k}, \Delta_{k}^{\mathrm{c}}$, and $Z_{k+1}$ be as given for Lemma 3.1. Then we have $\lim _{k \rightarrow \infty} \Delta_{k}^{\mathrm{c}}=0$.
Proof. First, by the definition of $\Delta_{k}^{\mathrm{c}}$, we have

$$
Z_{k+1}^{\mathrm{T}} B Z_{k+1}=I_{s}+\Delta_{k}^{\mathrm{cT}} B \Delta_{k}^{\mathrm{c}} \triangleq I_{s}+T_{k} .
$$

Consider the spectral decomposition of $Z_{k+1}^{\mathrm{T}} B Z_{k+1}$

$$
Z_{k+1}^{\mathrm{T}} B Z_{k+1}=U_{k+1} D_{k+1}^{2} U_{k+1}^{\mathrm{T}}
$$

where $U_{k+1}$ is an $s \times s$ orthogonal matrix and $D_{k+1}^{2}=\operatorname{diag}\left(\delta_{1}^{(k+1)}, \delta_{2}^{(k+1)}, \ldots, \delta_{s}^{(k+1)}\right)$. It is easy to see that $\delta_{i}^{(k+1)}=1+\lambda_{i}\left(T_{k}\right) \geqslant 1$.

Second, by the definition of $X_{k+1}$, there exists an orthogonal matrix $V_{k+1}$ such that

$$
X_{k+1}=Z_{k+1} \cdot U_{k+1} D_{k+1}^{-1} V_{k+1}
$$

Denote by $z_{i}^{(k+1)}$ the diagonal elements of the matrix $U_{k+1}^{\mathrm{T}} Z_{k+1}^{\mathrm{T}} A Z_{k+1} U_{k+1}$. It follows that

$$
\begin{aligned}
\operatorname{tr}\left(X_{k+1}^{\mathrm{T}} A X_{k+1}\right) & =\operatorname{tr}\left(D_{k+1}^{-1}\left(U_{k+1}^{\mathrm{T}} Z_{k+1}^{\mathrm{T}} A Z_{k+1} U_{k+1}\right) D_{k+1}^{-1}\right) \\
& =\frac{z_{1}^{(k+1)}}{\delta_{1}^{(k+1)}}+\frac{z_{2}^{(k+1)}}{\delta_{2}^{(k+1)}}+\cdots+\frac{z_{s}^{(k+1)}}{\delta_{s}^{(k+1)}} \\
& \leqslant z_{1}^{(k+1)}+z_{2}^{(k+1)}+\cdots z_{s}^{(k+1)} \\
& =\operatorname{tr}\left(Z_{k+1}^{\mathrm{T}} A Z_{k+1}\right) \\
& \leqslant \operatorname{tr}\left(X_{k}^{\mathrm{T}} A X_{k}\right)
\end{aligned}
$$

which implies that

$$
\cdots \geqslant \operatorname{tr}\left(X_{k}^{\mathrm{T}} A X_{k}\right) \geqslant \operatorname{tr}\left(Z_{k+1}^{\mathrm{T}} A Z_{k+1}\right) \geqslant \operatorname{tr}\left(X_{k+1}^{\mathrm{T}} A X_{k+1}\right) \geqslant \cdots
$$

Since the sequence is bounded from below by $\sum_{i=1}^{s} \lambda_{i}$, it converges to a positive number $t \geqslant \sum_{i=1}^{s} \lambda_{i}$. Moreover, the two sequences

$$
\frac{z_{1}^{(k+1)}}{\delta_{1}^{(k+1)}}+\frac{z_{2}^{(k+1)}}{\delta_{2}^{(k+1)}}+\cdots+\frac{z_{s}^{(k+1)}}{\delta_{s}^{(k+1)}}, \quad k=1,2, \ldots
$$

and

$$
z_{1}^{(k+1)}+z_{2}^{(k+1)}+\cdots z_{s}^{(k+1)}, \quad k=1,2, \ldots
$$

also converge to $t$. Therefore,

$$
\left(\frac{z_{1}^{(k+1)} \lambda_{1}\left(T_{k}\right)}{1+\lambda_{1}\left(T_{k}\right)}\right)+\left(\frac{z_{2}^{(k+1)} \lambda_{2}\left(T_{k}\right)}{1+\lambda_{2}\left(T_{k}\right)}\right)+\cdots+\left(\frac{z_{s}^{(k+1)} \lambda_{s}\left(T_{k}\right)}{1+\lambda_{s}\left(T_{k}\right)}\right) \rightarrow 0
$$

Observing that for any $i, 1 \leqslant i \leqslant s$,

$$
\begin{aligned}
z_{i}^{(k+1)} & \geqslant \lambda_{1}\left(U_{k+1}^{\mathrm{T}} Z_{k+1}^{\mathrm{T}} A Z_{k+1} U_{k+1}\right) \\
& =\lambda_{1}\left(Z_{k+1}^{\mathrm{T}} A Z_{k+1}\right) \\
& =\min _{y \neq 0} \frac{y^{\mathrm{T}} Z_{k+1}^{\mathrm{T}} A Z_{k+1} y}{y^{\mathrm{T}} y} \\
& =\min _{y \neq 0}\left(\frac{y^{\mathrm{T}} Z_{k+1}^{\mathrm{T}} A Z_{k+1} y}{y^{\mathrm{T}} Z_{k+1}^{\mathrm{T}} B Z_{k+1} y}\right) \cdot\left(\frac{y^{\mathrm{T}} Z_{k+1}^{\mathrm{T}} B Z_{k+1} y}{y^{\mathrm{T}} y}\right) \\
& \geqslant \min _{y \neq 0} \frac{y^{\mathrm{T}} Z_{k+1}^{\mathrm{T}} A Z_{k+1} y}{y^{\mathrm{T}} Z_{k+1}^{\mathrm{T}} B Z_{k+1} y} \\
& \geqslant \lambda_{1}(A, B) \\
& >0
\end{aligned}
$$

we have

$$
\lambda_{1}\left(T_{k}\right) \rightarrow 0, \quad i=1,2, \ldots, s
$$

i.e., $\lim _{k \rightarrow \infty} \Delta_{k}^{c}=0$.

Theorem 3.4. If, for each $i, 1 \leqslant i \leqslant s$, the $C G$ process for the ith inner system

$$
(P A P) d_{k, i}=P A x_{k, i}, \quad d_{k, i}^{\mathrm{T}} B X_{k}=0
$$

in (2.9) is terminated such that the 2-norm of the residual is reduced by a factor $\gamma<1$, i.e.,

$$
\begin{equation*}
\left\|P A x_{k, i}-(P A P) d_{k, i}^{\mathrm{c}}\right\|_{2} \leqslant \gamma\left\|P A x_{k, i}\right\|_{2} \tag{3.1}
\end{equation*}
$$

then columns of $X_{k}$ converge to $s$ eigenvectors of problem (1.1).
Proof. Condition (3.1) implies that

$$
\left\|P A x_{k, i}\right\|_{2}-\left\|P A d_{k, i}^{\mathrm{c}}\right\|_{2} \leqslant \gamma\left\|P A x_{k, i}\right\|_{2}
$$

and consequently

$$
\left\|P A x_{k, i}\right\|_{2} \leqslant \frac{1}{1-\gamma}\left\|P A d_{k, i}^{\mathrm{c}}\right\|_{2} .
$$

It follows from Theorem 3.3 that $\lim _{k \rightarrow \infty} P A X_{k}=0$, i.e.,

$$
\lim _{k \rightarrow \infty}\left(A X_{k}-B X_{k}\left[\left(X_{k}^{\mathrm{T}} B^{2} X_{k}\right)^{-1} X_{k}^{\mathrm{T}} B A X_{k}\right]\right)=0 .
$$

This shows that $\operatorname{span}\left\{X_{k}\right\}$ converges to an eigenspace of problem (1.1).

### 3.2. Randomization

Condition (3.1) in Theorem 3.4 is not essential because the constant $\gamma$ can be arbitrarily close to 1. The only deficiency in Theorem 3.4 is that it does not establish ordered convergence in the sense that the $i$ th column of $X_{k}$ converges to the $i$ th eigenvector of the problem. This is called unstable
convergence by Rutishauser. In computing practice, roundoff errors usually turn unstable convergence into delayed stable convergence. In [32], Rutishauser introduced a randomization technique to prevent unstable convergence in simultaneous iteration; it can be incorporated into the trace minimization algorithm as well: After step (6) of Algorithm 2, we append a random vector to $X_{k}$ and perform the Ritz processes (1)-(2) on the augmented subspace of dimension $s+1$. The extra Ritz pair is discarded after step (2).

Randomization slightly improves the convergence of the first $s$ Ritz pairs [31]. Since it comes with additional cost, it should be used only in the first few steps and when a Ritz pair is about to converge.

### 3.3. Terminating the $C G$ process

Theorem 3.4 gives a sufficient condition for the convergence of the trace minimization algorithm. However, the asymptotic rate of convergence of the trace minimization algorithm will be affected by the premature termination of the CG processes. Table 3.1 shows how differently the trace minimization algorithm behaves when the inner systems are solved inexactly. It is not clear how the parameter $\gamma$ should be chosen to avoid performing excessive CG iterations while maintaining the asymptotic rate of convergence. In [35], the CG processes are terminated by a heuristic stopping strategy.

Denote by $d_{k, i}^{(l)}$ the approximate solution at the $l$ th step of the CG process for the $i$ th column of $X_{k}$, and $d_{k, i}$ the exact solution. The heuristic stopping strategy in [35] can be outlined as follows:

1. From Theorem 2.2, it is reasonable to terminate the CG process for the $i$ th column of $\Delta_{k}$ when the error

$$
\varepsilon_{k, i}^{(l)}=\left[\left(d_{k, i}^{(l)}-d_{k, i}\right)^{\mathrm{T}} A\left(d_{k, i}^{(l)}-d_{k, i}\right)\right]^{1 / 2}
$$

is reduced by a factor of $\tau_{i}=\lambda_{i} / \lambda_{s+1}$, called error reduction factor.
2. The quantity $\varepsilon_{k, i}^{(l)}$ can be estimated by

$$
\left[\left(d_{k, i}^{(l)}-d_{k, i}^{(l+1)}\right)^{\mathrm{T}} A\left(d_{k, i}^{(l)}-d_{k, i}^{(l+1)}\right)\right]^{1 / 2}
$$

which is readily available from the CG process.
3. The error reduction factor $\tau_{i}=\lambda_{i} / \lambda_{s+1}, 1 \leqslant i \leqslant s$, can be estimated by $\tau_{k, i}=\theta_{k, i} / \theta_{k, s+1}$. Since $\theta_{k, s+1}$ is not available, $\theta_{k-1, s}$ is used instead and is fixed after a few steps because it will eventually converge to $\lambda_{s}$ rather than $\lambda_{s+1}$.

This strategy has worked well in practice. The last column of Table 1 shows the result obtained with this stopping strategy.

## 4. Acceleration techniques

The algorithm discussed in Section 3 effectively reduces the work at each iteration step. It requires, however, about the same number of outer iteration steps as the simultaneous iteration. For problems in which the desired eigenvalues are poorly separated from the remaining part of the spectrum, the algorithm converges too slowly. Like other inverse iteration schemes, the trace minimization

Table 2
The trace minimization algorithm with various shifting strategies

| Safe shift |  | Single shift |  | Multiple shifts |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| \#its | $A$ mults | \#its | $A$ mults | \#its | $A$ mults |
| 46 | 4153 | 22 | 3619 | 18 | 3140 |

algorithm can be accelerated by shifting. Actually, the formulation of the trace minimization algorithm makes it easier to incorporate shifts. For example, if eigenpairs $\left(x_{i}, \theta_{i}\right), 1 \leqslant i \leqslant i_{0}$, have been accepted and $\theta_{i_{0}}<\theta_{i_{0}+1}, \theta_{i_{0}}$ can be used as a shift parameter for computing subsequent eigenpairs. Due to the deflation effect, the linear systems

$$
\left[P\left(A-\theta_{i_{0}} B\right) P\right] d_{k, i}=P A x_{k, i}, \quad X_{k}^{\mathrm{T}} B d_{k, i}=0, \quad i_{0}+1 \leqslant i \leqslant s
$$

are consistent and can still be solved by the CG scheme. Moreover, the trace reduction property still holds. The first column of Table 2 shows the result of the trace minimization scheme with such a conservative shifting strategy, which we call safe shift. The performance is obviously improved over that of the basic trace minimization algorithm shown in Table 1. In the following, we introduce two more efficient shifting techniques which improve further the performance of the trace minimization algorithm.

### 4.1. Single shift

We know from Section 2 that global convergence of the trace minimization algorithm follows from the monotonic reduction of the trace, which in turn depends on the positive definiteness of $A$. A simple and robust shifting strategy would be finding a scalar $\sigma$ close to $\lambda_{1}$ from below and replace $A$ with $A-\sigma B$ in step (6) of the algorithm. After the first eigenvector is converged, find another $\sigma$ close to $\lambda_{2}$ from below and continue until all the desired eigenvectors are obtained. If both $A$ and $B$ are explicitly available, it is not hard to find a $\sigma$ satisfying $\sigma \leqslant \lambda_{1}$. Gerschgorin disks [13], for example, provide reliable bounds on the spectrum of (1.1). These bounds, however, are usually too loose to be useful.

In the trace minimization algorithm, the subspace spanned by $X_{k}$ converges to the invariant subspace $V_{s}$ corresponding to the $s$ smallest eigenvalues. If the subspace spanned by $X_{k}$ is close enough to $V_{s}$, a reasonable bound for the smallest eigenvalue can be obtained. More specifically, let $Q$ be a $B$-orthonormal matrix obtained by appending $n-s$ columns to $X_{k}$, i.e., $Q=\left(X_{k}, Y_{k}\right)$ and $Q^{\mathrm{T}} B Q=I_{n}$. Then problem (1.1) is reduced to the standard eigenvalue problem

$$
\begin{equation*}
\left(Q^{\mathrm{T}} A Q\right) u=\lambda u \tag{4.1}
\end{equation*}
$$

Since

$$
Q^{\mathrm{T}} A Q=\left[\begin{array}{cc}
\Theta_{k} & X_{k}^{\mathrm{T}} A Y_{k}  \tag{4.2}\\
Y_{k}^{\mathrm{T}} A X_{k} & Y_{k}^{\mathrm{T}} A Y_{k}
\end{array}\right]=\left[\begin{array}{cc}
\Theta_{k} & C_{k}^{\mathrm{T}} \\
C_{k} & Y_{k}^{\mathrm{T}} A Y_{k}
\end{array}\right]
$$

by the Courant-Fischer theorem, we have

$$
\begin{aligned}
\lambda_{1} & \geqslant \lambda_{\text {min }}\left[\begin{array}{cc}
\Theta_{k} & 0 \\
0 & Y_{k}^{\mathrm{T}} A Y_{k}
\end{array}\right]+\lambda_{\text {min }}\left[\begin{array}{cc}
0 & C_{k}^{\mathrm{T}} \\
C_{k} & 0
\end{array}\right] \\
& \geqslant \min \left\{\theta_{1}, \lambda_{1}\left(Y_{k}^{\mathrm{T}} A Y_{k}\right)\right\}-\left\|C_{k}\right\|_{2} .
\end{aligned}
$$

Similar to [29, p. 241], it is easy to derive $\left\|C_{k}\right\|_{2}=\left\|R_{k}\right\|_{B^{-1}}$, in which $R_{k}=A X_{k}-B X_{k} \Theta_{k}$ is the residual matrix. If

$$
\begin{equation*}
\theta_{k, 1} \leqslant \lambda_{1}\left(Y_{k}^{\mathrm{T}} A Y_{k}\right), \tag{4.3}
\end{equation*}
$$

we get

$$
\begin{equation*}
\lambda_{1} \geqslant \theta_{k, 1}-\left\|R_{k}\right\|_{B^{-1}} . \tag{4.4}
\end{equation*}
$$

In particular, if (4.3) holds for the orthonormal complement of $x_{k, 1}$, we have

$$
\begin{equation*}
\lambda_{1} \geqslant \theta_{k, 1}-\left\|r_{k, 1}\right\|_{B^{-1}} . \tag{4.5}
\end{equation*}
$$

This heuristic bound for the smallest eigenvalue suggests the following shifting strategy (we denote $-\infty$ by $\lambda_{0}$ ):
If the first $i_{0}, i_{0} \geqslant 0$, eigenvalues have converged, use $\sigma=\max \left\{\lambda_{i_{0}}, \theta_{k, i_{0}+1}-\left\|r_{k, i_{0}+1}\right\|_{B-1}\right\}$ as the shift parameter. If $\theta_{k, i_{0}+1}$ lies in a cluster, replace $r_{k, i_{0}+1}$ by the residual matrix corresponding to the cluster containing $\theta_{k, i_{0}+1}$.

### 4.2. Multiple dynamic shifts

In [35], the trace minimization algorithm is accelerated with a more aggressive shifting strategy. At the beginning of the algorithm, a single shift is used for all the columns of $X_{k}$. As the algorithm proceeds, multiple shifts are introduced dynamically and the CG process is modified to handle possible breakdown. This shifting strategy is motivated by the following theorem.

Theorem 4.1 (Parlett [29, p. 357]). For an arbitrary nonzero vector $u$ and scalar $\sigma$, there is an eigenvalue $\lambda$ of (1.1) such that

$$
|\lambda-\sigma| \leqslant\|(A-\sigma B) u\|_{B-1} /\|B u\|_{B-1} .
$$

We know from the Courant-Fischer theorem that the targeted eigenvalue $\lambda_{i}$ is always below the Ritz value $\theta_{k, i}$. Further, from Theorem 4.1, if $\theta_{k, i}$ is already very close to the targeted eigenvalue $\lambda_{i}$, then $\lambda_{i}$ must lie in the interval $\left[\theta_{k, i}-\left\|r_{k, i}\right\|_{B^{-1}}, \theta_{k, i}\right]$. This observation leads to the following shifting strategy for the trace minimization algorithm. At step $k$ of the outer iteration, the shift parameters $\sigma_{k, i}, 1 \leqslant i \leqslant s$, are determined by the following rules (Here, $\lambda_{0}=-\infty$ and the subscript $k$ is dropped for the sake of simplicity):

1. If the first $i_{0}, i_{0} \geqslant 0$, eigenvalues have converged, choose

$$
\sigma_{k, i_{0}+1}= \begin{cases}\theta_{i_{0}+1} & \text { if } \theta_{i_{0}+1}+\left\|r_{i_{0}+1}\right\|_{B^{-1}} \leqslant \theta_{i_{0}+2}-\left\|r_{i_{0}+2}\right\|_{B^{-1}}, \\ \max \left\{\theta_{i_{0}+1}-\left\|r_{i_{0}+1}\right\|_{B^{-1}}, \lambda_{i_{0}}\right\} & \text { otherwise. }\end{cases}
$$

2. For any other column $j, i_{0}+1<j \leqslant p$, choose the largest $\theta_{l}$ such that

$$
\theta_{l}<\theta_{j}-\left\|r_{j}\right\|_{B^{-1}}
$$

as the shift parameter $\sigma_{j}$. If no such $\theta_{l}$ exists, use $\theta_{i_{0}+1}$ instead.
3. Choose $\sigma_{i}=\theta_{i}$ if $\theta_{i-1}$ has been used as the shift parameter for column $i-1$ and

$$
\theta_{i}<\theta_{i+1}-\left\|r_{i+1}\right\|_{B^{-1}}
$$

4. Use $\sigma_{i_{0}+1}$ as the shift parameters for other columns if any.

This heuristic shifting strategy turns out to be quite efficient and robust in practice. Table 2 shows the results for the shifting strategies discussed in this section. Since $A$ is positive definite, zero is a good shift parameter. In our experiments, however, we did not take advantage of this fact and selected the shift parameters according to the strategies described above with $B^{-1}$-norms replaced by 2-norms. We see that both the number of outer iteration steps and the number of matrix vector multiplications with $A$ are reduced considerably by the multiple dynamic shifting strategy. The number of matrix vector multiplications with $B$ is not shown in the table because it is almost identical to that with $A$.

### 4.3. Solving the inner systems

With multiple shifts, the inner systems in (2.9) become

$$
\begin{equation*}
\left[P\left(A-\sigma_{k, i} B\right) P\right] d_{k, i}=P A x_{k, i}, \quad X_{k}^{\mathrm{T}} B d_{k, i}=0, \quad 1 \leqslant i \leqslant s \tag{4.6}
\end{equation*}
$$

with $P=I-B X_{k}\left(X_{k}^{\mathrm{T}} B^{2} X_{k}\right)^{-1} X_{k}^{\mathrm{T}} B$. Clearly, the linear systems can be indefinite, and the CG processes for such systems are numerically unstable and may break down. A simple way to get around this problem is terminating the CG process when a near breakdown is detected. In [35], the CG process is also terminated when the error $\left(x_{k, i}-d_{k, i}^{(l)}\right)^{\mathrm{T}} A\left(x_{k, i}^{(l)}-d_{k, i}^{(l)}\right)$, increases by a small factor. This helps maintain global convergence which is not guaranteed in the presence of shifting.

Due to the deflation effect, the inner systems in (4.6) are usually not ill-conditioned when restricted to the subspace $\left\{v \in R^{n} \mid P v=v\right\}$ unless some of the gap ratios $\left(\lambda_{s+1}-\lambda_{i}\right) /\left(\lambda_{n}-\lambda_{i}\right), 1 \leqslant i \leqslant p$, are small. In this case, the inner systems have to be preconditioned. Suppose $\hat{A}=C C^{\mathrm{T}}$ is a symmetric positive definite preconditioner of $A-\sigma_{k, i} B$ (for example, an approximate incomplete Cholesky factorization of $A-\sigma_{k, i} B$ ). The $i$ th indefinite system in (4.6) can be written as

$$
\begin{equation*}
\left[\tilde{P}\left(\tilde{P}-\sigma_{k, i} \tilde{B}\right) \tilde{P}\right] \tilde{d}_{k, i}=\tilde{P} \tilde{P} \tilde{x}_{k, i}, \quad \tilde{X}_{k}^{\mathrm{T}} \tilde{B} \tilde{d}_{k, i}=0 \tag{4.7}
\end{equation*}
$$

with

$$
\tilde{A}=C^{-1} A C^{-\mathrm{T}}, \quad \tilde{B}=C^{-1} B C^{-\mathrm{T}}, \quad \tilde{d}_{k, i}=C^{\mathrm{T}} d_{k, i}, \quad \tilde{X}_{k}=C^{\mathrm{T}} X_{k}, \quad \tilde{x}_{k, i}=C^{\mathrm{T}} x_{k, i}
$$

and

$$
\tilde{P}=I-\tilde{B} \tilde{X}_{k}\left(\tilde{X}_{k}^{\mathrm{T}} \tilde{B}^{2} \tilde{X}_{k}\right)^{-1} \tilde{X}_{k}^{\mathrm{T}} \tilde{B}
$$

Since it is usually difficult to construct a symmetric positive-definite preconditioner for a symmetric indefinite matrix, we suggest that a fixed preconditioner be used for all the matrices $A-\sigma_{k, i} B$.

In the presence of shifting, the asymptotic error reduction factor for the $i$ th Ritz vector becomes $\left(\lambda_{i}-\sigma_{k, i}\right) /\left(\lambda_{s+1}-\sigma_{k, i}\right)$. As a consequence, the CG process is now terminated when the error

$$
\varepsilon_{k, i}^{(l)}=\left[\left(d_{k, i}^{(l)}-d_{k, i}\right)^{\mathrm{T}}\left(A-\sigma_{k, i} B\right)\left(d_{k, i}^{(l)}-d_{k, i}\right)\right]^{1 / 2}
$$

is reduced by a factor of

$$
\tau_{i}=\left\{\begin{array}{l}
\left(\theta_{k, i}-\sigma_{k, i}\right) /\left(\theta_{k, s+1}-\sigma_{k, i}\right), \quad \theta_{k, i} \neq \theta_{k, i},  \tag{4.8}\\
\left(\theta_{k-1, i}-\sigma_{k, i}\right) /\left(\theta_{k, s+1}-\sigma_{k, i}\right), \quad \theta_{k, i}=\theta_{k, i}
\end{array}\right.
$$

and $\theta_{k, s+1}$ is estimated as in Section 3.3. In practice, we have terminated the CG process when the 2 -norm of the residual is reduced by a factor of $\tau_{i}$.

## 5. A Davidson-type generalization

The shifting strategies described in Section 4 improve the performance of the trace minimization algorithm considerably. Although the randomization technique, the shifting strategy, and the roundoff error actually make the algorithm surprisingly robust for a variety of problems, further measures to guard against unstable convergence are necessary for problems in which the desired eigenvalues are clustered. A natural way to maintain stable convergence is by using expanding subspaces, with which the trace reduction property is automatically maintained.

The best-known method that utilizes expanding subspaces is that of Lanczos. It uses the Krylov subspaces to compute an approximation of the desired eigenpairs, usually the largest. This idea was adopted by Davidson, in combination with the simultaneous coordinate relaxation method, to obtain what he called the "compromise method" [10], known as Davidson's method today. In this section, we generalize the trace minimization algorithm described in the previous sections by casting it into the framework of the Davidson method. We start by the Jacobi-Davidson method, explore its connection to the trace minimization method, and develop a Davidson-type trace minimization algorithm.

### 5.1. The Jacobi-Davidson method

As was mentioned in Section 1, the Jacobi-Davidson scheme is a modification of the Davidson method. It uses the same ideas presented in the trace minimization method to compute a correction term to a previous computed Ritz pair, but with a different objective. In the Jacobi-Davidson method, for a given Ritz pair $\left(x_{i}, \theta_{i}\right)$ with $x_{i}^{\mathrm{T}} B x_{i}=1$, a correction vector $d_{i}$ is sought such that

$$
\begin{equation*}
A\left(x_{i}+d_{i}\right)=\lambda_{i} B\left(x_{i}+d_{i}\right), \quad x_{i}^{\mathrm{T}} B d_{i}=0 \tag{5.1}
\end{equation*}
$$

where $\lambda_{i}$ is the eigenvalue targeted by $\theta_{i}$. Since the targeted eigenvalue $\lambda_{i}$ is not available during the iteration, it is replaced by an approximation $\sigma_{i}$. Ignoring high-order terms in (5.1), we get

$$
\left[\begin{array}{cc}
A-\sigma_{i} B & B x_{i}  \tag{5.2}\\
x_{i}^{\mathrm{T}} B & 0
\end{array}\right]\left[\begin{array}{c}
d_{i} \\
l_{i}
\end{array}\right]=\left[\begin{array}{c}
-r_{i} \\
0
\end{array}\right]
$$

where $r_{i}=A x_{i}-\theta_{i} B x_{i}$ is the residual vector associated with the Ritz pair $\left(x_{i}, \theta_{i}\right)$. Note that replacing $r_{i}$ with $A x_{i}$ does not affect $d_{i}$. In [37,38], the Ritz value $\theta_{i}$ is used in place of $\sigma_{i}$ at each step. A block Jacobi-Davidson algorithm, described in [37], is outlined as follows:

Algorithm 3. The block Jacobi-Davidson algorithm.
Choose a block size $s \geqslant p$ and an $n \times s$ matrix $V_{1}$ such that $V_{1}^{\mathrm{T}} B V_{1}=I_{s}$.
For $k=1,2, \ldots$ until convergence, do

1. Compute $W_{k}=A V_{k}$ and the interaction matrix $H_{k}=V_{k}^{\mathrm{T}} W_{k}$.
2. Compute the $s$ smallest eigenpairs $\left(Y_{k}, \Theta_{k}\right)$ of $H_{k}$. The eigenvalues are arranged in ascending order and the eigenvectors are chosen to be orthogonal.
3. Compute the corresponding Ritz vectors $X_{k}=V_{k} Y_{k}$.
4. Compute the residuals $R_{k}=W_{k} Y_{k}-B X_{k} \Theta_{k}$.
5. Test for convergence.
6. for $1 \leqslant i \leqslant s$, solve the indefinite system

$$
\left[\begin{array}{cc}
A-\theta_{i} B & B x_{k, i}  \tag{5.3}\\
x_{k, i}^{\mathrm{T}} B & 0
\end{array}\right]\left[\begin{array}{c}
d_{k, i} \\
l_{k, i}
\end{array}\right]=\left[\begin{array}{c}
r_{k, i} \\
0
\end{array}\right],
$$

or preferably its projected form

$$
\begin{equation*}
\left[P_{i}\left(A-\theta_{k, i} B\right) P_{i}\right] d_{k, i}=P_{i} r_{k, i}, \quad x_{k, i}^{\mathrm{T}} B d_{k, i}=0 \tag{5.4}
\end{equation*}
$$

approximately, where $P_{i}=I-B x_{k, i}\left(x_{k, i}^{\mathrm{T}} B^{2} x_{k, i}\right)^{-1} x_{k, i}^{\mathrm{T}} B$ is an orthogonal projector, and $r_{k, i}=A x_{k, i}-$ $\theta_{k, i} B x_{k, i}$ is the residual corresponding to the Ritz pair $\left(x_{k, i}, \theta_{k, i}\right)$.
7. If $\operatorname{dim}\left(V_{k}\right) \leqslant m-s$, then

$$
V_{k+1}=\operatorname{Mod} G S_{B}\left(V_{k}, \Delta_{k}\right),
$$

else

$$
V_{k+1}=\operatorname{Mod} G S_{B}\left(X_{k}, \Delta_{k}\right)
$$

Here, $\operatorname{Mod} G S_{B}$ stands for the Gram-Schmidt process with reorthogonalization [9] with respect to $B$-inner products, i.e. $(x, y)=x^{\mathrm{T}} B y$.
End for

This algorithm can be regarded as a trace minimization algorithm with expanding subspaces. The performance of the block Jacobi-Davidson algorithm depends on how good the initial guess is and how efficiently and accurately the inner system (5.3) is solved.

If the right-hand side of (5.3) is taken as the approximate solution to the inner system (5.3), the algorithm is reduced to the Lanczos method. If the inner system (5.3) is solved to high-order accuracy, it is reduced to simultaneous Rayleigh quotient iteration (RQI, see [28]) with expanding subspaces, which converges cubically. If the inner system (5.3) is solved crudely, the performance of the algorithm is in-between. Cubic convergence has been observed for some test problems [38]. In practice, however, the stage of cubic convergence is often reached after many iterations. Fig. 1 shows the convergence history of the block Jacobi-Davidson algorithm for the sample problem (1.3), where four eigenpairs are computed with $m=20$ and only the errors in the first Ritz value are plotted. The algorithm always "stagnates" at the beginning and increasing the number of iteration steps for the inner systems makes little difference or, in some cases, even derails convergence to the desired eigenpairs. This can be explained by the following. On the one hand, the Ritz shifting strategy in the block Jacobi-Davidson algorithm forces the algorithm to converge to eigenvalues closest to the Ritz values that are often far away from the desired eigenvalues at the beginning of the iteration. On


Fig. 1. The block Jacobi-Davidson algorithm.
the other hand, since the subspace is expanding, the Ritz values are decreasing and the algorithm is forced to converge to the smallest eigenpairs.

Another problem with the block Jacobi-Davidson algorithm is ill-conditioning. At the end of the Jacobi-Davidson iteration, when a Ritz value approaches a multiple eigenvalue or a cluster of eigenvalues, the inner system (5.4) becomes poorly conditioned. This makes it difficult for an iterative solver to compute even a crude approximation to the solution of the inner system.

All these problems can be partially solved by the techniques developed in the trace minimization method, i.e., the multiple dynamic shifting strategy, the implicit deflation technique ( $d_{k, i}$ is required to be $B$-orthogonal to all the Ritz vectors obtained in the previous iteration step), and the dynamic stopping strategy. We call the modified algorithm the Davidson-type trace minimization algorithm [34].

### 5.2. The Davidson-type trace minimization algorithm

Let $s \geqslant p$ be the block size, $m \geqslant s$ be a given integer that limits the dimension of the subspaces. The Davidson-type trace minimization algorithm is as follows.

Algorithm 4. The Davidson-type trace minimization algorithm.
Choose a block size $s \geqslant p$ and an $n \times s$ matrix $V_{1}$ such that $V_{1}^{\mathrm{T}} B V_{1}=I_{s}$.
For $k=1,2, \ldots$ until convergence, do

1. Compute $W_{k}=A V_{k}$ and the interaction matrix $H_{k}=V_{k}^{\mathrm{T}} W_{k}$.
2. Compute the $s$ smallest eigenpairs $\left(Y_{k}, \Theta_{k}\right)$ of $H_{k}$. The eigenvalues are arranged in ascending order and the eigenvectors are chosen to be orthogonal.
3. Compute the corresponding Ritz vectors $X_{k}=V_{k} Y_{k}$.
4. Compute the residuals $R_{k}=W_{k} Y_{k}-B X_{k} \Theta_{k}$.
5. Test for convergence.


Fig. 2. The Davidson-type trace minimization algorithm.
6. For $1 \leqslant i \leqslant s$, solve the indefinite system

$$
\begin{equation*}
\left[P\left(A-\sigma_{k, i} B\right) P\right] d_{k, i}=P r_{k, i}, \quad X_{k}^{\mathrm{T}} B d_{k, i}=0 \tag{5.5}
\end{equation*}
$$

to a certain accuracy determined by the stopping criterion described in Section 4.3. The shift parameters $\sigma_{k, i}, 1 \leqslant i \leqslant s$, are determined according to the dynamic shifting strategy described in Section 4.2.
7. If $\operatorname{dim}\left(V_{k}\right) \leqslant m-s$, then

$$
V_{k+1}=\operatorname{Mod} G S_{B}\left(V_{k}, \Delta_{k}\right)
$$

else

$$
V_{k+1}=\operatorname{Mod} G S_{B}\left(X_{k}, \Delta_{k}\right)
$$

End for
The orthogonality requirement $d_{i}^{(k)} \perp_{B} X_{k}$ is essential in the original trace minimization algorithm for maintaining the trace reduction property (2.7). In the current algorithm, it appears primarily as an implicit deflation technique. A more efficient approach is to require $d_{i}^{(k)}$ to be $B$-orthogonal only to "good" Ritz vectors. Fig. 2 displays the convergence history of the Davidson-type trace minimization algorithm for the sample problem (1.3) where $d_{i}^{(k)}$ is only required to be $B$-orthogonal to $x_{k, i}$. The number of outer iterations is decreased compared to the trace minimization algorithm in Section 4, and compared to the block Jacobi-Davidson algorithm: 15 iterations vs. 18 and 22 iterations, respectively. Moreover, in the block Jacobi-Davidson algorithm, the number of outer iterations cannot be reduced further when the number of iterations for the inner systems reaches 30 . On the contrary, in the Davidson-type trace minimization algorithm, the number of outer iterations decreases steadily even when the number of iterations for the inner systems reaches 50 . Note that reducing the number of outer iterations is important in a parallel or distributed computing environment.

Table 3
Numerical results for the test problem in [6] with 4 processors

| Inner iterations | Block Jacobi-Davidson |  |  | Davidson-type Tracemin |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \#its | $A$ mults | Time | \#its | $A$ mults | Time |
| 10 | 208 | 9368 | 28.5 | 216 | 9728 | 29.8 |
| 20 | 103 | 8760 | 19.2 | 76 | 6468 | 14.8 |
| 40 | 69 | 11392 | 19.0 | 34 | 5616 | 9.3 |
| 60 | 54 | 13236 | 21.0 | 27 | 6564 | 10.1 |
| 80 | 48 | 15608 | 22.0 | 24 | 7808 | 11.3 |
| 100 | 57 | 23065 | 31.3 | 20 | 8108 | 11.6 |
| $\underline{\text { DS(MAX }=120 \text { ) }}$ | 33 | 9653 | 17.0 | 23 | 7364 | 11.2 |

### 5.3. Numerical results

The block Jacobi-Davidson algorithm and the Davidson-type trace minimization algorithm have been coded in C with MPI [18] and PETSc [39]. Numerical experiments have been done on a variety of problems. In this section, we present some of the numerical results obtained on the SGI/Origin 2000.

We first show the results for an example used in [6]. This is a standard eigenvalue problem. The matrix $A$ is defined by

$$
a_{i j}= \begin{cases}i & \text { if } i=j \\ 0.5 & \text { if } j=i+1 \text { or } j=i-1 \\ 0.5 & \text { if }(i, j) \in\{(1, n),(n, 1)\} \\ 0 & \text { otherwise }\end{cases}
$$

The size of the problem is $n=10,000$. We compute the four smallest eigenpairs with block size $s=4$ and maximum subspace size $m=20$. For both algorithms, the inner systems are solved approximately by the CG scheme. The eigenpairs are accepted when the relative residuals are less than $10^{-10}$.

In Table 3, we list the number of outer iterations, the number of matrix vector multiplications with $A$, and the execution time (in seconds) as functions of the number of inner iteration steps. We see that the performance of both algorithms are very close if the inner systems are solved crudely. The difference becomes clear when we increase the number of inner iteration steps. The dynamic shifting strategy accelerates the algorithm significantly. When the number of inner iteration steps reaches 40 , the number of outer iterations is almost half that of the Ritz shifting strategy. When the number of inner iteration steps reaches 80 , the number of outer iterations starts increasing for the block JacobiDavidson algorithm, but continues to decrease for the Davidson-type trace minimization algorithm. There are plenty of examples for which the block Jacobi-Davidson algorithm actually converges to wrong eigenpairs when the inner systems are solved to high accuracy. The last row of the table shows the result with the dynamic stopping strategy, where the maximum number of inner iteration steps is set to 120 . We see that the dynamic shifting strategy improves the performance of the block Jacobi-Davidson algorithm dramatically. In our experiments, the starting subspaces for both algorithms are identical and were chosen randomly. The results clearly show that the success of the block Jacobi-Davidson algorithm depends on good starting spaces.

Table 4
Numerical results for problems from the Harwell-Boeing collection with four processors

| Problem | Maximum inner iterations | Block Jacobi-Davidson |  |  | Davidson-type Tracemin |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | \#its | $A$ mults | Time | \#its | $A$ mults | Time |
| BCSST08 | 40 | 34 | 3954 | 4.7 | 10 | 759 | 0.8 |
| BCSST09 | 40 | 15 | 1951 | 2.2 | 15 | 1947 | 2.2 |
| BCSST11 | 100 | 90 | 30990 | 40.5 | 54 | 20166 | 22.4 |
| BCSST21 | 100 | 40 | 10712 | 35.1 | 39 | 11220 | 36.2 |
| BCSST26 | 100 | 60 | 21915 | 32.2 | 39 | 14102 | 19.6 |

In Table 4, we show the results obtained for a few generalized eigenvalue problems in the HarwellBoeing collection. These problems are difficult because the gap ratios for the smallest eigenvalues are extremely small due to the huge span of the spectra. Without preconditioning, none of these problems can be solved with a reasonable cost. In our experiments, we use the incomplete Cholesky factorization $(\operatorname{IC}(0))$ of $A$ as the preconditioner for all the matrices of the form $A-\sigma B$. The Davidson-type trace minimization algorithm works better than the block Jacobi-Davidson algorithm for three of the five problems. For the other two, the performance for both algorithms is similar. Both the shifting strategy and the stopping strategy do not work very well for these two problems because the 2-norms of the residuals are too large to be useful in selecting the shifting parameters.

In all the experiments, for both algorithms, the inner systems are solved by the CG scheme that is terminated when either the specified condition is met or an abnormal case is detected. It is surprising that the CG scheme works well considering that the inner systems for both algorithms are indefinite. The performance with other solvers for the inner systems are similar to that with the CG scheme. For the first problem in Table 4, however, if the inner systems are solved by GMRES(20) with $\mathrm{IC}(0)$ pre-conditioning, the block Jacobi-Davidson algorithm returns

$$
84.78615951, \quad 84.78643355, \quad 84.78643355, \quad 85.53681115
$$

while the smallest four eigenvalues are

$$
\text { 6.90070261, } 18.14202961, \quad 18.14236644, \quad 18.14236645,
$$

which were correctly returned by the Davidson-type trace minimization algorithm using the same inner system solver. This indicates that the Davidson-type trace minimization algorithm is also more robust than the block Jacobi-Davidson algorithm for some problems.

## 6. Conclusions

In this paper, we presented a comprehensive overview of the trace minimization scheme, its variants, and comparisons with the block Jacobi-Davidson scheme. We demonstrated that, compared to a variant of the trace minimization scheme, the block Jacobi-Davidson algorithm depends more on a good initial subspace due to its choice of the Ritz values as the shift parameters. We showed that the Davidson-type trace minimization scheme can alleviate this dependence by adopting the dynamic shifting strategy and the stopping criterion developed for the original trace minimization algorithm. This variant of the trace minimization algorithm is not only more efficient but also more
robust than the block Jacobi-Davidson algorithm for symmetric generalized eigenvalue problems. Further research is needed, however, on how one can optimally precondition the indefinite systems that arise in both the Davidson-type trace minimization algorithm and the block Jacobi-Davidson algorithm. Our experience indicates that obtaining a positive-definite pre-conditioner for $A-\sigma B$, via an approximate Cholesky factorization that involves boosting of the diagonal elements, is a viable approach.
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#### Abstract

Covering the last half of the 20th century, we present some of the basic and well-known results for the SOR theory and related methods as well as some that are not as well known. Most of the earlier results can be found in the excellent books by Varga (Matrix Iterative Analysis, Prentice-Hall, Englewood Cliffs, NJ, 1962) Young (Iterative Solution of Large Linear systems, Academic Press, New York, 1971) and Berman and Plemmons (Nonnegative Matrices in the Mathematical Sciences, SIAM, Philadelphia, PA, 1994) while some of the most recent ones are given in the bibliography of this paper. In this survey, both the point and the block SOR methods are considered for the solution of a linear system of the form $A x=b$, where $A \in \mathbb{C}^{n, n}$ and $b \in \mathbb{C}^{n} \backslash\{0\}$. Some general results concerning the SOR and related methods are given and also some more specific ones in cases where $A$ happens to possess some further property, e.g., positive definiteness, $L$-, $M$-, $H$-matrix property, $p$-cyclic consistently ordered property etc. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction and Preliminaries

For the numerical solution of a large nonsingular linear system

$$
\begin{equation*}
A x=b, \quad A \in \mathbb{C}^{n, n}, \quad b \in \mathbb{C}^{n} \backslash\{0\}, \tag{1.1}
\end{equation*}
$$

we consider iterative methods based on a splitting of the matrix $A$ (see, e.g. [83,93] or [3]). Namely, we write

$$
\begin{equation*}
A=M-N \tag{1.2}
\end{equation*}
$$

[^18]where $M$, the preconditioner, or preconditioning matrix, is taken to be invertible and cheap to invert, meaning that a linear system with matrix coefficient $M$ is much more economical to solve than (1.1). Based on (1.2), (1.1) can be written in the fixed-point form
\[

$$
\begin{equation*}
x=T x+c, \quad T:=M^{-1} N, \quad c:=M^{-1} b \tag{1.3}
\end{equation*}
$$

\]

which yields the following iterative scheme for the solution of (1.1):

$$
\begin{equation*}
x^{(m+1)}=T x^{(m)}+c, \quad m=0,1,2, \ldots, \quad \text { and } \quad x^{(0)} \in \mathbb{C}^{n} \text { arbitrary } \tag{1.4}
\end{equation*}
$$

A sufficient and necessary condition for (1.4) to converge, to the solution of (1.1), is $\rho(T)<1$, where $\rho($.$) denotes spectral radius, while a sufficient condition for convergence is \|T\|<1$, where $\|$.$\| denotes matrix norm induced by a vector norm (see, e.g. [83,93,3]).$

To derive the classical iterative methods one writes $A=D-L-U$, with $D=\operatorname{diag}(A)$, assuming $\operatorname{det}(D) \neq 0$, and $L$ strictly lower and $U$ strictly upper triangular matrices, respectively. Thus, the Jacobi iterative method $(M \equiv D)$ is defined by

$$
\begin{equation*}
x^{(m+1)}=D^{-1}(L+U) x^{(m)}+D^{-1} b \tag{1.5}
\end{equation*}
$$

the Gauss-Seidel iterative method $(M \equiv D-L)$ by

$$
\begin{equation*}
x^{(m+1)}=(D-L)^{-1} U x^{(m)}+(D-L)^{-1} b \tag{1.6}
\end{equation*}
$$

and the Successive Overrelaxation (SOR) iterative method $(M \equiv(1 / \omega)(D-\omega L))$ by

$$
\begin{equation*}
x^{(m+1)}=\mathscr{L}_{\omega} x^{(m)}+c_{\omega}, \quad \mathscr{L}_{\omega}:=(D-\omega L)^{-1}[(1-\omega) D+\omega U], \quad c_{\omega}:=\omega(D-\omega L)^{-1} b \tag{1.7}
\end{equation*}
$$

In (1.7), $\omega \in \mathbb{C} \backslash\{0\}$ is the relaxation factor (or overrelaxation parameter). For $\omega=1$ the SOR becomes the Gauss-Seidel method.

The above three methods are called point methods to distinguish them from the block methods. For the latter, consider a partitioning of $A$ in the following block form:

$$
A=\left[\begin{array}{cccc}
A_{11} & A_{12} & \cdots & A_{1 p}  \tag{1.8}\\
A_{21} & A_{22} & \cdots & A_{2 p} \\
\vdots & \vdots & \ddots & \vdots \\
A_{p 1} & A_{p 2} & \cdots & A_{p p}
\end{array}\right]
$$

where $A_{i i} \in \mathbb{C}^{n_{i}, n_{i}}, i=1(1) p$, and $\sum_{i=1}^{p} n_{i}=n$. If we define $D=\operatorname{diag}\left(A_{11}, A_{22}, \ldots, A_{p p}\right)$, assuming $\operatorname{det}\left(A_{i i}\right) \neq 0, i=1(1) p$, set $A=D-L-U$ with $L$ and $U$ being strictly lower and strictly upper triangular matrices, respectively, then the block Jacobi, the block Gauss-Seidel and the block SOR methods associated with the partitioning (1.8) of $A$ are the iterative methods defined by precisely the same iterative schemes as their point counterparts in (1.5)-(1.7), respectively.

## 2. Successive overrelaxation (SOR) method

The SOR method seems to have appeared in the 1930s and is mentioned in [79]. However, formally its theory was established almost simultaneously by Frankel [16] and Young [90].

In the development of the SOR theory one seeks values of $\omega \in \mathbb{C} \backslash\{0\}$ for which the SOR method converges, the set of which defines the region of convergence, and, if possible, the best value of
$\omega, \omega_{b}$, for which the convergence is asymptotically optimal, namely $\rho\left(\mathscr{L}_{\omega_{b}}\right)=\min _{\omega \in \mathbb{C} \backslash\{0\}} \rho\left(\mathscr{L}_{\omega}\right)$. To find regions of convergence is a problem generally much easier than to determine $\omega_{b}$. In either case, however, one assumes that some information regarding the spectrum of the associated Jacobi iteration matrix $J, \sigma(J)$, is available. This information comes mostly from the properties of the matrix $A$ (and the partitioning considered).

The only property of the SOR method that does not depend on properties of $A$, except for those needed to define the method, is the one below due to Kahan [46].

Theorem 2.1 (Kahan). A necessary condition for the SOR method to converge is $|\omega-1|<1$. (For $\omega \in \mathbb{R}$ this condition becomes $\omega \in(0,2)$.)

Note: From now on it will be assumed that $\omega \in \mathbb{R}$ unless otherwise specified.

### 2.1. Hermitian matrices

Definition 2.2. A matrix $A \in \mathbb{C}^{n, n}$ is said to be Hermitian if and only if (iff) $A^{\mathrm{H}}=A$, where the superscript H denotes complex conjugate transpose. (A real Hermitian matrix is a real symmetric matrix and there holds $A^{\mathrm{T}}=A$, where T denotes transpose.)

Definition 2.3. An Hermitian matrix $A \in \mathbb{C}^{n, n}$ is said to be positive definite iff $x^{\mathrm{H}} A x>0, \forall x \in$ $\mathbb{C}^{n} \backslash\{0\}$. (For $A$ real symmetric, the condition becomes $x^{\mathrm{T}} A x>0, \forall x \in \mathbb{R}^{n} \backslash\{0\}$.)

A well-known result due to Ostrowski, who extended a previous one for the Gauss-Seidel method due to Reich, is given in [83]. Varga [84] gave a different proof and found the best value of $\omega$, $\omega_{b}$.

Theorem 2.4 (Reich-Ostrowski-Varga). Let $A=D-E-E^{\mathrm{H}} \in \mathbb{C}^{n, n}$ be Hermitian, $D$ be Hermitian and positive definite, and $\operatorname{det}(D-\omega E) \neq 0, \forall \omega \in(0,2)$. Then, $\rho\left(\mathscr{L}_{\omega}\right)<1$ iff $A$ is positive definite and $\omega \in(0,2)$. (Note: Notice that except for the restrictions in the statement the matrices $D, E \in$ $\mathbb{C}^{n, n}$ must satisfy, they can be any matrices!)

Note: It is worth mentioning that there is a form of the theorem due to Kuznetsov [53] that applies also in singular cases.

### 2.2. L-, $M$ - and $H$-matrices

Notation. Let $A, B \in \mathbb{R}^{n, n}$. If $a_{i j} \geqslant b_{i j}\left(a_{i j}>b_{i j}\right), i, j=1(1) n$, we write $A \geqslant B(A>B)$. The same notation applies to vectors $x, y \in \mathbb{R}^{n}$.

Definition 2.5. If $A \in \mathbb{R}^{n, n}$ satisfies $A \geqslant 0(>0)$ then it is said to be nonnegative (positive). The same terminology applies to vectors $x \in \mathbb{R}^{n}$.

Notation. Let $A \in \mathbb{C}^{n, n}$. Then $|A|$ denotes the matrix whose elements are the moduli of the elements of $A$. The same notation applies to vectors $x \in \mathbb{C}^{n}$.

From the Perron-Frobenius theory for nonnegative matrices (see [83,93] or [3]) the following statement holds.

Theorem 2.6. Let $A \in \mathbb{C}^{n, n}$ and $B \in \mathbb{R}^{n, n}$ satisfy $0 \leqslant|A| \leqslant B$, then $0 \leqslant \rho(A) \leqslant \rho(|A|) \leqslant \rho(B)$.
Definition 2.7. A matrix $A \in \mathbb{R}^{n, n}$ is said to be an $L$-matrix iff $a_{i i}>0, i=1(1) n$, and $a_{i j} \leqslant 0, i \neq$ $j=1(1) n$.

Definition 2.8. A matrix $A \in \mathbb{R}^{n, n}$ is said to be an $M$-matrix iff $a_{i j} \leqslant 0, i \neq j=1(1) n, A$ is nonsingular and $A^{-1} \geqslant 0$.

Remark. It is pointed out that in [3] 50 equivalent conditions for a matrix $A \in \mathbb{R}^{n, n}$, with $a_{i j} \leqslant 0, i \neq$ $j=1(1) n$, to be an $M$-matrix are given!

Definition 2.9. A matrix $A \in \mathbb{C}^{n, n}$ is said to be an $H$-matrix iff its companion matrix, that is the matrix $\mathscr{M}(A)$ with elements $m_{i i}=\left|a_{i i}\right|, i=1(1) n$, and $m_{i j}=-\left|a_{i j}\right|, i \neq j=1(1) n$, is an $M$-matrix.

Definition 2.10. A splitting (1.2) of a nonsingular matrix $A \in \mathbb{R}^{n, n}$ is said to be regular if $M^{-1} \geqslant 0$ and $N \geqslant 0$. (Varga proved among others that the iterative scheme (1.4) based on a regular splitting is convergent; he also made comparisons of the spectral radii corresponding to two different regular splittings of the same matrix $A$ (see [83]).)

Definition 2.11. A splitting (1.2) of a nonsingular matrix $A \in \mathbb{R}^{n, n}$ is said to be weak regular if $M^{-1} \geqslant 0$ and $M^{-1} N \geqslant 0$. (As Neumann and Plemmons proved, see, e.g. [3], this definition leads to some results very similar to those of the regular splittings.)

A theorem connecting spectral radii of the Jacobi and the Gauss-Seidel iteration matrices associated with an $L$-matrix $A$ was given originally by Stein and Rosenberg. In Young [93] a form of it that includes the spectral radius of the SOR iteration matrix is given below. Its proof is mainly based on the Perron-Frobenius theory.

Theorem 2.12. If $A \in \mathbb{R}^{n, n}$ is an L-matrix and $\omega \in(0,1]$, then:
(a) $\rho(J)<1$ iff $\rho\left(\mathscr{L}_{\omega}\right)<1$.
(b) $\rho(J)<1$ iff $A$ is an M-matrix; if $\rho(J)<1$ then $\rho\left(\mathscr{L}_{\omega}\right) \leqslant 1-\omega+\omega \rho(J)$.
(c) If $\rho(J) \geqslant 1$ then $\rho\left(\mathscr{L}_{\omega}\right) \geqslant 1-\omega+\omega \rho(J) \geqslant 1$.

Notes: (i) The original form of Stein-Rosenberg theorem restricts to $\omega=1$ and gives four mutually exclusive relations:
(a) $0=\rho(J)=\rho\left(\mathscr{L}_{1}\right)$,
(b) $0<\rho\left(\mathscr{L}_{1}\right)<\rho(J)<1$,
(c) $1=\rho(J)=\rho\left(\mathscr{L}_{1}\right)$,
(d) $1<\rho(J)<\rho\left(\mathscr{L}_{1}\right)$.
(ii) Buoni and Varga [5,6] and also Buoni et al. [4] generalized the original Stein-Rosenberg theorem in another direction than that of Theorem 2.12 by assuming that $A \in \mathbb{C}^{n, n}, D, L$ and $U$ are any matrices with $D^{-1} L$ and $D^{-1} U$ strictly lower and strictly upper triangular matrices, respectively, and $\mathbb{R}^{n, n} \ni J=D^{-1}(L+U) \geqslant 0$.

In [93] a theorem that gives an interval of $\omega$ for which the SOR method converges for $M$-matrices $A$ is based on the previous statement and on the theory of regular splittings is stated.

Theorem 2.13. If $A \in \mathbb{R}^{n, n}$ is an $M$-matrix and if $\omega \in\left(0,2 /(1+\rho(J))\right.$ then $\rho\left(\mathscr{L}_{\omega}\right)<1$.
The following is a statement extending the previous one to $H$-matrices.
Theorem 2.14. If $A \in \mathbb{C}^{n, n}$ is an $H$-matrix and if $\omega \in(0,2 /(1+\rho(|J|)))$ then $\rho\left(\mathscr{L}_{\omega}\right)<1$.

### 2.3. 2- and p-cyclic consistently ordered matrices

There is a class of matrices for which the investigation for the optimal value of $\omega$ leads to the most beautiful theory that has been developed for the last 50 years and which is still going on. It is associated with the class of p-cyclic consistently ordered matrices. Such matrices naturally arise, e.g., for $p=2$ in the discretization of second-order elliptic or parabolic PDEs by finite differences, finite element or collocation methods, for $p=3$ in the case of large-scale least-squares problems, and for any $p \geqslant 2$ in the case of Markov chain analysis.

Definition 2.15. A matrix $A \in \mathbb{C}^{n, n}$ possesses Young's "property $A$ " if there exists a permutation matrix $P$ such that

$$
P A P^{\mathrm{T}}=\left[\begin{array}{cc}
D_{1} & B  \tag{2.2}\\
C & D_{2}
\end{array}\right],
$$

where $D_{1}, D_{2}$ are nonsingular diagonal matrices not necessarily of the same order.
A special case of Young's "property A" is what Varga calls two-cyclic consistently ordered property [83].

Definition 2.16. A matrix $A \in \mathbb{C}^{n, n}$ is said to be two-cyclic consistently ordered if $\sigma\left(D^{-1}(\alpha L+\right.$ $(1 / a) U))$ is independent of $\alpha \in \mathbb{C} \backslash\{0\}$.

Among others, matrices that possess both Young's "property A" and Varga's "two-cyclic consistently ordered property" are the tridiagonal matrices, with nonzero diagonal elements, and the matrices that have already form (2.2).

For two-cyclic consistently ordered matrices $A$, Young discovered [90,91] that the eigenvalues $\mu$ and $\lambda$ of the Jacobi and the SOR iteration matrices, respectively, associated with $A$ satisfy the functional relationship

$$
\begin{equation*}
(\lambda+\omega-1)^{2}=\omega^{2} \mu^{2} \lambda \tag{2.3}
\end{equation*}
$$

He also found that if $J=D^{-1}(L+U)$, the eigenvalues of $J^{2}$ are nonnegative and $\rho(J)<1$, then there exists an optimal value of $\omega, \omega_{b}$, such that

$$
\begin{equation*}
\omega_{b}=\frac{2}{1+\left(1-\rho^{2}(J)\right)^{1 / 2}}, \quad \rho\left(\mathscr{L}_{\omega_{b}}\right)=\omega_{b}-1\left(<\rho\left(\mathscr{L}_{\omega}\right) \text { for all } \omega \neq \omega_{b}\right) \tag{2.4}
\end{equation*}
$$

(Note: For more details see [93].)

Varga generalized the concept of two-cyclic consistently ordered matrices to what he called (block) $p$-cyclic consistently ordered.

Definition 2.17. A matrix $A \in \mathbb{C}^{n, n}$ in the block form (1.8) is said to be (block) p-cyclic consistently ordered if $\sigma\left(D^{-1}\left(\alpha L+\left(1 / \alpha^{p-1}\right) U\right)\right)$ is independent of $\alpha \in \mathbb{C} \backslash\{0\}$.

The best representative of such a block partitioned matrix will be the following:

$$
A=\left[\begin{array}{ccccc}
A_{11} & 0 & 0 & \cdots & A_{1 p}  \tag{2.5}\\
A_{21} & A_{22} & 0 & \cdots & 0 \\
0 & A_{32} & A_{33} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & A_{p, p-1} & A_{p p}
\end{array}\right]
$$

Remark. The spectrum $\sigma(J)$, of the eigenvalues of the (block) Jacobi iteration matrix associated with a p-cyclic consistently ordered matrix $A$ (2.5), which Varga calls weakly cyclic of index $p$ [83], presents a $p$-cyclic symmetry about the origin. That is, with each eigenvalue $\mu \in \sigma(J) \backslash\{0\}$ there are another $p-1$ eigenvalues of $J$, of the same multiplicity as that of $\mu$, given by the expressions $\mu \exp (\mathrm{i}(2 \pi k) / p), k=1(1) p-1$.

Notation. From now on the Jacobi iteration matrix associated with a block p-cyclic consistently ordered matrix will be denoted by $J_{p}$.

For such matrices Varga [82] extended Young's results (2.3)-(2.4) to any $p \geqslant 3$, namely

$$
\begin{equation*}
(\lambda+\omega-1)^{p}=\omega^{p} \mu^{p} \lambda^{p-1} \tag{2.6}
\end{equation*}
$$

He also proved that if the $p$ th powers of the eigenvalues $\mu \in \sigma\left(J_{p}\right)$ are real nonnegative and $\rho\left(J_{p}\right)<1$, then there exists an optimal value of $\omega$, $\omega_{b}$, which is the unique positive real root in $(1, p /(p-1))$ of the equation

$$
\begin{equation*}
\left(\rho\left(J_{p}\right) \omega_{b}\right)^{p}=\frac{p^{p}}{(p-1)^{p-1}}\left(\omega_{b}-1\right) \tag{2.7}
\end{equation*}
$$

which is such that

$$
\begin{equation*}
\rho\left(\mathscr{L}_{\omega_{b}}\right)=(p-1)\left(\omega_{b}-1\right)\left(<\rho\left(\mathscr{L}_{\omega}\right) \text { for all } \omega \neq \omega_{b}\right) \tag{2.8}
\end{equation*}
$$

Similar optimal results for $\sigma\left(J_{p}^{p}\right)$ nonpositive have been obtained for $p=2$ by Kredell [52] and Niethammer [66], for $p=3$ by Niethammer et al. [67] and for any $p \geqslant 3$ by Wild and Niethammer [88] and also by Galanis et al. [18].

In the analyses given in [83,93,52,66,67,88], the regions of convergence, in all the previous cases where optimal $\omega$ 's were obtained, are also determined. In the following statement [3] the optimal values and the regions of convergence are given.

Theorem 2.18. Let the matrix $A \in \mathbb{C}^{n, n}$ be p-cyclic consistently ordered and suppose that all the eigenvalues of $J_{p}^{p}$ are nonnegative (nonpositive). Let $s=1(-1)$ if the signs of the eigenvalues of
$J_{p}^{p}$ are nonnegative (nonpositive). If

$$
\begin{equation*}
\rho\left(J_{p}\right)<\frac{p-1-s}{p-2}, \tag{2.9}
\end{equation*}
$$

then the regions of convergence of the SOR method $\left(\rho\left(\mathscr{L}_{\omega}\right)<1\right)$ are

$$
\begin{equation*}
\text { For } s=1, \quad \omega \in\left(0, \frac{p}{p-1}\right) \text { and for } s=-1, \omega \in\left(\frac{p-2}{p-1}, \frac{2}{1+\rho\left(J_{p}\right)}\right) . \tag{2.10}
\end{equation*}
$$

The optimal relaxation factor $\omega_{b}$ is the unique real positive root $\omega_{b} \in((2 p-3+s) /(2(p-1)),(2 p-$ $1+s) /(2(p-1)))$ of the equation

$$
\begin{equation*}
\left(\rho\left(J_{p}\right) \omega_{b}\right)^{p}=s p^{p}(p-1)^{1-p}\left(\omega_{b}-1\right) \tag{2.11}
\end{equation*}
$$

and the optimal SOR spectral radius is given by

$$
\begin{equation*}
\rho\left(\mathscr{L}_{\omega_{b}}\right)=s(p-1)\left(\omega_{b}-1\right)\left(<\rho\left(\mathscr{L}_{\omega}\right) \text { for all } \omega \neq \omega_{b}\right) . \tag{2.12}
\end{equation*}
$$

Note: For $p=2,(p-2) /(p-2)$ and $p /(p-2)$ should be interpreted as 1 and $\infty$, respectively.
In passing we mention that the only case in which a complex optimal $\omega_{b}$ has been determined [52] is the case of a two-cyclic consistently ordered matrix with $\sigma\left(J_{2}\right)$ on a straight line segment, namely $\sigma\left(J_{2}\right) \subset\left[-\rho\left(J_{2}\right) \exp (\mathrm{i} \theta), \rho\left(J_{2}\right) \exp (\mathrm{i} \theta)\right]$, with any $\rho\left(J_{2}\right)$ and any $\theta \in(0, \pi)$. The corresponding optimal values are given by

$$
\begin{equation*}
\omega_{b}=\frac{2}{1+\left(1-\rho^{2}\left(J_{2}\right) \exp (2 \mathrm{i} \theta)\right)^{1 / 2}}, \quad \rho\left(\mathscr{L}_{\omega_{b}}\right)=\left|\omega_{b}-1\right|\left(<\rho\left(\mathscr{L}_{\omega}\right) \text { for all } \omega \neq \omega_{b}\right), \tag{2.13}
\end{equation*}
$$

where of the two square roots the one with the nonnegative real part is taken. It is noted that for $\theta=0$ and $\rho\left(J_{2}\right)<1$, and also for $\theta=\pi / 2$ and any $\rho\left(J_{2}\right)$, the optimal formulas by Young [90,91,93], and by Kredell [52] and Niethammer [66], respectively, are recovered.

As Varga first noticed [82], the transformation (2.6) that maps $\mu$ to $\lambda^{1 / p}$ is a conformal mapping transformation. The study of this transformation, to find regions of convergence for $\omega$ and its optimal value, $\omega_{b}$, involves ellipses for $p=2$ and $p$-cyclic hypocycloids (cusped, shortened and stretched) for $p \geqslant 3$. The latter curves for $p=5$ are depicted in Fig. 1. (In [88] not only $\omega_{b}$ and $\rho\left(\mathscr{L}_{\omega_{b}}\right)$ are determined but also an excellent analysis with hypocycloids is done which allows the authors to obtain regions of convergence for $\omega$.)

So, for matrices $A \in \mathbb{C}^{n, n} p$-cyclic consistently ordered, because of $\omega \in \mathbb{R}$, the $p$-cyclic symmetry of the spectrum $\sigma\left(J_{p}\right)$ and of the $p$-cyclic hypocycloids about the origin and the symmetry of the latter with respect to (wrt) the real axis, the optimal problems that have been considered so far can be called one-point problems. This is justified from the fact that the coordinates of only one critical point suffice to determine the optimal parameters. E.g., for any $p \geqslant 2$ and $0 \leqslant \mu^{p}<1$, the point $\left(\rho\left(J_{p}\right), 0\right)$ is the only information needed, for $p=2$ and $\mu^{2} \leqslant 0$ we only need the point $\left(0, \mathrm{i} \rho\left(J_{2}\right)\right)$ while for $p \geqslant 3$ and $-(p /(p-2))^{p}<\mu^{p} \leqslant 0$, only the point $\left(\rho\left(J_{p}\right) \cos (\pi / 2 p), \mathrm{i} \rho\left(J_{p}\right) \sin (\pi / 2 p)\right)$ suffices.

One may notice that in the case of the one-point problem because we are dealing with complex matrices $A$, in general, one has to consider not only the spectrum $\sigma\left(J_{p}\right)$ but also its symmetric wrt the real axis. E.g., for $p=2$, if there is a rectangle symmetric wrt both axes that contains $\sigma\left(J_{2}\right)$ in the closure of its interior and which lies within the infinite unit strip $S:=\{z \in \mathbb{C}| | \operatorname{Rez} \mid<1\}$, then


Fig. 1. Hypocycloids of all kinds and types for $p=5$.
the only information needed to find $\omega_{b}$ and $\rho\left(\mathscr{L}_{\omega_{b}}\right)$ is the pair of coordinates of its vertex in the first quadrant $((2 p)-a n t$ with $p=2)$. This problem was solved by Kjellberg [50] and Russell [73] and the optimal values are given by the elements of the unique best ellipse that passes through the vertex in question (see also [93]).

The most general one-point problem has been solved recently in [19] where, among others, use of most of the previous results and also of those in [69] was made. In [19] it is assumed that $A \in \mathbb{C}^{n, n}$ is $p$-cyclic consistently ordered and there exists one element of $\sigma\left(J_{p}\right)$ or of its mirror image $\sigma^{\prime}\left(J_{p}\right)$ $w r t$ the real axis in the first $(2 p)$ - ant with polar coordinates $(r, \theta)$ such that the cusped hypocycloid of type II that passes through $(r, \theta)$ crosses the real axis at a point with abscissa strictly less that 1 and on the other hand, the hypocycloid just mentioned and the cusped hypocycloid of type I through $(r, \theta)$ contain both $\sigma\left(J_{p}\right)$ and $\sigma^{\prime}\left(J_{p}\right)$ in the closure of the intersection of their interiors. In such a case $\omega_{b}$ and $\rho\left(\mathscr{L}_{\omega_{b}}\right)$ can be found through analytical expressions in terms of the semiaxes of the unique best shortened hypocycloid that passes through $(r, \theta)$. It is worth pointing out that all the previous cases mentioned so far are particular subcases of the one just described.

The case of the two-point problem in its simplest form is when $p=2$ and its spectrum $\sigma\left(J_{2}\right)$ is real and such that $-a^{2} \leqslant \mu^{2} \leqslant b^{2}$ with $a, b>0$ and $b<1$. This problem was solved by Wrigley [89] (see also [93]) and the optimal parameters are given by

$$
\begin{equation*}
\omega_{b}=\frac{2}{1+\left(1-b^{2}+a^{2}\right)^{1 / 2}}, \quad \rho\left(\mathscr{L}_{\omega_{b}}\right)=\left(\frac{b+a}{1+\left(1-b^{2}+a^{2}\right)^{1 / 2}}\right)^{2}\left(<\rho\left(\mathscr{L}_{\omega}\right) \text { for all } \omega \neq \omega_{b}\right) . \tag{2.14}
\end{equation*}
$$

(Note: The solution just given solves a more general problem, namely the one where $\sigma\left(J_{2}\right)$ lies in the closed interior of the ellipse with semiaxes $b$ and $a$. We note that the cases of nonnegative and nonpositive $\mu^{2}$ presented previously are particular subcases of the present one.)

The solution to the two-point problem for any $p \geqslant 3$, provided that $-a^{p} \leqslant \mu^{p} \leqslant b^{p}$, with $a, b>0$ and $a<p /(p-2), b<1$, was given by Eiermann et al. [11] by means of the unique $p$-cyclic shortened hypocycloid through both points $(b, 0)$ and $(a \cos (\pi / 2 p), \mathrm{i} a \sin (\pi / 2 p))$ iff $(p-2) / p<a / b$ $<p /(p-2)$ which becomes a cusped I through $(b, 0)$ iff $a / b \leqslant(p-2) / p$ and a cusped II through $(a \cos (\pi / 2 p), \mathrm{i} a \sin (\pi / 2 p))$ iff $p /(p-2) \leqslant a / b$. More specifically:

Theorem 2.19. Under the notation and the assumptions so far, for $(p-2) / p<a / b<p /(p-2)$, $\omega_{b}$ is given as the unique positive real root in $((p-2) /(p-1), p /(p-1))$ of the equation

$$
\begin{equation*}
\left(\frac{b+a}{2} \omega_{b}\right)^{p}=\frac{b+a}{b-a}\left(\omega_{b}-1\right) \tag{2.15}
\end{equation*}
$$

which is such that

$$
\begin{equation*}
\rho\left(\mathscr{L}_{\omega_{b}}\right)=\frac{b+a}{b-a}\left(\omega_{b}-1\right)\left(<\rho\left(\mathscr{L}_{\omega}\right) \text { for all } \omega \neq \omega_{b}\right) . \tag{2.16}
\end{equation*}
$$

(Note: When $a / b \leqslant(p-2) / p$ and $a / b \geqslant p /(p-2)$ the above equations and expressions reduce to the ones of the one-point problem for the nonnegative and nonpositive case, respectively.)

For $p=2$ and for a two-point problem where the vertices of two rectangles, both lying in the open infinite unit strip $S$ and are symmetric wrt both axes, in the first quadrant are given and the closure of the intersection of their interiors contains $\sigma\left(J_{2}\right)$, the solution was given by Young and Eidson [94] (see also [93]) by a simple algorithm that uses the two best ellipses through each of the vertices and also the ellipse through the two points. An ingenious extension of this algorithm [94] gives the solution to the corresponding many-point problem.

The analogs to the two- and many-point problems for any $p \geqslant 3$ has been solved very recently by Galanis et al. [20]. The solutions are given by means of algorithms analogous to the ones by Young and Eidson where instead of ellipses shortened hypocycloids are used.

### 2.3.1. Generalized $(q, p-q)$-cyclic consistently ordered matrices

The block form of these matrices is the following:

$$
A=\left[\begin{array}{cccccccc}
A_{11} & 0 & \cdots & 0 & A_{1, p-q+1} & 0 & \cdots & 0  \tag{2.17}\\
0 & A_{22} & \cdots & 0 & 0 & A_{2, p-q+2} & \cdots & 0 \\
\vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & A_{q p} \\
A_{q+1,1} & 0 & \cdots & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & 0 & \cdots & A_{p, p-q} & 0 & 0 & \cdots & A_{p p}
\end{array}\right]
$$

where the diagonal blocks satisfy the same restrictions as in (1.8) and $p$ and $q$ are relatively prime. Obviously, for $q=1$ the generalized ( $1, p-1$ )-cyclic consistently ordered matrices reduce to the block $p$-cyclic consistently ordered ones of the previous section.

This time the functional relationship that connects the spectra of the block Jacobi iteration matrix $J_{q, p-q}$ and of the block SOR matrix associated with $A$ in (2.17) is

$$
\begin{equation*}
(\lambda+\omega-1)^{p}=\omega^{p} \mu^{p} \lambda^{p-q} . \tag{2.18}
\end{equation*}
$$

(2.18) is attributed to Verner and Bernal [87]. However, it seems that Varga implies the corresponding class of matrices and in some cases the optimal parameters of the associated SOR method (see [83, pp. 108-109, Exs 1,2]). For the basic theory concerning matrices of the present class as well as of their point counterparts the reader is referred to Young [93].

Remarks. (i) In Young [93], a more general than (2.17) form of matrices, called generalized $(q, p-q)$-consistently ordered $(\mathrm{GCO}(q, p-q))$, are analyzed and studied extensively. (ii) Varga brought to the attention of the present author [85] that it appears that $\operatorname{GCO}(q, p-q)$ matrices are, from a graph-theoretic point of view, essentially reorderings of the (block) p-cyclic consistently ordered matrices. This new result seems to make the theory of $\operatorname{GCO}(q, p-q)$ matrices redundant! (iii) Two more points: (a) Optimal SOR results to cover all possible cases for the two classes of matrices ( $p$-cyclic consistently ordered and $\operatorname{GCO}(q, p-q$ ) ones) have not been found, and (b) As was shown in [36] there are cases where for certain values of $\omega \in(0,2)$, the SOR method applied to a $\operatorname{GCO}(q, p-q)$ matrix $A$ converges while when it is applied to the corresponding reordered $p$-cyclic consistently ordered matrix diverges. (iv) In view of the two points in (iii) in the following we shall keep on considering the $\operatorname{GCO}(q, p-q)$ matrices mostly in the form (2.17).

For the optimal parameters little has been done because it seems that the corresponding problems are not only difficult to attack but also there are no obvious practical applications associated with them. The only optimal results known to us are those by Nichols and Fox [64] who found that for $\sigma\left(J_{q, p-q}^{p}\right)$ nonnegative and $\rho\left(J_{q, p-q}\right)<1$, it is $\omega_{b}=1$ and $\rho\left(\mathscr{L}_{\omega_{b}}\right)=\rho^{p / q}\left(J_{q, p-q}\right)$ and also the one by Galanis et al. [21] who treated the nonpositive case for $q=p-1$ and $p=3$ and 4 and obtained analytical expressions for $\omega_{b}$ and $\rho\left(\mathscr{L}_{\omega_{b}}\right)$.

### 2.3.2. Regions of convergence

Besides optimal results in the case of $p$-cyclic and $\operatorname{GCO}(q, p-q)$ matrices researchers in the area are also interested in the regions of convergence of the SOR method in the $\left(\rho\left(J_{p}\right), \omega\right)$-plane especially in case the spectrum $\sigma\left(J_{p}^{p}\right)$ is nonnegative or nonpositive. The 2-cyclic consistently ordered cases are trivial but the cases of $p$-cyclic consistently ordered matrices for any $p \geqslant 3$ are not. For $p=3$, Niethammer et al. [67] determined the exact regions in the nonnegative and nonpositive cases. For any $p \geqslant 3$ the solution was given in [28] where use of the famous Schur-Cohn algorithm was made (see [45]). The only other case where the Schur-Cohn algorithm was successfully applied was in the case of nonnegative and nonpositive spectra $\sigma\left(J_{p}^{p}\right)$ for $p \geqslant 3$ in the case of the $\operatorname{GCO}(p-1,1)$ matrices (see [36]). By using asteroidal hypocycloids, regions of convergence for the SOR are found in [34] for $\operatorname{GCO}(q, p-q)$ matrices when $\sigma\left(J_{p}^{p}\right)$ is nonnegative or nonpositive. Finally, as in the previous case, but dropping the assumption on nonnegativeness and nonpositiveness, using the Rouché's Theorem [80], as in [29], one can find that sufficient conditions for the SOR method to converge for all $p \geqslant 3$ are $\rho\left(J_{q, p-q}\right)<1$ and $0<\omega<2 /\left(1+\rho\left(J_{q, p-q}\right)\right)$, that is the same basic conditions as in Theorem 2.13.

### 2.3.3. Singular linear systems and p-cyclic SOR

For singular linear systems the associated Jacobi iteration matrix has in its spectrum the eigenvalue 1. The very first theoretical results in this case for the SOR method were given by Buoni, Neumann and Varga [4]. If, however, the matrix coefficient $A$ happens to be $p$-cyclic consistently ordered and in the Jordan form of the Jacobi iteration matrix the eigenvalue 1 is associated with $1 \times 1$ blocks only then the theory regarding convergence and optimal results seems to be precisely that of the nonsingular case where simply the eigenvalue 1 is discarded (see, e.g., [26,51,38]). Since this case is of much practical importance in the Markov Chain Analysis the reader is specifically referred to [51] for details on this and also on the concept of what is called Extended SOR.

### 2.3.4. Block p-cyclic repartitioning

In a case arising in the solution of large linear systems for least-squares problems Markham, Neumann and Plemmons [60] observed that if a block 3-cyclic consistently ordered matrix as in (2.5), with $\sigma\left(J_{3}^{3}\right)$ nonpositive and $\rho\left(J_{3}\right)<3$, was repartitioned and considered as a block 2-cyclic consistently ordered matrix as

$$
A=\left[\begin{array}{cc|c}
A_{11} & 0 & A_{13}  \tag{2.19}\\
A_{21} & A_{22} & 0 \\
\hline 0 & A_{23} & A_{33}
\end{array}\right]
$$

then the SOR method associated with the latter had much better convergence properties than the SOR associated with the former and also it was convergent for any $\rho\left(J_{3}\right)$. This was mainly based on the observation that $\sigma\left(J_{2}^{2}\right) \backslash\{0\} \equiv \sigma\left(J_{3}^{3}\right) \backslash\{0\}$.

The previous work was the starting point for an investigation that followed. So, Pierce, Hadjidimos and Plemmons [72] proved that for block p-cyclic consistently ordered matrices when the spectrum $\sigma\left(J_{p}^{p}\right)$ was either nonnegative, with $\rho\left(J_{p}\right)<1$, or nonpositive, with any $\rho\left(J_{p}\right)$, the 2-cyclic repartitioning was not only always the best among all possible repartitionings but was also giving convergent SOR methods in the nonpositive case even when the corresponding to the original partitioning SOR method failed to converge!

Later Eiermann et al. [11], using theoretical and numerical examples, showed that the result obtained in [72] was not always true for real spectra $\sigma\left(J_{p}^{p}\right)$.

Finally, Galanis and Hadjidimos [17] considered the general case of the real spectra $\sigma\left(J_{p}^{p}\right)$ and all $q$-cyclic repartitionings for $2 \leqslant q \leqslant p$ of the original block $p$-cyclic matrix $A$ and found the best $q$-cyclic repartitioning out of all possible repartitionings.

## 3. Modified SOR method

The idea of Modified SOR (or MSOR) method is to associate a different $\omega$ with each (block) row of the original linear system. The idea goes back to Russell [73] but it was mainly McDowell [61] and Taylor [81], who analyzed its convergence properties (see also [49]). It is best applied when the matrix $A$ is 2 -cyclic consistently ordered of the form (2.2). In such a case the MSOR method will be defined by the following iterative scheme:

$$
\begin{equation*}
x^{(m+1)}=\mathscr{L}_{\omega_{1}, \omega_{2}} x^{(m)}+c_{\omega_{1}, \omega_{2}}, \tag{3.1}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathscr{L}_{\omega_{1}, \omega_{2}}:=\left(D-\omega_{2} L\right)^{-1}\left[\operatorname{diag}\left(\left(1-\omega_{1}\right) D_{1},\left(1-\omega_{2}\right) D_{2}\right)+\omega_{1} U\right], \\
& c_{\omega_{1}, \omega_{2}}:=\left(D-\omega_{2} L\right)^{-1} \operatorname{diag}\left(\omega_{1} I_{n_{1}}, \omega_{2} I_{n_{2}}\right) b \tag{3.2}
\end{align*}
$$

with $I_{n_{1}}, I_{n_{2}}$ the unit matrices of the orders of $D_{1}, D_{2}$, respectively.
In such a case the basic relationship that connects the eigenvalues $\mu$ and $\lambda$ of the spectra $\sigma\left(J_{2}\right)$ and $\sigma\left(\mathscr{L}_{\omega_{1}, \omega_{2}}\right)$ is

$$
\begin{equation*}
\left(\lambda+\omega_{1}-1\right)\left(\lambda+\omega_{2}-1\right)=\omega_{1} \omega_{2} \mu^{2} \lambda, \tag{3.3}
\end{equation*}
$$

which reduces to the classical one by Young for the SOR method for $\omega_{1}=\omega_{2}$. Optimal results for spectra $\sigma\left(J_{2}\right)$ of various configurations have been successfully obtained in some cases. For example: (i) For $\sigma\left(J_{2}\right)$ lying on a cross-shaped region optimal results can be found in [43] from which several other ones previously obtained by Taylor and other researchers can be easily recovered. (ii) For spectra $\sigma\left(J_{2}\right)$ lying on the unit circle and at the origin, except at the points $( \pm 1,0)$, which is the case of the Jacobi iteration matrices arising in the discretization of second order elliptic boundary value problems by the finite-element collocation method with Hermite elements [40] and (iii) For $\sigma\left(J_{2}\right)$ lying in a "bow-tie" region which is the case arising in the discretization of the convection-diffusion equation by finite differences [2]. It is proved that the optimal MSOR method converges much faster than the optimal SOR and it also converges even in cases where the optimal SOR diverges. (For more details see [7,13] and especially Section 6 of [2].)

For extensions of the theory to $\operatorname{GCO}(q, p-q)$-matrices the reader is referred to [43].
A problem which seemed to have been dealt with by Young and his colleagues (see [93]) in the 1960s, (see also [47]), was recast rather recently by Golub and de Pillis [22] in a more general form. More specifically, because the spectral radius is only an asymptotic rate of convergence of a linear iterative method the question raised was to determine, for each $k \geqslant 1$, a relaxation parameter $\omega \in(0,2)$ and a pair of relaxation parameters $\omega_{1}, \omega_{2}$ which minimize the Euclidean norm of the $k$ th power of the SOR and MSOR iteration matrices associated with a real symmetric positive-definite matrix with property $A$. In [31] these problems were solved completely for $k=1$. Here are the corresponding results:

Theorem 3.1. Let $A \in \mathbb{R}^{n, n}$ be a symmetric positive-definite matrix having property $A$ and the block form

$$
A=\left[\begin{array}{cc}
I_{n_{1}} & -M  \tag{3.4}\\
-M^{T} & I_{n_{2}}
\end{array}\right]=: I-J_{2}, \quad n_{1}+n_{2}=n .
$$

Then for any fixed $t:=\rho^{2}\left(J_{2}\right) \in[0,1)$ the value of $\omega$, call it $\hat{\omega}$, which yields the minimum in $\min _{\omega \in(0,2)}\left\|\mathscr{L}_{\omega}\right\|_{2}$ is the unique real positive root in $(0,1)$ of the quartic equation

$$
\begin{equation*}
\left(t^{2}+t^{3}\right) \omega^{4}+\left(1-4 t^{2}\right) \omega^{3}+\left(-5+4 t+4 t^{2}\right) \omega^{2}+(8-8 t) \omega+(-4+4 t)=0 . \tag{3.5}
\end{equation*}
$$

In fact $\hat{\omega} \in\left(0, \omega^{*}\right)$, where $\omega^{*}$ is the unique real positive root in $(0,1)$ of the cubic

$$
\begin{equation*}
\left(t+t^{2}\right) \omega^{3}-3 t \omega^{2}+(1+2 t) \omega-1=0 . \tag{3.6}
\end{equation*}
$$

Theorem 3.2. Under the assumptions and notation of the previous theorem and for any fixed $t \in[0,1)$ the pair $\left(\omega_{1}, \omega_{2}\right)$, call it $\left(\hat{\omega}_{1}, \hat{\omega}_{2}\right)$, which yields the minimum in $\hat{\delta}:=\min _{\omega_{1}, \omega_{2} \in(0,2)}\left\|\mathscr{L}_{\omega_{1}, \omega_{2}}\right\|_{2}$ is as follows: For $t \in\left[0, \frac{1}{3}\right]$

$$
\begin{equation*}
\left(\hat{\omega}_{1}, \hat{\omega}_{2}\right)=\left(\frac{1}{1+t}, \frac{1}{1-t}\right) \text { when } \hat{\delta}=\left(\frac{t}{1+t}\right)^{1 / 2} \tag{3.7}
\end{equation*}
$$

while for $t \in\left[\frac{1}{3}, 1\right)$

$$
\begin{equation*}
\left(\hat{\omega}_{1}, \hat{\omega}_{2}\right)=\left(\frac{4}{5+t}, \frac{4}{3-t}\right) \text { when } \hat{\delta}=\frac{1+t}{3-t} \text {. } \tag{3.8}
\end{equation*}
$$

Remark. (i) It is worth pointing out that in [93] the values of $\hat{\omega}$ and the corresponding ones for $\left\|\mathscr{L}_{\hat{\omega}}\right\|_{2}$ are given for $t^{1 / 2}=\rho\left(J_{2}\right)=0(0.1) 1$. (ii) Part of Theorem 3.2 is also given in [93] where its proof at some points is based on strong numerical evidence.

We conclude this section by giving the functional eigenvalue relationship connecting the spectra of the Jacobi iteration matrix of a $\operatorname{GCO}(q, p-q)$ matrix $A$ of the class (2.17) and of the corresponding MSOR operator when each block is associated with a different relaxation factor $\omega_{j}, j=1(1) p$. The formula below is an extension of the one given by Taylor [81]

$$
\begin{equation*}
\prod_{j=1}^{p}\left(\lambda+\omega_{j}-1\right)=\prod_{j=1}^{p} \omega_{j} \mu^{p} \lambda^{p-q} . \tag{3.9}
\end{equation*}
$$

## 4. Symmetric SOR method

Each iteration step of the Symmetric SOR (SSOR) method consists of two semi-iterations the first of which is a usual (forward) SOR iteration followed by a backward SOR iteration, namely an SOR where the roles of $L$ and $U$ have been interchanged. More specifically

$$
\begin{align*}
& x^{(m+(1 / 2))}=(D-\omega L)^{-1}[(1-\omega) D+\omega U] x^{(m)}+\omega(D-\omega L)^{-1} b, \\
& x^{(m+1)}=(D-\omega U)^{-1}[(1-\omega) D+\omega L] x^{(m+(1 / 2))}+\omega(D-\omega U)^{-1} b . \tag{4.1}
\end{align*}
$$

An elimination of $x^{(m+(1 / 2))}$ from the above equations yields

$$
\begin{equation*}
x^{(m+1)}=\mathscr{S}_{\omega} x^{(m)}+c_{\omega}, \quad k=0,1,2, \ldots, x^{(0)} \in \mathbb{C}^{n} \text { arbitrary } \tag{4.2}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathscr{S}_{\omega}:=(D-\omega U)^{-1}[(1-\omega) D+\omega L](D-\omega L)^{-1}[(1-\omega) D+\omega U], \\
& c_{\omega}:=\omega(2-\omega)(D-\omega U)^{-1} D(D-\omega L)^{-1} b . \tag{4.3}
\end{align*}
$$

The SSOR method was introduced by Sheldon and constitutes a generalization of the method introduced previously by Aitken for $\omega=1$ (see [93]).

Statements analogous to Kahan's theorem and also to Reich-Ostrowski-Varga's theorem of the SOR method can be proved. Specifically we have:

Theorem 4.1. A necessary condition for the SSOR method defined in (4.2)-(4.3) to converge is $|\omega-1|<1$. For $\omega \in \mathbb{R}$ the condition becomes $\omega \in(0,2)$.

Theorem 4.2. Let $A \in \mathbb{C}^{n, n}$ be Hermitian with positive diagonal elements. Then for any $\omega \in(0,2)$ the $S S O R$ iteration matrix $\mathscr{S}_{\omega}$ has real nonnegative eigenvalues. In addition, if $A$ is positive definite then the $S S O R$ method converges. Conversely, if the $S S O R$ method converges and $\omega \in \mathbb{R}$ then $\omega \in(0,2)$ and $A$ is positive definite.

Note: Compared to SOR, SSOR requires more work per iteration and in general converges slower. Due to its symmetry, however, it can be combined with the semi-iterative method to produce other methods with nice convergence properties (see, e.g. [93]).

For 2-cyclic consistently ordered matrices the first functional relationship between the eigenvalues $\mu$ and $\lambda$ of the associated Jacobi and SSOR iteration matrices was given by D'Sylva and Miles [10] and Lynn [55] and is the following:

$$
\begin{equation*}
\left(\lambda-(\omega-1)^{2}\right)^{2}=\omega^{2}(2-\omega)^{2} \mu^{2} \lambda \tag{4.4}
\end{equation*}
$$

It can be found that for $A$ as in (2.2) the optimal $\omega$, $\omega_{b}=1$. Then $\rho\left(\mathscr{S}_{1}\right)=\rho\left(\mathscr{L}_{1}\right)=\rho^{2}\left(J_{2}\right)$.
In case $A$ is block two-cyclic consistently ordered and $\sigma\left(J_{2}\right)$ lies in the open infinite unit strip $S$ one can develop a Young-Eidson's-type algorithm for the determination of the optimal parameter $\omega_{b}$ and subsequently of $\rho\left(\mathscr{L}_{\omega_{b}}\right)$ (see [32]).

The functional eigenvalue relationship in the case of block p-cyclic consistently ordered matrices was discovered by Varga, Niethammer and Cai [86], who obtained the relationship

$$
\begin{equation*}
\left(\lambda-(\omega-1)^{2}\right)^{p}=\omega^{p}(2-\omega)^{2} \mu^{p} \lambda(\lambda-(\omega-1))^{p-2} \tag{4.5}
\end{equation*}
$$

The relationship above was then extended by Chong and Cai [8] to cover the class of $G C O(q, p-q)$ matrices in (2.17) to

$$
\begin{equation*}
\left(\lambda-(\omega-1)^{2}\right)^{p}=\omega^{p}(2-\omega)^{2 q} \mu^{p} \lambda^{q}(\lambda-(\omega-1))^{p-2 q} \tag{4.6}
\end{equation*}
$$

Optimal values of the SSOR method for spectra $\sigma\left(J_{p}^{p}\right)$ nonnegative or nonpositive for any $p \geqslant 3$ cannot be found anywhere in the literature except in a very recent article [37], where a number of cases are covered analytically and experimentally and a number of conjectures based on strong numerical evidence are made.

As for the SOR method also for the SSOR method researchers have tried to find regions of convergence for various classes of matrices. Thus Neumaier and Varga [63] determined for the class of $H$-matrices the region in the $\left(\rho\left(\left|D^{-1}(L+U)\right|\right), \omega\right)$-plane for which the SSOR method converges. Motivated by their work, Hadjidimos and Neumann [29], using Rouché's theorem, studied and determined the region of convergence of the SSOR method in the $\left(\rho\left(J_{p}\right), \omega\right)$-plane for each value of $p \geqslant 3$ for the class of the $p$-cyclic consistently ordered matrices. It is noted that the intersection of all the domains obtained for all $p \geqslant 3$ is the same domain as the one obtained by Neumaier and Varga for the whole class of the $H$-matrices with the only difference being that in the latter case the domain is obtained in the $\left(\rho\left(\left|D^{-1}(L+U)\right|\right), \omega\right)$-plane. An extension of the work in [29] is
given in [30], where $G C O(q, p-q)$ matrices for each possible value of $l=q / p<\frac{1}{2}$ and each $p \geqslant 3$ are considered. Finally, in [35] the domains of convergence of the SSOR method for the class of $p$-cyclic consistently ordered matrices for each $p \geqslant 3$ in the $\left(\rho\left(J_{p}\right), \omega\right)$-plane is determined in the two cases of the nonnegative and nonpositive spectra $\sigma\left(J_{p}^{p}\right)$.

### 4.1. Unsymmetric SOR method

The unsymmetric SOR (USSOR) method differs from the SSOR method in the second (backward) SOR part of each iteration where a different relaxation factor is used (see [10,55,93]). It consists of the following two half steps:

$$
\begin{align*}
& x^{(m+(1 / 2))}=\left(D-\omega_{1} L\right)^{-1}\left[\left(1-\omega_{1}\right) D+\omega_{1} U\right] x^{(m)}+\omega_{1}\left(D-\omega_{1} L\right)^{-1} b, \\
& x^{(m+1)}=\left(D-\omega_{2} U\right)^{-1}\left[\left(1-\omega_{2}\right) D+\omega_{2} L\right] x^{(m+(1 / 2))}+\omega_{2}\left(D-\omega_{2} U\right)^{-1} b . \tag{4.7}
\end{align*}
$$

On elimination of $x^{(m+(1 / 2))}$ it is produced

$$
\begin{equation*}
x^{(m+1)}=\mathscr{S}_{\omega_{1}, \omega_{2}} x^{(m)}+c_{\omega_{1}, \omega_{2}}, \quad k=0,1,2, \ldots, x^{(0)} \in \mathbb{C}^{n} \text { arbitrary } \tag{4.8}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathscr{S}_{\omega_{1}, \omega_{2}}:=\left(D-\omega_{2} U\right)^{-1}\left[\left(1-\omega_{2}\right) D+\omega_{2} L\right]\left(D-\omega_{1} L\right)^{-1}\left[\left(1-\omega_{1}\right) D+\omega_{1} U\right], \\
& c_{\omega_{1}, \omega_{2}}:=\left(\omega_{1}+\omega_{2}-\omega_{1} \omega_{2}\right)\left(D-\omega_{2} U\right)^{-1} D\left(D-\omega_{1} L\right)^{-1} b . \tag{4.9}
\end{align*}
$$

Theory analogous to that of the SSOR method can be developed and the interested reader is referred to [92,93].

The only point we would like to make is that for $p$-cyclic consistently ordered and for $\operatorname{GCO}(q, p-$ $q$ ) matrices $A$ there are functional eigenvalue relationships connecting the eigenvalue spectra of the Jacobi and of the USSOR iteration matrices. They were discovered by Saridakis [75] and the most general one below by Li and Varga [54]

$$
\begin{align*}
& \left(\lambda-\left(1-\omega_{1}\right)\left(1-\omega_{2}\right)\right)^{p}  \tag{4.10}\\
& \quad=\left(\omega_{1}+\omega_{2}-\omega_{1} \omega_{2}\right)^{2 q} \mu^{p} \lambda^{q}\left(\lambda \omega_{1}+\omega_{2}-\omega_{1} \omega_{2}\right)^{\left|\zeta_{L}\right|-q}\left(\lambda \omega_{2}+\omega_{1}-\omega_{1} \omega_{2}\right)^{\mid \zeta 匕} \mid-q
\end{align*}
$$

where $\left|\zeta_{L}\right|$ and $\left|\zeta_{U}\right|$ are the cardinalities of the sets $\zeta_{L}$ and $\zeta_{U}$, which are the two disjoint subsets of $P \equiv\{1,2, \ldots, p\}$ associated with the cyclic permutation $\sigma=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{p}\right)$ as these are defined in [54].

## 5. Accelerated overrelaxation (AOR) method

A technique that sometimes "accelerates" the convergence of a convergent iterative scheme or makes it converge if it diverges is the introduction of an "acceleration" or "relaxation" parameter $\omega \in \mathbb{C} \backslash\{0\}$ as follows. Based on (1.2) we consider as a new preconditioner the matrix $M_{\omega}=\frac{1}{\omega} M$. It is then readily seen that the new iterative scheme is given by

$$
\begin{equation*}
x^{(m+1)}=T_{\omega} x^{(m)}+c_{\omega}, \quad T_{\omega}:=(1-\omega) I+\omega T, \quad c_{\omega}:=\omega c . \tag{5.1}
\end{equation*}
$$

The parameter $\omega$ is called the extrapolation parameter and the corresponding scheme is the extrapolated of the original one. The most general algorithm to determine the best extrapolation parameter
$\omega \in \mathbb{C} \backslash\{0\}$ under some basic assumptions regarding some information on the spectrum $\sigma(T)$ of $T$ can be found in [25] (see also the references cited therein and also [71] which treats a similar case).

Exploiting the idea of extrapolation a two-parameter SOR-type iterative method was introduced in [24]. It was called Accelerated overrelaxation (AOR) method and can be defined as follows:

$$
\begin{equation*}
x^{(m+1)}=\mathscr{L}_{r, \omega} x^{(m)}+c_{r, \omega}, \quad m=0,1,2, \ldots, x^{(0)} \in \mathbb{C}^{n} \text { arbitrary } \tag{5.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{L}_{r, \omega}:=(D-r L)^{-1}[(1-\omega) D+(\omega-r) L+\omega U], \quad c_{r, \omega}:=\omega(D-r L)^{-1} b \tag{5.3}
\end{equation*}
$$

It can be readily proved that the AOR method is the union of the Extrapolated Jacobi method ( $r=0$ ) with extrapolation parameter $\omega$ and of the Extrapolated SOR method $(r \neq 0)$ with extrapolation parameter $s=\omega / r$ of an SOR method with relaxation factor $r$. It is obvious that the Jacobi, the Gauss-Seidel, the SOR method and their extrapolated counterparts can be considered as special cases of the AOR method.

Note: Niethammer [65] refers to a similar to the AOR method that was introduced in a series of papers by Sisler [76-78].

For Hermitian matrices $A \in \mathbb{C}^{n, n}$ a statement analogous to the Reich-Ostrowski-Varga theorem holds for the AOR method as well. Here is one version of it given in [42].

Theorem 5.1. Let $A=D-E-E^{H} \in \mathbb{C}^{n, n}$ be Hermitian, $D$ be Hermitian and positive definite, $\operatorname{det}(D-r E) \neq 0, \forall \omega \in(0,2)$ and $r \in\left(\omega+(2-\omega) / \mu_{m}, \omega+(2-\omega) / \mu_{M}\right)$ with $\mu_{m}<0<\mu_{M}$ being the smallest and the largest eigenvalues of $D^{-1}\left(E+E^{H}\right)$. Then, $\rho\left(\mathscr{L}_{r, \omega}\right)<1$ iff $A$ is positive definite. (Note: Except for the restrictions in the statement the matrices $D, E \in \mathbb{C}^{n, n}$ can be any matrices.)

Many more theoretical results can be proved in case $A$ is $p$-cyclic consistently ordered. For example, if $A$ is 2-cyclic consistently ordered and $\sigma\left(J_{2}^{2}\right)$ is either nonnegative or nonpositive then optimal parameters for the AOR method can be derived. They are better than the optimal ones for the corresponding SOR method if some further assumptions are satisfied. These results can be found in [1,62,27].

Theorem 5.2. Under the notation and the assumptions so far, let $\mu$ and $\bar{\mu}$ denote the absolutely smallest and the absolutely largest of the eigenvalues of the Jacobi iteration matrix $J_{2}$ of a 2-cyclic consistently ordered matrix $A$. Then: For $\sigma\left(J_{2}^{2}\right)$ nonnegative and $0<\underline{\mu}<\bar{\mu}<1$ if $1-\underline{\mu}^{2}<(1-$ $\left.\bar{\mu}^{2}\right)^{1 / 2}$ the optimal parameters of the $A O R$ method are given by the expressions

$$
\begin{align*}
& r_{b}=\frac{2}{1+\left(1-\bar{\mu}^{2}\right)^{1 / 2}}, \quad \omega_{b}=\frac{1-\underline{\mu}^{2}+\left(1-\bar{\mu}^{2}\right)^{1 / 2}}{\left(1-\bar{\mu}^{2}\right)\left(1+\left(1-\bar{\mu}^{2}\right)^{1 / 2}\right)}  \tag{5.4}\\
& \rho\left(\mathscr{L}_{r_{b}, \omega_{b}}\right)=\frac{\underline{\mu}\left(\bar{\mu}^{2}-\underline{\mu}^{2}\right)^{1 / 2}}{\left(1-\underline{\mu}^{2}\right)^{1 / 2}\left(1+\left(1-\bar{\mu}^{2}\right)^{1 / 2}\right)}
\end{align*}
$$

Furthermore, for $0<\underline{\mu}=\bar{\mu}<1$ there are two pairs of optimal parameters

$$
\begin{equation*}
\left(r_{b}, \omega_{b}\right)=\left(\frac{2}{1+\varepsilon\left(1-\bar{\mu}^{2}\right)^{1 / 2}}, \frac{\varepsilon}{\left(1-\bar{\mu}^{2}\right)^{1 / 2}}\right), \quad \varepsilon= \pm 1, \tag{5.5}
\end{equation*}
$$

both of which give $\rho\left(\mathscr{L}_{r_{b}, \omega_{b}}\right)=0$. For $\sigma\left(J_{2}^{2}\right)$ nonpositive and if $\left(1+\bar{\mu}^{2}\right)^{1 / 2}<1+\underline{\mu}^{2}$ the optimal parameters of the AOR method are given by the expressions

$$
\begin{align*}
& r_{b}=\frac{2}{1+\left(1+\bar{\mu}^{2}\right)^{1 / 2}}, \quad \omega_{b}=\frac{1+\mu^{2}+\left(1+\bar{\mu}^{2}\right)^{1 / 2}}{\left(1+\bar{\mu}^{2}\right)\left(1+\left(1+\bar{\mu}^{2}\right)^{1 / 2}\right)},  \tag{5.6}\\
& \rho\left(\mathscr{L}_{r, \omega_{b}}\right)=\frac{\underline{\mu}\left(\bar{\mu}^{2}-\underline{\mu}^{2}\right)^{1 / 2}}{\left(1+\underline{\mu}^{2}\right)^{1 / 2}\left(1+\left(1+\bar{\mu}^{2}\right)^{1 / 2}\right)} .
\end{align*}
$$

Again for $0<\underline{\mu}=\bar{\mu}$ there are two pairs of optimal parameters

$$
\begin{equation*}
\left(r_{b}, \omega_{b}\right)=\left(\frac{2}{1+\varepsilon\left(1+\bar{\mu}^{2}\right)^{1 / 2}}, \frac{\varepsilon}{\left(1+\bar{\mu}^{2}\right)^{1 / 2}}\right), \quad \varepsilon= \pm 1, \tag{5.7}
\end{equation*}
$$

both of which give $\rho\left(\mathscr{L}_{r_{b}, \omega_{b}}\right)=0$.
Notes: (i) The assumptions on $\mu$ and $\bar{\mu}$ of Theorem 5.2 are very demanding. Practically, to have an optimal AOR better than the optimal SOR, $\mu$ must be "different" from 0 and "very close" to $\bar{\mu}$. It is not known whether these assumptions are true for any real life problem. (ii) The assumptions $\mu=\bar{\mu} \neq 0$ indicate that the Jacobi iteration matrix $J_{2}$ has only two distinct, of opposite sign and of the same multiplicity eigenvalues. This leads directly to the fact that all eigenvalues of $\mathscr{L}_{r_{b}, \omega_{b}}$ are zero.

Methods analogous to the MSOR, SSOR, etc, have been developed and thus MAOR [39], SAOR [41], etc., can be found in the literature. Here we only give the functional eigenvalue relationship for $\operatorname{GCO}(q, p-q)$ matrices that generalizes many other similar equations and especially the one by Saridakis [74] for the AOR method

$$
\begin{equation*}
\prod_{j=1}^{p}\left(\lambda+\omega_{j}-1\right)=\prod_{j=1}^{q} \omega_{j} \mu^{p} \prod_{j=q+1}^{p}\left(\omega_{j}-r_{j}+r_{j} \lambda\right) . \tag{5.8}
\end{equation*}
$$

## 6. Linear (non-)stationary higher-order(degree), semi-iterative methods and SOR

All the iterative methods studied so far are linear stationary first-order(degree) ones. The term stationary means that any parameters involved in the iterative scheme are kept fixed during the iterations, first $\operatorname{order}($ degree $)$ means that the new iteration $x^{(m+1)}$ depends only on the previous one $x^{(m)}$ and linear that $x^{(m+1)}$ is a linear function of $x^{(m)}$.

Among the linear non-stationary first-order methods the adaptive SOR method is one of the most important and most popular in practical problems and is now incorporated in all the well-known computer packages like, e.g., ITPACK [48]. For an introduction to the adaptive SOR which was first considered for real symmetric positive definite 2 -cyclic consistently ordered matrices but now is of a more general application the reader is referred to [44].

A class of linear stationary second-order methods, where each new iteration depends linearly on the two previous ones, that can handle effectively linear systems $A x=b$, rewritten equivalently as $x=T x+c$, where $\sigma(T)$ is assumed to be enclosed by an ellipse lying strictly to the left of the line $\operatorname{Re} z<1$ of the complex plane, are described in [93]. In [93] the reader can find interesting results, when $A$ is 2-cyclic consistently ordered with $\sigma\left(J_{2}^{2}\right)$ nonnegative and $\rho\left(J_{2}\right)<1$, as well as some other interesting references.

A similar linear stationary second-order method is also given by Manteuffel in [59]. This method is derived directly from a linear non-stationary second-order one [56-58] which, in turn, is developed by using translated and scaled Chebyshev polynomials in the complex plane. It is worth pointing out that a 2-cyclic MSOR method is equivalent in the Chebyshev sense to a linear stationary second-order one and therefore "optimal" values of its parameters can be found by using either Manteuffel's algorithm [40] or a "continuous" analog of it [2].

There is also a class of iterative methods that are called Semi-Iterative and are described in a very nice way in [83] (see also [93]). In [83] it is shown that if one uses Chebyshev polynomials and bases one's analysis on them one can derive a linear non-stationary second-order scheme with very nice properties. The study of semi-iterative methods seems to have begun in [68] followed by a number of papers among which are [12-15]. Especially in the last two (see also [9]) when as the matrix $T$ in $x=T x+c$, the SOR iteration matrix, associated with a 2-cyclic consistently ordered matrix $A$ with $\sigma\left(J_{2}^{2}\right)$ nonnegative and $\rho\left(J_{2}\right)<1$, is considered, it is proved that it converges for all $\omega \in\left(-\infty, 2 /\left(1-\left(1-\rho^{2}\left(J_{2}\right)\right)^{1 / 2}\right)\right) \backslash\{0\}$ which constitutes an amazingly wider range than that of the SOR method!

## 7. Operator relationships for generalized ( $q, p-q$ )-cyclic consistently ordered matrices

Before we conclude this article we would like to mention one more point. As we have seen so far in case $A$ is a $\operatorname{GCO}(q, p-q)$ matrix there is always a functional relationship that connects the eigenvalues of the Jacobi iteration matrix and the eigenvalues of the iteration operator associated with any of the methods considered. E.g., SOR, MSOR, SSOR, USSOR, AOR, MAOR, SAOR, etc. However, it seems that exactly the same functional relationship holds for the iteration operators involved.

The first who observed that such a relationship held was Young and Kincaid [95] (see also [93]), who proved that for a 2-cyclic consistently ordered matrix there holds

$$
\begin{equation*}
\left(\mathscr{L}_{\omega}+(\omega-1) I\right)^{2}=\omega^{2} J_{2}^{2} \mathscr{L}_{\omega} . \tag{7.1}
\end{equation*}
$$

Using this equation as a starting point a discussion started whether similar relationships held as well for other functional relationships associated with operators of a p-cyclic consistently ordered matrix. The theory behind the proof of such relationships is basically graph theory and combinatorics. The most general relationships that can be found in the literature are the following two which refer to the MSOR and to the USSOR methods associated with a $\operatorname{GCO}(q, p-q)$ matrix, respectively,

$$
\begin{equation*}
\prod_{j=1}^{p}\left(\mathscr{L}_{\Omega}+\left(\omega_{j}-1\right) I\right)=\left(\Omega J_{q, p-q}\right)^{p} \mathscr{L}_{\Omega}^{p-q} \tag{7.2}
\end{equation*}
$$

where $\Omega=\operatorname{diag}\left(\omega_{1} I_{n_{1}}, \omega_{2} I_{n_{2}}, \ldots, \omega_{p} I_{n_{p}}\right), \sum_{i=1}^{p} n_{i}=n$, and

$$
\begin{align*}
& \left(\mathscr{S}_{\omega_{1}, \omega_{2}}-\left(1-\omega_{1}\right)\left(1-\omega_{2}\right) I\right)^{p} \\
& =\left(\omega_{1}+\omega_{2}-\omega_{1} \omega_{2}\right)^{2 q} J_{q, p-q}^{p} \mathscr{S}_{\omega_{1}, \omega_{2}}^{q}\left(\omega_{1} \mathscr{S}_{\omega_{1}, \omega_{2}}+\omega_{2}\left(1-\omega_{1}\right) I\right)^{\left|\zeta_{L}\right|-q} \\
& \quad \times\left(\omega_{2} \mathscr{S}_{\omega_{1}, \omega_{2}}+\omega_{1}\left(1-\omega_{2}\right) I\right)^{|\zeta U|-q}, \tag{7.3}
\end{align*}
$$

where for the various notations see previous section and [33,54,70]. From these relationships simpler ones can be obtained, e.g., for the $p$-cyclic consistently ordered SOR, for the $\operatorname{GCO}(q, p-q)$ SSOR, and also the same relationships can be extended to cover the $p$-cyclic AOR, MAOR, SAOR, etc., cases.

Use of the functional relationships can be made in order to transform a one-step iterative scheme into another equivalent $p$-step one. For more details the reader is referred to the references of this section and also to [68].

## 8. Final remarks

In this article an effort was made to present the SOR method and some of its properties together with some other methods closely related to it. For the methods presented the most common classes of matrices $A$ that led to some interesting results were considered. Of course, not all of the well-known classes of matrices $A$ was possible to cover. For example, matrices like strictly diagonally dominant, irreducibly diagonally dominant, etc., were left out.

Finally, we mentioned only very briefly the role of the SOR, SSOR, etc, methods as preconditioners for the class of semi-iterative (see [93]) and we did not examine at all their roles for the class of conjugate gradient methods (see [23]). This was done purposefully for otherwise the basic theory of the other classes of methods involved should have been analyzed to some extent and this would be beyond the scope of the present article. On the other hand, it is the author's opinion that other expert researchers in the corresponding areas will cover these subjects in a much better and more efficient way in their articles in the present volume.
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#### Abstract

Asynchronous iterations arise naturally on parallel computers if one wants to minimize idle times. This paper reviews certain models of asynchronous iterations, using a common theoretical framework. The corresponding convergence theory and various domains of applications are presented. These include nonsingular linear systems, nonlinear systems, and initial value problems. (c) 2000 Elsevier Science B.V. All rights reserved.


## 1. Introduction

With the advent of parallel computers, many new algorithms were devised or rediscovered for the new architectures. An important concept in the design of parallel algorithms is that of load balancing, which simply means that the work has to be approximately equally distributed among processors. Otherwise, some processors finish their task much earlier than others, and the waiting time (also called idle time) degrades the performance of the algorithm. This concept has been widely accepted as a requirement for efficient algorithms, and has dictated for example that when the geometric domain of a physical problem is divided into subdomains (to be processed by the different processors), each should be of approximately the same size.
In contrast to load balancing, the idea of asynchronous methods is to avoid processor idle time by eliminating as much as possible synchronization points, i.e., points at which a processor must wait for information from other processors. In this way, problems which naturally would decompose into processes of very different size, e.g., those with unstructured meshes, can do so without difficulty. The price one pays for this freedom is that some processors will perform extra computations, and it

[^19]is only when the load is not well balanced, or when communication between the processors is slow, that this approach is advantageous.

Since the publication of the pioneering paper in 1969 by Chazan and Miranker [21], the theory and application of asynchronous iterations has been studied and used by many authors. For early surveys of asynchronous iterative methods, see [3,13,14,33] (see also the recent papers [53,56]).

Asynchronous methods are not considered "mainstream" by many researchers, at least in numerical analysis. We believe that this is so in part because the load balancing requirement is so prevalent in the minds of many practitioners. Nevertheless, asynchronous methods are being increasingly used and studied, particularly so in connection with the use of heterogeneous workstation clusters where the available computational power of each processor becomes unpredictable. Experiments reported in the literature, e.g., in $[18,35,42]$, show practical problems for which the asynchronous parallel times are about half to two-thirds of those reported for synchronous parallel times (which of course are much faster than sequential times); see further Section 4.3. In [18,35], asynchronous solutions of systems of several million variables are reported. In addition, asynchronous iterations are possibly the kind of methods which will allow the next generation of parallel machines to attain the expected potential. These machines are being designed today with thousands of processors.

Let us mention some recent papers where the application of asynchronous iterations to different areas is discussed: to the solution of partial differential equations [1,2,52]; to inverse problems in geophysics and oil exploration [48]; to continuous time Markov chains problems for queueing and stochastic automata networks [18]; to electrical power networks [9]; to network flow [60], to convex programming [58], and other optimization [25,26], and nonlinear problems [7,59,65]; and to singular systems of linear equations $[5,50]$.

The purpose of this paper is to review some of the different models of asynchronous iterations which have been developed during the last three decades, using a common theoretical framework. We give some results on their convergence, and illustrate the use of these models and convergence results in various applications, including the iterative solution of linear systems, nonlinear systems, and initial value problems for systems of ordinary differential equations.

It is outside the scope of the paper to present a complete survey of the state-of-the-art in parallel asynchronous computations. Of the topics not covered we mention a few: analysis and implementation of stopping criteria [24,51] (and also [15]), enclosure methods for nonlinear systems of equations [32,34], the theory of multisplittings for the analysis of asynchronous iterations [17,20,55], and its application to domain decomposition methods using overlapping subdomains [7,35]. Our aim instead is to present a snapshot of some broad class of applications, together with a general theory which applies to them.

To that end, we present, in the next section, general computational and mathematical models representing asynchronous iterations. The computational models correspond to the way the methods are actually programmed in the parallel computers. The mathematical models are tools used to analyze the algorithms. In Section 3 we present very general convergence results which apply to these mathematical models, and in Section 4 we apply these results to specific problems.

## 2. Computational and mathematical models

To start, let us consider a structurally simple and quite general construct. Assume that we are given a product space $E=E_{1} \times \cdots \times E_{m}$ and an application $H: E \rightarrow E$ whose components are
denoted $H_{i}$, i.e., we have

$$
\begin{equation*}
H: E \rightarrow E, \quad x=\left(x_{1}, \ldots, x_{m}\right) \rightarrow\left((H x)_{1}, \ldots,(H x)_{m}\right) \tag{1}
\end{equation*}
$$

where $x_{i},(H x)_{i}=H_{i}(x) \in E_{i}, i=1, \ldots, m$. The problem at hand is to find a fixed point of $H$. A standard procedure is to approximate such fixed point by variants of the successive approximation procedure

$$
\begin{equation*}
x^{k+1}=H\left(x^{k}\right), \quad k=0,1, \ldots \tag{2}
\end{equation*}
$$

Assume for now that we are working with a (shared memory) parallel computer with $p$ processors $P_{1}, \ldots, P_{p}(p \leqslant m)$ and associate a block of components $J_{j} \subseteq\{1, \ldots, m\}$ with each processor $P_{j}$. Then a parallel variant of the successive approximation procedure (2) can be implemented as follows (pseudocode for processor $P_{j}$ ):

## Computational Model 2.1.

until convergence do
read $x$ from common memory
compute $x_{i}^{\text {new }}=H_{i}(x)$ for $i \in J_{j}$
overwrite $x_{i}$ in common memory with $x_{i}^{\text {new }}, i \in J_{j}$.
If processors would wait for each other to complete each run through the loop we would indeed get a (parallel synchronous) implementation of the successive approximation scheme (2). Since here processors do not wait, we actually get a much less structured iterative process where, due to different run times for each loop, processors get out of phase. At a given time point, different processors will have achieved different numbers of iterations (the iteration number $k$ in (2) looses its meaning in this context). No idle times occur, since processors never wait for each other.

In order to mathematically analyze the Computational Model 2.1 , we now step the iteration counter $k$ by 1 each time $x$ is read from the common memory by some processor $P_{j(k)}$. Then this $x$ is made up of components each of which has been written back to memory as the result of the computation belonging to some earlier iteration. We therefore have $x=\left(x_{1}^{s_{1}(k)}, \ldots, x_{m}^{s_{m}(k)}\right)$ with iteration counts $s_{\ell}(k) \in \mathbb{N}_{0}, \ell=1, \ldots, m$, prior to $k$, indicating the iteration when the $\ell$ th component just read was computed. A set $I^{k}$ is defined indicating which components are computed at the $k$ th iteration, i.e., $I^{k}=J_{j(k)}$. Using these sets, and under the very weak assumptions (3) explained further below, the Computational Model 2.1 can be modeled mathematically according to the following definition; see, e.g., [33,57],

Definition 2.2. For $k \in \mathbb{N}$, let $I^{k} \subseteq\{1, \ldots, m\}$ and $\left(s_{1}(k), \ldots, s_{p}(k)\right) \in \mathbb{N}_{0}^{m}$ such that

$$
\begin{align*}
& s_{i}(k) \leqslant k-1 \text { for } i \in\{1, \ldots, m\}, \quad k \in \mathbb{N} \\
& \lim _{k \rightarrow \infty} s_{i}(k)=\infty \text { for } i \in\{1, \ldots, m\}  \tag{3}\\
& \left|\left\{k \in \mathbb{N}: i \in I^{k}\right\}\right|=\infty \text { for } i \in\{1, \ldots, m\}
\end{align*}
$$

Given an initial guess $x^{0} \in E=E_{1} \times \cdots \times E_{m}$, the iteration

$$
x_{i}^{k}= \begin{cases}x_{i}^{k-1} & \text { for } i \notin I^{k}  \tag{4}\\ H_{i}\left(x_{1}^{s_{1}(k)}, \ldots, x_{m}^{s_{m}(k)}\right) & \text { for } i \in I^{k}\end{cases}
$$

is termed an asynchronous iteration (with strategy $I^{k}, k \in \mathbb{N}$ and delays $d_{i}(k)=k-s_{i}(k), i=$ $1, \ldots, n, k \in \mathbb{N}$ ).

The first hypothesis in (3) simply indicates that only components computed earlier (and not future ones) are used in the current approximation. The second one indicates that as the computation proceeds, eventually one reads newer information for each of the components. The third one indicates that no component fails to be updated as time goes on.

This mathematical model goes back at least to Baudet [10], although other authors had equivalent models; see the historical remarks in [57]. Note that Definition 2.2 includes as special cases the classical synchronous successive approximation method (2) $\left(s_{i}(k)=k-1, I^{k}=\{1, \ldots, m\}\right)$ as well as block Gauss-Seidel-type methods $\left(s_{i}(k)=k-1, I^{k}=\{k \bmod m+1\}\right)$ or symmetric block GaussSeidel methods.

Let us mention at this point that asynchronous iterations on local memory machines (using message passing to communicate data) are also modeled by Definition 2.2.

The fundamental model (4) has a wide range of applications. Nevertheless, other various extensions to account for more general or more specific situations are possible. For example, some authors impose additional conditions on the sequence of delays $d_{i}(k)=k-s_{i}(k)$ such as being uniformly bounded; some others restrict them in such a way that overlap is not allowed; see some examples of these, e.g., in [57] and the bibliography therein. These additional restrictions appear to be necessary in the convergence theory for the solution of singular linear systems; see $[5,41,50]$.

In several practical situations, the component $H_{i}$ of $H$ may be given only implicitly (or it may be expensive to compute) so that we will actually only compute an approximation (which may change at each step $k$ ) to $H_{i}\left(x_{1}^{s_{1}(k)}, \ldots, x_{m}^{s_{m}(k)}\right)$ in (4). We are then in a non-stationary setting, which includes in particular the case of two-stage iterations (with an "inner" and an "outer" iteration) which can be modeled by making $H$ dependent of the iteration index $k$, i.e., we have the following process

$$
x_{i}^{k}= \begin{cases}x_{i}^{k-1} & \text { for } i \notin I^{k}  \tag{5}\\ H_{i}^{k}\left(x_{1}^{s_{1}(k)}, \ldots, x_{m}^{s_{m}(k)}\right) & \text { for } i \in I^{k}\end{cases}
$$

with $H^{k}: E \rightarrow E$, for $k \in \mathbb{N}$, having the same fixed point as $H$.
One way to study the inner iterations is to consider a "splitting" of the application $H$ of (1) into $K: E \times E \rightarrow E$ such that $K(x, x)=H(x)$, and the following model.

## Computational Model 2.3.

until convergence do
read $(x)$ from common memory
set $y=x$
until convergence do
compute $y_{i}^{\text {new }}=K_{i}(x, y)$ for $i \in J_{j}$
overwrite $x_{i}$ in common memory with $y_{i}^{\text {new }}, i \in J_{j}$
set $y_{i}=y_{i}^{\text {new }}$ (in local memory).
This computational model describes in particular asynchronous methods with flexible communication (see $[25,44]$ ), in which new information is sent to the other processors as soon as it is computed,
even before the inner iterations have converged. A mathematical model for it can be obtained by introducing a second set of delays defined through iteration indices $r_{\ell}(k) \in \mathbb{N}_{0}, \ell=1, \ldots, m, k \in \mathbb{N}$, satisfying the same first two hypotheses in (3), and by considering the following process, which is slightly more general than the one given in [38],

$$
x_{i}^{k}= \begin{cases}x_{i}^{k-1} & \text { for } i \notin I^{k},  \tag{6}\\ K_{i}\left(\left(x_{1}^{s_{1}(k)}, \ldots, x_{m}^{s_{m}(k)}\right),\left(x_{1}^{r_{1}(k)}, \ldots, x_{m}^{r_{m}(k)}\right)\right) & \text { for } i \in I^{k} .\end{cases}
$$

We note that further generalizations of these mathematical models are possible (and applicable to specific situations), where the domain of the application analogous to $H$ (or $K$ ) consists of multiple copies of $E$, and each component of each copy of $E$ may be subject to different delays; see $[31,37,50]$.

It is crucial to realize that our Computational Models 2.1 and 2.3 do not preclude the blocks $J_{j}$ to overlap, i.e., we may have $J_{j} \cap J_{l} \neq \emptyset$ for $j \neq l$. This situation cannot be modeled by the expression (1), but our mathematical models (4)-(6) are still applicable. In some instances, it turns out that a certain degree of overlapping together with a scheme for combining different contributions within the overlap will usually accelerate the overall iteration (see, e.g., $[7,35]$ ).

## 3. Convergence theory

A general convergence theorem for the asynchronous iteration (4) is the following result of Bertsekas [12] (see also [61]).

Theorem 3.1. Assume that there are sets $E^{k} \subseteq E$ which satisfy
(a) $E^{k}=E_{1}^{k} \times \cdots \times E_{m}^{k}, k \in \mathbb{N}_{0}$, (box condition)
(b) $H\left(E^{k}\right) \subseteq E^{k+1} \subseteq E^{k}, k \in \mathbb{N}_{0}$, (nested sets condition)
(c) there exists $x^{*}$ such that

$$
y^{k} \in E^{k}, \quad k \in \mathbb{N} \Rightarrow \lim _{k \rightarrow \infty} y^{k}=x^{*}
$$

(synchronous convergence condition).
Then the sequence of asynchronous iterates $x^{k}$ from (4) converges to $x^{*}$, the unique fixed point of $H$, provided assumptions (3) hold.

The idea of the proof is to show that starting in a box $E^{k}$, after some time all components $x_{i}$ belong to some $E_{i}^{\ell}, \ell>k$, and by collecting them we are now in the box $E^{k+1}$. A careful inspection of the proof of this result, e.g., in [12], reveals that we can easily obtain the following corollary for non-stationary iterations.

Corollary 3.2. Replace (b) in Theorem 3.1 by
( $\left.\mathrm{b}^{\prime}\right) H^{k}\left(E^{k}\right) \subseteq E^{k+1} \subseteq E^{k}, k \in \mathbb{N}_{0}$.
Then the asynchronous nonstationary iterates $x^{k}$ from (5) converge to $x^{*}$, the unique common fixed point of all $H^{k}$.

There are several special cases of Theorem 3.1 which merit further discussion. Let us first consider the case where each component space $E_{i}$ is a normed linear space $\left(E_{i},\|\cdot\|_{i}\right)$. Define $\|\cdot\|_{w}$ the weighted max-norm on $E$ given as

$$
\begin{equation*}
\|x\|_{w}=\max _{i=1}^{m} \frac{\left\|x_{i}\right\|_{i}}{w_{i}}, \tag{7}
\end{equation*}
$$

where $w=\left(w_{1}, \ldots, w_{m}\right)$ is a positive vector, i.e., $w_{i}>0$ for $i=1, \ldots, m$.
Theorem 3.3. Assume that there exists $x^{*} \in E$ such that $H^{k}\left(x^{*}\right)=x^{*}$ for all $k$. Moreover, assume that there exists $\gamma \in[0,1)$ and $w \in \mathbb{R}^{m}$ positive, such that for all $k$ we have

$$
\begin{equation*}
\left\|H^{k}(x)-x^{*}\right\|_{w} \leqslant \gamma \cdot\left\|x-x^{*}\right\|_{w} . \tag{8}
\end{equation*}
$$

Then the asynchronous (non-stationary) iterates $x^{k}$ from (5) converge to $x^{*}$, the unique common fixed point of all $H^{k}$.

For a proof, set $E^{k}=\left\{x \in E:\left\|x-x^{*}\right\|_{w} \leqslant \gamma^{k} \cdot\left\|x^{0}-x^{*}\right\|_{w}\right\}$ and apply Corollary 3.2 (see [37]). Different proofs of similar theorems can be found in [28,29]. For the stationary case $\left(H^{k}=H\right)$ the above theorem is known as El Tarazi's theorem [27].

An even more special case arises in the presence of $P$-contractions. The mapping $H$ is called a $P$-contraction with respect to a fixed point $x^{*}$, if there exists a nonnegative matrix $P \in \mathbb{R}^{m \times m}$ with $\rho(P)<1$ such that for all $x \in E$ we have

$$
\left(\begin{array}{c}
\left\|(H x)_{1}-x_{1}^{*}\right\|_{1} \\
\vdots \\
\left\|(H x)_{m}-x_{m}^{*}\right\|_{m}
\end{array}\right) \leqslant P\left(\begin{array}{c}
\left\|x_{1}-x_{1}^{*}\right\|_{1} \\
\vdots \\
\left\|x_{m}-x_{m}^{*}\right\|_{m}
\end{array}\right)
$$

where the inequality in $\mathbb{R}^{m}$ is componentwise [47]. It can be shown quite easily that a $P$-contraction with respect to $x^{*}$ satisfies the assumption of Theorem 3.3 ( $w$ has to be taken as the Perron-vector of a positive matrix sufficiently close to $P$ ). We therefore have

Corollary 3.4 (Baudet [10]). Assume that each $H^{k}$ is a P-contraction with respect to $x^{*}$ with $P$ independent of $k$. Then the asynchronous (nonstationary) iterates $x^{k}$ from (5) converge to $x^{*}$, the unique common fixed point of all $H^{k}$.

The contraction conditions considered so far can be somewhat relaxed to account for situations where, instead of (8) one just has

$$
\begin{equation*}
x \neq x^{*} \Rightarrow\left\|H x-x^{*}\right\|_{w}<\left\|x-x^{*}\right\|_{w} . \tag{9}
\end{equation*}
$$

This is particularly interesting for certain $M$-functions and diagonally dominant functions in the sense of Moré [46] (see [30]). We mention here that if the implication in (9) is in both directions, such maps are called paracontracting (with respect to the weighted max morm) [28,29,50].

The following is a further generalization of El Tarazi's theorem which is applicable to process (6), and in particular to asynchronous methods with flexible communication [38].

Theorem 3.5. Assume that there exists $x^{*} \in E$ such that $K\left(x^{*}, x^{*}\right)=x^{*}$. Moreover, assume, that there exists $\gamma \in[0,1)$ and a weighted max norm such that

$$
\left\|K(x, y)-x^{*}\right\|_{w} \leqslant \gamma \cdot \max \left\{\left\|x-x^{*}\right\|_{w},\left\|y-x^{*}\right\|_{w}\right\} \quad \text { for all } x, y \in E .
$$

Then the asynchronous (with flexible communication) iterates $x^{k}$ from (6) converge to $x^{*}$.
Another important special case arises for isotone mappings, i.e., mappings $H$ where $x \leqslant y$ implies $H x \leqslant H y$. The following result goes back to Miellou [43]; see also [31] for the slightly more general version given here, as well as for a related result for isotonically decomposable mappings.

Theorem 3.6. Assume that $E$ is equipped with a partial ordering based on partial orderings for each component, and that the partial ordering is compatible with the topology on $E$ so that we have

$$
x^{0} \leqslant x^{1} \leqslant x^{2} \leqslant \cdots \leqslant x^{k} \leqslant \cdots \leqslant y^{0} \Rightarrow \lim _{k \rightarrow \infty} x^{k}=x^{*} \text { exists and } x^{*} \leqslant y^{0}
$$

Assume further that $H$ is continuous and isotone and that there exist $x^{0} \leqslant y^{0}$ such that $x^{0} \leqslant H x^{0} \leqslant$ $H y^{0} \leqslant y^{0}$. Then the asynchronous iterates $x^{k}$ from (4) converge to $x^{*}$ with $x^{*}=H x^{*}$.

For a proof, let $z^{k}=H\left(z^{k-1}\right)$ with $z^{0}=x^{0}$, let $x^{*}=\lim _{k \rightarrow \infty} z^{k} \leqslant y^{0}$ and take $E^{k}=\left\{x: z^{k} \leqslant x \leqslant x^{*}\right\}$ in Theorem 3.1.

## 4. Applications of the theory

In the remainder of the paper we show how the convergence theory for the general models (4)-(6) can be applied to a wide range of scientific problems.

### 4.1. Nonsingular linear systems

Let us start by considering a linear system of the form

$$
\begin{equation*}
A x=b \tag{10}
\end{equation*}
$$

where $A \in \mathbb{R}^{n \times n}$ is nonsingular. Let $A=M-N$ be a splitting of $A$, i.e., $M$ is nonsingular. Let us define the iteration operator

$$
\begin{equation*}
H: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \quad x \rightarrow M^{-1}(N x+b) \tag{11}
\end{equation*}
$$

and analyze the convergence of its associated asynchronous iteration (4) in the case that $E=\mathbb{R}^{n}=$ $E_{1} \times \cdots \times E_{n}$ with $E_{i}=\mathbb{R}$, i.e. we allow each component to be treated individually. One example of such splitting is the Jacobi operator, when $M$ is the diagonal part of $A$. Let $|H|$ denote the matrix of absolute values of entries of $H$.

Theorem 4.1. (a) $H$ is a P-contraction if and only if $\rho(|H|)<1$.
(b) If $\rho(|H|)<1$, then the asynchronous iteration (4) (with $H$ ) converges to $x^{*}$, the solution of $A x=b$.
(c) If $\rho(|H|) \geqslant 1$, then there exists an asynchronous iteration i.e., a set of delays and strategies satisfying (3), and an initial guess $x^{0}$ such that the iterates $x^{k}$ produced by (4) do not converge to $x^{*}=A^{-1} b$.

Proof. (a) is a simple calculation, (b) follows from Corollary 3.4. Part (c) can be found in [21], where a version of a proof of (b) was given for the first time. Bertsekas and Tsitsiklis [13], Strikwerda [54], and Su et al. [56] suggested different constructions of the non-convergent sequences.

We remark that the class of matrices with $\rho(|H|)<1$ is just the class of $H$-matrices (see, e.g., [11]). $H$-matrices include $M$-matrices and strictly diagonally dominant or irreducibly diagonally dominant matrices [62].

If we think of grouping components together into (disjoint) blocks $B_{i} \subseteq\{1, \ldots, n\}, i=1, \ldots, m$, we can write (10) in block notation as

$$
\begin{equation*}
\sum_{j=1}^{m} A_{i j} x_{j}=b_{i}, \quad i=1, \ldots, m \tag{12}
\end{equation*}
$$

where $x_{j} \in \mathbb{R}^{n_{j}}, n_{j}$ is the cardinality of $B_{j}, A_{i j} \in \mathbb{R}^{n_{i} \times n_{j}}, \sum_{i=1}^{m} n_{i}=n$. The corresponding block Jacobi operator $H$ is given by (11), where now $M=\operatorname{diag}\left(A_{11}, \ldots, A_{m m}\right)$ is the block diagonal of $A$ which is assumed to be nonsingular, and $A=M-N$. In view of Theorem 3.3 we are now interested in cases where $H$ is a contraction with respect to a weighted max-norm (7) where $\|\cdot\|_{i}$ is a norm on block $i$. Interestingly, this is again so for $H$-matrices.

Lemma 4.2. Let $A$ be an H-matrix and let $x^{*}=A^{-1} b$. Then there exist norms $\|\cdot\|_{i}$ on each block $i, i \in\{1, \ldots, m\}$ such that with the (unweighted) max-norm $\|x\|=\max _{i=1}^{n}\left\|x_{i}\right\|_{i}$, the Block Jacobi operator $H$ satisfies

$$
\left\|H x-x^{*}\right\| \leqslant \gamma \cdot\left\|x-x^{*}\right\| \quad \text { with } \gamma \in[0,1) .
$$

Proof. One proceeds by showing $\rho(|H|)<1$, which is true because the block Jacobi-splitting is an $H$-splitting [36]. This implies the existence of $v \in \mathbb{R}^{n}, v>0$ with $|H| v \leqslant \gamma \cdot v, \gamma \in[0,1)$. One then defines $\|\cdot\|_{i}$ to be the weighted max-norm on block $i$ with weights from the respective components of $v$.

Alternatively, the following result can be helpful.

Lemma 4.3. Let $\|\cdot\|_{i}$ be a norm on $\mathbb{R}^{n_{i}}, i=1, \ldots, n$. For each block $A_{i j}$ let $\|\cdot\|_{i j}$ denote the corresponding matrix norm

$$
\left\|A_{i j}\right\|_{i j}=\max _{\left\|x_{j}\right\|_{j}=1}\left\|A_{i j} x_{j}\right\|_{i} .
$$

Let $P=\left(m_{i j}\right) \in \mathbb{R}^{n \times n}$ with

$$
m_{i j}= \begin{cases}0 & \text { if } i=j \\ \left\|A_{i j}\right\|_{i j} \cdot\left\|A_{i i}^{-1}\right\|_{i i} & \text { if } i \neq j\end{cases}
$$

Then, if $\rho(P)<1$ we have that $H$ is a $P$-contraction with respect to $x^{*}$.

The proof is a straightforward computation.
In view of the above lemma one may thus generalize the concept of an $H$-matrix to block $H$-matrices, a block $H$-matrix being one for which

$$
\left(\begin{array}{cccc}
1 /\left\|A_{1}^{-1}\right\|_{11} & -\left\|A_{12}\right\|_{12} & \cdots & -\left\|A_{1 m}\right\|_{1 m} \\
-\left\|A_{21}\right\|_{21} & 1 / \mid A_{22}^{-1} \|_{22} & & -\left\|A_{2 m}\right\|_{2 m} \\
\vdots & \vdots & \ddots & \vdots \\
-\left\|A_{m 1}\right\|_{m 1} & \cdots & \cdots & 1 /\left\|A_{m m}^{-1}\right\|_{m m}
\end{array}\right)
$$

is an $M$-matrix (see, e.g., $[8,49]$ ). This then implies that the block Jacobi operator is indeed a $P$-contraction, so that asynchronous iterations converge. Note also that in Lemma 4.3 we have freedom in the choice of the norms for each block.

Let us mention that the above results remain unchanged if we replace $\left\|A_{i i}^{-1}\right\|_{i i}$ in the definition of $P$ by $1 / m_{i i}$ if we assume each block $A_{i i}$ to be strongly accretive with constant $m_{i i}$ (see, e.g., [39]), i.e., we assume that for all $x_{i} \in\left(\mathbb{R}^{n_{i}},\|\cdot\|_{i}\right)$ there exists a dual $l_{i}\left(x_{i}\right)$ of $x_{i}$ such that

$$
\left\langle A_{i i} x_{i}, l_{i}\left(x_{i}\right)\right\rangle \geqslant m_{i i}\left\|x_{i}\right\|_{i}^{2}
$$

Here, $\langle\cdot, \cdot\rangle$ denotes the bilinear form between $\left(\mathbb{R}^{n_{i}},\|\cdot\|_{i}\right)$ as a Banach space and its dual, and $l_{i}\left(x_{i}\right)$ is an element of $\left(\mathbb{R}^{n_{i}},\|\cdot\|_{i}\right)^{*}$ with

$$
\left\|l_{i}\left(x_{i}\right)\right\|_{i}^{*}=\left\|x_{i}\right\|_{i} \quad \text { and } \quad\left\langle l_{i}\left(x_{i}\right), x_{i}\right\rangle=\left\|x_{i}\right\|_{i}^{2} .
$$

In this asynchronous block Jacobi setting, each processor needs to solve a linear system with the coefficient matrix $A_{i i}$ in (4) (see (11)). The solution of each of these systems by an iterative method based on a splitting $A_{i i}=F_{i}-G_{i}$ in $\mathbb{R}^{n_{i}} \times \mathbb{R}^{n_{i}}$ gives rise to a non-stationary process (5) with

$$
H_{i}^{k}(x)=\left(F_{i}^{-1} G_{i}\right)^{\ell(i, k)} x_{i}+\sum_{j=0}^{\ell(i, k)-1}\left(F_{i}^{-1} G_{i}\right)^{j}(N x+b),
$$

where $F=\operatorname{diag}\left(F_{1}, \ldots, F_{m}\right)$ and $G=\operatorname{diag}\left(G_{1}, \ldots, G_{m}\right)$ are block diagonal, $M=F-G$, and $\ell(i, k)$ is the number of inner iterations. In the context of the Computational Model 2.3, we have a process of the form (6) with $K(x, y)=F^{-1}(G y+N x+b)$. Under suitable hypotheses on the splittings $A=M-N$, and $M=F-G$ (related to weak regular splittings and $H$-splittings), these methods can be shown to converge using Theorems 3.3 and 3.5 , respectively (see $[37,38]$ and also $[66,67]$ ).

In the case of overlapping variables, i.e., when the blocks $B_{i}$ defining the partitions for (12) are not disjoint, one can still define a block Jacobi iteration with overlap by solving (or approximating) in different processors the linear systems

$$
A_{i i} x_{i}=b_{i}-\sum_{j=1, j \neq i}^{m} A_{i j} x_{j}, \quad i=1, \ldots, m
$$

cf. the Computational Model 2.1. A consistent approximation to the solution of (10) can then be obtained by convex combinations of the elements in each component $x_{i}$ belonging to nonempty intersections of the blocks $B_{i}$. The coefficients of these convex combinations, which can simply be ones and zeros, may change from one iteration to the next. A full mathematical description of this case will not be undertaken here, but we point out that for its analysis operators $H^{k}: E^{m} \rightarrow E^{m}$ are defined representing each asynchronous step. Convergence of this asynchronous additive algebraic Schwarz iteration is then obtained using Theorem 3.3 (see $[7,35]$ ).

We conclude this subsection with some comments on the case where $A$ in (10) is singular. Any splitting $A=M-N$ ( $M$ nonsingular) of a singular matrix $A$ produces an iteration matrix $H=M^{-1} N$ with 1 as an eigenvalue. Assume for simplicity that $H \geqslant 0$ so that $|H|=H$ and $\rho(H)=1$ with 1 being an eigenvalue of $H$. The fixed points of $H$ are the eigenvectors of $H$ corresponding to the eigenvalue 1 , and thus form a subspace of $\mathbb{R}^{n}$. Theorem 3.1 and its generalizations cannot be directly applied to this situation, since the nested set condition would normally be violated. In fact, part of the problem is that we no longer have a unique fixed point. In other words, the singular case lies outside the general theory of Section 3 and more restrictive hypotheses on the asynchronous iteration are needed in order to ensure convergence. For example, Lubachevsky and Mitra [41] consider the situation where (basically) $H$ is irreducible, the starting vector is nonnegative and the asynchronous iteration is restricted in such a manner that for some fixed index $i$ we always have $s_{i}(k)=k-1$ whenever $i \in I^{k}$. In this case, one can then actually again construct a nested set of boxes $E^{l}, l=0,1, \ldots$ which converge to some singleton consisting of a fixed point of $H$, and for all $l$ the asynchronous iterates $x^{k}$ satisfy $x^{k} \in E^{l}$ for $l \geqslant l(k)$.

Another approach was taken in $[5,50]$ using the concept of paracontractions. Again, additional restrictions have to be imposed on the asynchronous iteration in order to guarantee convergence. For example, Bahi [5] requires to do a "true" step of (synchronous) successive approximation every once in a while.

### 4.2. Nonlinear equations

Assume that we are given a nonlinear system of equations

$$
\begin{equation*}
F(x)=0 \quad \text { where } F: D_{F} \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}^{n} \tag{13}
\end{equation*}
$$

Assume that this equation has exactly one solution $x^{*}$ and let $H: D_{H} \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be an iteration function for this problem, i.e., $x^{*}$ is the unique fixed point of $H$. Not too surprisingly, the following local version of Corollary 3.4 can be shown to hold [27].

Theorem 4.4. Assume that $x^{*}$ lies in the interior of $D_{H}$ and that $H$ is Fréchet differentiable at $x^{*}$. If $\rho\left(\left|H^{\prime}\left(x^{*}\right)\right|\right)<1$, then there exists a neighborhood $\mathscr{N}$ of $x^{*}$ such that the asynchronous iterates (4) converge to $x^{*}$, provided $x^{0} \in \mathscr{N}$.

The standard iteration operator for (13) is the Newton operator $H_{\mathrm{N}}(x)=x-F^{\prime}(x)^{-1} F(x)$. Here, $H^{\prime}\left(x^{*}\right)=0$ so that Theorem 4.4 can be applied. However, for practical reasons it is mandatory in asynchronous computations that the components of $H$ can be evaluated individually at much lower cost than all components together. Due to the presence of the term $F^{\prime}(x)^{-1}$ in $H_{\mathrm{N}}$ this is usually not the case. A favorable situation arises, for example, in the Durand-Kerner method [22,23], for the simultaneous computation of all zeros of a polynomial, which is Newton's method on the equations expressing the coefficients of the polynomial via the elementary symmetric functions on its roots, but where one has a simple, explicit formula for each component of $H_{\mathrm{N}}$.

If $D(x)$ denotes the diagonal part of $F^{\prime}(x)=D(x)-B(x)$, the Newton-Jacobi operator is given as $H_{\mathrm{NJ}}(x)=x-D^{-1}(x) F(x)$ [47]. We can regard $H_{\mathrm{NJ}}$ as a two-stage approximation to $H_{\mathrm{N}}$ with one inner step. Here it is trivial that components of $H_{\mathrm{NJ}}$ can be evaluated individually. We have $H_{\mathrm{NJ}}^{\prime}\left(x^{*}\right)=D\left(x^{*}\right)^{-1} B\left(x^{*}\right)$. So, as in the remark following Theorem 4.1, we see that we get local
convergence of the asynchronous iterates if $H^{\prime}\left(x^{*}\right)$ is an $H$-matrix. It is important to notice that functions $F$ satisfying the above conditions arise in several applications, including discretizations of elliptic partial differential equations.

In a general way, we can define the components of the nonlinear Jacobi operator $H_{\mathrm{J}}$ for (13) through

$$
y_{i}=\left(H_{\mathrm{J}}\right)_{i}(x) \Leftrightarrow F_{i}\left(x_{1}, \ldots, x_{i-1}, y_{i}, x_{i+1}, \ldots, x_{n}\right)=0
$$

The generalization to a block nonlinear Jacobi operator should be obvious (cf. (16)). Another asynchronous approach to Newton's method includes the work by Bojańczyk [16], where the Newton operator can be viewed as $K(x, y)=x-F^{\prime}(y)^{-1} F(x)$ (cf. Theorem 3.5). Yet another extension is to consider quasi-Newton methods [64].

Interestingly, there are several important situations where global convergence of asynchronous iterates for $H_{\mathrm{J}}$ can be proved. As a generalization of Lemma 4.3 it was shown in [39] that Theorem 3.3 holds for the (block) Jacobi operator $H_{\mathrm{J}}$ for certain mildly non-linear functions arising in discretizations of elliptic boundary value problems, the obstacle problem or the Hamilton-Jacobi-Bellman problem.

If the function $F$ is an $M$-function (see [47]), one can also prove global convergence of the asynchronous iterates for $H_{\mathrm{J}}$, now using Theorem 3.6 [68]. Generalizations for further classes of functions, including a nonlinear analog of $H$-matrices have been developed in [30].

### 4.3. Waveform relaxation

Waveform relaxation methods are parallel iterative methods for initial value problems based on a splitting principle. They were developed at the beginning of the 1980s for the simulation of electronic circuits (see [63]).

Consider the initial value problem

$$
\begin{align*}
& \dot{x}(t)=F(t, x(t)), t \in[0, T]  \tag{14}\\
& x(0)=x_{0}
\end{align*}
$$

where $F:[0, T] \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, x(t) \in \mathbb{R}^{n}$. Instead of solving (14) directly, waveform relaxation methods split the function $F$ into a function $G:[0, T] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ with $G(t, x, x)=F(t, x)$ for all $t$ and $x$. Starting with a function $x^{0}:[0, T] \rightarrow \mathbb{R}^{n}$ satisfying $x^{0}(0)=x_{0}$ (for example $x^{0} \equiv x_{0}$ ) one then successively solves the systems

$$
\begin{align*}
& \dot{x}^{k}(t)=G\left(t, x^{k}(t), x^{k-1}(t)\right), t \in[0, T], \\
& x^{k}(0)=x_{0} \tag{15}
\end{align*}
$$

for $k=1,2, \ldots$. Here, the function $x^{k-1}$ is known and $x^{k}$ is to be determined.
Note that the familiar Picard iteration

$$
\begin{aligned}
\dot{x}^{k}(t) & =F\left(t, x^{k-1}(t)\right), t \in[0, T] \\
x^{k}(0) & =x_{0}
\end{aligned}
$$

is a special waveform relaxation method where $G(t, x, y)=F(t, y)$. Since the Picard iteration usually converges very slowly, one is interested in better splittings $G$ which yield faster convergence. One
possibility is to take a block Jacobi type splitting which, given a block decomposition $x=\left(x_{1}, \ldots, x_{m}\right)$ (and similarly $\left.F(t, x)=\left((F(t, x))_{1}, \ldots,(F(t, x))_{m}\right)\right)$ defines block $i$ of $G$ as

$$
\begin{equation*}
(G(t, x, y))_{i}:=\left(F\left(t,\left(x_{1}, \ldots, x_{i-1}, y_{i}, x_{i+1}, \ldots, x_{m}\right)\right)\right)_{i} \tag{16}
\end{equation*}
$$

From now on, let us assume that $G$ satisfies a one-sided Lipschitz condition with respect to the first argument, and a strong Lipschitz-condition with respect to the second argument, i.e., one has

$$
\begin{equation*}
\langle G(t, x, y)-G(t, \bar{x}, y), x-\bar{x}\rangle \leqslant l \cdot\|x-\bar{x}\|^{2}, \quad\|G(t, x, y)-G(t, x, \bar{y})\| \leqslant L \cdot\|y-\bar{y}\| \tag{17}
\end{equation*}
$$

for all $t \in[0, T],] ; x, \bar{x}, y, \bar{y} \in \mathbb{R}^{n}$. The Lipschitz condition with respect to the first argument implies that (15) has a unique solution $x^{k}$. Moreover, since $F(t, x)=G(t, x, x)$, the function $F$ also satisfies a (one-sided) Lipschitz condition which shows that (14) has a unique solution $x^{*}$.

Iteration (15) defines an operator $H$ where $y=H(x)$ if

$$
\begin{align*}
& \dot{y}(t)=G(t, y(t), x(t)), t \in[0, T], \\
& y(0)=x_{0} . \tag{18}
\end{align*}
$$

Here, $H$ acts on a space of functions. We take this space to be $\mathscr{C}\left([0, T], \mathbb{R}^{n}\right)$, the Banach space of all continuous functions from $[0, T]$ to $\mathbb{R}^{n}$ with the norm

$$
\begin{equation*}
\|x\|_{\alpha}=\max _{t \in[0, T]} e^{-\alpha t}\|x(t)\|_{\infty}, \quad \alpha>0 \tag{19}
\end{equation*}
$$

It is crucial for us to notice that $\|\|\cdot\|\|_{\alpha}$ is in fact a maximum norm over the block components of $x$ since

$$
\begin{equation*}
\left.\|\mid\| x \|_{\alpha}=\max _{i=1}^{m}\right]\left|x_{i}\right|\left[{ }_{\alpha},\right. \tag{20}
\end{equation*}
$$

where for continuous $f:[0, T] \rightarrow \mathbb{R}^{n_{i}}\left(n_{i}\right.$ is the dimension of block $\left.i\right)$ the norm $]|\cdot|\left[\left[_{\alpha}\right.\right.$ is given as

$$
\begin{equation*}
]|f|\left[_{\alpha}=\max _{t \in[0, T]} \mathrm{e}^{-\alpha t}\|f(t)\|_{\infty}\right. \tag{21}
\end{equation*}
$$

The following theorem proved very recently by Martin [42] shows that for $\alpha$ sufficiently large the operator $H$ from (18) is contracting with respect to the max-norm $\left\|\|x\|_{\alpha}\right.$. Therefore, Theorem 3.3 shows that asynchronous iterations for $H$ converge.

Theorem 4.5. Assume that $G$ satisfies (17) and let $x^{*} \in \mathscr{C}\left([0, T], \mathbb{R}^{n}\right)$ be the solution of (14). There exists $\alpha$ sufficiently large such that for all $x \in \mathscr{C}\left([0, T], \mathbb{R}^{n}\right)$ we have

$$
\left\|H(x)-x^{*}\right\|_{\alpha} \leqslant \frac{1}{2} \cdot\| \| x-x^{*} \|_{\alpha} .
$$

Proof. Denote $y=H(x)$ and $u(t)=y(t)-x^{*}(t)$.
Then $\dot{u}(t)=G(t, y(t), x(t))-G\left(t, x^{*}(t), x^{*}(t)\right)$, so that from (17) we get

$$
\langle\dot{u}(t), u(t)\rangle \leqslant l \cdot\|u(t)\|^{2}+L \cdot\|u(t)\| \cdot\left\|x(t)-x^{*}(t)\right\|, \quad t \in[0, T] .
$$

Since $\langle\dot{u}(t), u(t)\rangle=(\mathrm{d} / \mathrm{d} t)\|u(t)\|^{2}$ whenever $u(t) \neq 0$, a standard argument from the theory of differential inequalities (see, e.g., [19]) yields

$$
\|u(t)\| \leqslant L \cdot \mathrm{e}^{|l| t} \int_{0}^{t}\left\|x(s)-x^{*}(s)\right\| \mathrm{e}^{-|l| s} \mathrm{~d} s
$$

Turning from $\|\cdot\|$ to $\|\cdot\|_{\infty}$ we get

$$
\|u(t)\|_{\infty} \leqslant c L \cdot \mathrm{e}^{|l| t} \int_{0}^{t}\left\|x(s)-x^{*}(s)\right\|_{\infty} \mathrm{e}^{-|l| s} \mathrm{~d} s
$$

with some constant $c>0$. From the latter inequality we conclude

$$
\begin{aligned}
\|u(t)\|_{\infty} & \leqslant c L \cdot \mathrm{e}^{|l| t} \int_{0}^{t}\left\|x(s)-x^{*}(s)\right\|_{\infty} \mathrm{e}^{-\alpha s} \mathrm{e}^{\alpha s} \mathrm{e}^{-|l| s} \mathrm{~d} s \\
& \leqslant c L \cdot \mathrm{e}^{|l| t} \cdot\left\|x-x^{*}\right\|_{\alpha} \int_{0}^{t} \mathrm{e}^{(\alpha-|l| \mid) s} \mathrm{~d} s .
\end{aligned}
$$

For $\alpha>|l|$ the last integral is less than $\mathrm{e}^{(\alpha-|l|) t} /(\alpha-|l|)$, so that we get

$$
\|u(t)\|_{\infty} e^{-\alpha t} \leqslant \frac{c L}{\alpha-|l|}\left\|x-x^{*}\right\|_{\alpha}, \quad t \in[0, T]
$$

and thus

$$
\|u\|_{\alpha} \leqslant \frac{c L}{\alpha-|l|} \cdot\left\|x-x^{*}\right\|_{\alpha} .
$$

So taking $\alpha>2 c L+|l|$ proves the theorem.
For an infinite time interval [45] gives a convergence result for asynchronous iterations under much more restrictive assumptions. For differential-algebraic systems and asynchronous iterations, see $[4,6]$.

In [42] several numerical results on asynchronous waveform relaxation methods have been reported. These computations were done on a cluster of 8 SUN Ultra Sparc 10 workstations, connected via fast Ethernet. The example considered arises from a model describing the penetration of radioactively marked antibodies into cancerous tissue (MedicalAkzo from [40]). The total system size was 400 , and the splitting $G$ was obtained by a block Jacobi decomposition of $F$ assigning a block of 50 to each processor. The asynchronous variant then needed only $66 \%$ ( 120 s ) of the time required for the synchronous variant ( 180 s ).
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#### Abstract

The computation of solution paths for continuation problems requires the solution of a sequence of nonlinear systems of equations. Each nonlinear system can be solved by computing the solution of a succession of linear systems of equations determined by Jacobian matrices associated with the nonlinear system of equations. Points on the solution path where the Jacobian matrix is singular are referred to as singular points and require special handling. They may be turning points or bifurcation points. In order to detect singular points, it is essential to monitor the eigenvalues of smallest magnitude of the Jacobian matrices generated as the solution path is traversed. We describe iterative methods for the computation of solution paths for continuation problems so large that factorization of the Jacobian matrices is infeasible or impractical. The iterative methods simultaneously solve linear systems of equations determined by the Jacobian matrices and compute a few eigenvalue-eigenvector pairs associated with the eigenvalues of smallest magnitude of each Jacobian. A bordering algorithm with a pseudo-arclength parametrization is applied in the vicinity of turning points to overcome the singularity of the Jacobian. A bifurcation perturbation strategy is used to compute solution paths at bifurcation points. Our iterative methods are based on the block-Lanczos algorithm and are applicable to problems with large symmetric Jacobian matrices. (c) 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

Many problems in science and engineering require the computation of a family of solutions $u(\lambda) \in$ $\mathbb{R}^{n}, a \leqslant \lambda \leqslant b$, of a nonlinear system of equations of the form

[^20]\[

$$
\begin{equation*}
G(u, \lambda)=0, \quad u=u(\lambda) \tag{1.1}
\end{equation*}
$$

\]

where $G: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ is a continuously differentiable function of $u \in \mathbb{R}^{n}$ and $\lambda \in \mathbb{R}$. The parameter $\lambda$ is often a quantity of physical significance, such as temperature in liquid crystal modeling [4] or the Reynolds number in hydrodynamical flow [15], and is commonly referred to as the "natural parameter". We are interested in determining solution paths

$$
\Gamma:=\{(u, \lambda): G(u, \lambda)=0, u=u(\lambda), a \leqslant \lambda \leqslant b\}
$$

associated with (1.1). Here $a$ and $b$ are given bounds for $\lambda$.
The solutions $u(\lambda), a \leqslant \lambda \leqslant b$, of (1.1) are commonly computed by a continuation method. In these methods an initial value problem for $u$ is derived by differentiating Eq. (1.1) with respect to $\lambda$. Thus, let $u=u(\lambda)$ satisfy (1.1). Then differentiation of (1.1) yields

$$
\begin{equation*}
G_{u}(u(\lambda), \lambda) \dot{u}(\lambda)+G_{\lambda}(u(\lambda), \lambda)=0, \tag{1.2}
\end{equation*}
$$

where $\dot{u}=\mathrm{d} u / \mathrm{d} \lambda$. Given $u(a)$ and assuming that the Jacobian matrix $G_{u}$ is nonsingular in a neighborhood of the solution path, we can compute $u(\lambda)$ for $a<\lambda \leqslant b$ by solving the initial value problem (1.2) for $u=u(\lambda)$. Points where the Jacobian matrix $G_{u}(u, \lambda)$ is nonsingular are referred to as regular points; points where $G_{u}(u, \lambda)$ is singular are referred to as singular points. Singular points on the solution path are either turning points or bifurcation points of the solution path. The determination of the solution path in a neighborhood of a turning point or bifurcation point requires special care. It is therefore important to detect singular points on the solution path.

This paper describes new algorithms for path following. The algorithms are designed to be applicable to problems so large that factorization of the Jacobian matrices into triangular or orthogonal factors is unfeasible or undesirable. Our algorithms only evaluate matrix-vector products with the Jacobian matrices. Therefore, only a few of the nonvanishing entries of each Jacobian matrix generated have to be stored in fast computer memory simultaneously; the entries can be computed as they are required for the evaluation of matrix-vector products and discarded when they are not needed. This approach requires little computer memory and is therefore well suited for large problems, such as the liquid crystal modeling problem discussed in [4].

We assume that the Jacobian matrices are symmetric. Our algorithms are based on an iterative method for the simultaneous solution of linear systems of equations with the Jacobian matrix and computation of a few of the eigenvalues of smallest magnitude and associated eigenvectors of the Jacobian. Since the Jacobian is singular at turning and bifurcation points on the solution path and regular elsewhere on the solution path, knowledge of the eigenvalue closest to the origin makes it easy to identify these points. Moreover, the eigenvectors associated with the smallest eigenvalues are helpful for path following in the vicinity of a turning or bifurcation point.

Our iterative method for solving linear systems, while simultaneously computing a few eigen-value-eigenvector pairs, is based on the implicitly restricted block-Lanczos (IRBL) method introduced in [4]. This method is a block-variant of the implicitly restarted Lanczos method discussed in [2,6,17].

Bifurcation points are traversed by two or more solution paths. Different methods for continuing paths across bifurcation points have been proposed in the literature. This paper only discusses the "perturbed bifurcation" method, where a small perturbation of Eq. (1.1) is introduced at a bifurcation point. This makes a bifurcation point split into close regular or turning points; see Georg [13] for a discussion and illustrations.

Continuation methods for path following have received considerable attention. A nice survey of the mathematical background is provided by Keller [16]. Only few algorithms are available for large-scale problems; see, e.g., $[1,8,9,14,15,18]$. Our algorithms differ from those available in the literature in that they are based on the IRBL method and are designed to be applicable for problems with very large symmetric Jacobian matrices.

This paper is organized as follows. Section 2 recalls a few useful results on the solution of continuation problems and discusses the calculations needed for path following. In Section 3, we outline an iterative method, previously introduced in [5], for the computation of a few eigenpairs of a large symmetric matrix, and the simultaneous solution of a linear system of equations with this matrix. Section 4 describes how to apply this iterative method to path following in the presence of turning and bifurcation points. We present path following algorithms based on the Euler-Newton predictor-corrector scheme for use at regular points on the solution path. A pseudo-arclength parametrization is used in the vicinity of turning points. Numerical examples are presented in Section 5 and concluding remarks can be found in Section 6.

## 2. An overview of the path following problem

The first part of this section reviews the continuation problem and introduces notation to be used in the remainder of the paper. In the second part the computational problems are described.

### 2.1. Theory

In this subsection the Jacobian matrix is allowed to be nonsymmetric. We focus on the interplay between geometry and computations. An excellent introduction to the numerical analysis of continuation problems is provided by Keller [16] and much of our discussion follows his presentation.

The purpose of a continuation method is to determine solutions of problem (1.1) for all $\lambda$ in a specified interval $[a, b]$. Let $\lambda^{1}=\lambda^{0}+\Delta \lambda$ with $\lambda^{0}, \lambda^{1} \in[a, b]$ and assume that the solution $u^{0}=u\left(\lambda^{0}\right)$ of (1.1) for $\lambda=\lambda^{0}$ is known. The Implicit Function Theorem provides the theoretical basis for computational methods for determining the solution $u^{1}=u\left(\lambda^{1}\right)$ of (1.1) for $\lambda=\lambda^{1}$ when $\Delta \lambda$ is of sufficiently small magnitude.

Throughout this paper $\|\cdot\|$ denotes the Euclidean vector norm or the induced matrix norm. We note, however, that when $G$ stems from the discretization of a differential or integral equation, it can be advantageous to select a norm that depends on the discretization; see Ferng and Kelley [12] for a discussion.

Introduce the sets

$$
B_{\rho}\left(u^{0}\right):=\left\{u \in \mathbb{R}^{n}:\left\|u-u^{0}\right\|<\rho\right\}, \quad B_{\rho}\left(\lambda^{0}\right):=\left\{\lambda \in \mathbb{R}:\left|\lambda-\lambda^{0}\right|<\rho\right\}
$$

for $\rho>0$.

Theorem 2.1 (Implicit Function Theorem). Let $G: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ be a function, such that for some sufficiently small constants $\rho_{1}>0$ and $\rho_{2}>0$,
(i) $G\left(u^{0}, \lambda^{0}\right)=0$ for some $u^{0} \in \mathbb{R}^{n}$ and $\lambda^{0} \in \mathbb{R}$,
(ii) $G$ and $G_{u}$ are continuous in $B_{\rho_{1}}\left(u^{0}\right) \times B_{\rho_{2}}\left(\lambda^{0}\right)$,
(iii) $G_{u}\left(u^{0}, \lambda^{0}\right)$ is nonsingular with a bounded inverse.

Then for every $\lambda \in B_{\rho_{2}}\left(\lambda^{0}\right)$ there is a unique $u:=u(\lambda) \in B_{\rho_{1}}\left(u^{0}\right)$, such that
(a) $G(u, \lambda)=0$ and $u\left(\lambda^{0}\right)=u^{0}$,
(b) $u=u(\lambda)$ is a continuous function of $\lambda$ on $B_{\rho_{2}}\left(\lambda^{0}\right)$.

Proof. The theorem can be formulated for $u$ and $\lambda$ in more general sets than $\mathbb{R}^{n}$ and $\mathbb{R}$, respectively. For instance, Keller [16, Section 2.7] presents a proof when $u$ belongs to a Banach space and $\lambda$ to a parameter space.

It is an immediate consequence of the Implicit Function Theorem that the continuation problem for (1.1) has a unique solution in a neighborhood of a regular point $\left(u^{0}, \lambda^{0}\right)$ on the solution path.

Given a regular point $\left(u^{0}, \lambda^{0}\right)$ for (1.1), the solution $u^{1}=u\left(\lambda^{1}\right)$ of (1.1) for $\lambda=\lambda^{1}$ can be computed by a predictor-corrector scheme when $\Delta \lambda=\lambda^{1}-\lambda^{0}$ is of sufficiently small magnitude. The predictor determines an initial approximation $u_{0}\left(\lambda^{1}\right)$ of the solution $u\left(\lambda^{1}\right)$ of (1.1). It follows from Theorem 2.1 that for some $\rho_{2}>0$ and every $\lambda \in B_{\rho_{2}}\left(\lambda^{0}\right)$, there is a unique $u(\lambda) \in \mathbb{R}^{n}$, such that

$$
\begin{equation*}
G(u(\lambda), \lambda)=0 . \tag{2.1}
\end{equation*}
$$

Differentiating (2.1) with respect to $\lambda$ yields (1.2). Substituting $\lambda=\lambda^{0}$ into $G_{u}$ and $G_{\lambda}$ in (1.2) gives the linear system of equations

$$
\begin{equation*}
G_{u}\left(u^{0}, \lambda^{0}\right) \dot{u}^{0}=-G_{\lambda}\left(u^{0}, \lambda^{0}\right) \tag{2.2}
\end{equation*}
$$

for $\dot{u}^{0}=\dot{u}\left(\lambda^{0}\right)$. Application of Euler's method as a predictor yields the approximation

$$
\begin{equation*}
u_{0}(\lambda):=u^{0}+\left(\lambda-\lambda^{0}\right) \dot{u}^{0} \tag{2.3}
\end{equation*}
$$

of $u(\lambda)$. The error in this approximation is given by

$$
u(\lambda)-u_{0}(\lambda)=\frac{1}{2} \ddot{u}\left(\lambda^{0}\right)\left(\lambda-\lambda^{0}\right)^{2}+\mathcal{O}\left(\left(\lambda-\lambda^{0}\right)^{3}\right)
$$

which reflects that Euler's method is an integration method of order one. Here $\ddot{u}=\mathrm{d}^{2} u / \mathrm{d} \lambda^{2}$.
In general, $\left(u_{0}(\lambda), \lambda\right)$ does not satisfy (1.1). It is convenient to use Newton's method for (1.1) as a corrector. The iterates $u_{k}, k=1,2, \ldots$, determined by Newton's method are given by

$$
\begin{equation*}
u_{k+1}:=u_{k}+\Delta u, \quad k=0,1, \ldots \tag{2.4}
\end{equation*}
$$

where $\Delta u$ solves the linear system of equations

$$
\begin{equation*}
G_{u}\left(u_{k}, \lambda\right) \Delta u=-G\left(u_{k}, \lambda\right) \tag{2.5}
\end{equation*}
$$

Assume that the conditions of Theorem 2.1 are satisfied at $\left(u^{0}, \lambda^{0}\right)$. Then $G_{u}$ is continuous and invertible in a neighborhood of $\left(u^{0}, \lambda^{0}\right)$. It can be shown that for a step size $\Delta \lambda$ of sufficiently small magnitude, the iterates determined by the Euler-Newton predictor-corrector scheme converge to $u(\lambda)$. The following definitions are helpful for the analysis of the continuation problem for (1.1) at points where the Jacobian matrix is singular.

Definition 2.2. Let $G: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ be a continuously differentiable function. A point $(u(\lambda), \lambda)$ on the solution path is said to be a simple singular point if $\left.G_{u}=G_{u}(u(\lambda), \lambda)\right)$ is singular and

$$
\begin{equation*}
\operatorname{dim} \mathscr{N}\left(G_{u}\right)=1, \tag{2.6}
\end{equation*}
$$

where $\mathscr{N}\left(G_{u}\right)$ denotes the null space of $G_{u}$.

Definition 2.3. A simple singular point $(u(\lambda), \lambda)$ on a solution path $\Gamma$ is said to be a turning point if

$$
\begin{equation*}
G_{\lambda} \notin \mathscr{R}\left(G_{u}\right) \tag{2.7}
\end{equation*}
$$

and a bifurcation point if

$$
\begin{equation*}
G_{\lambda} \in \mathscr{R}\left(G_{u}\right), \tag{2.8}
\end{equation*}
$$

where $\mathscr{R}\left(G_{u}\right)$ denotes the range of $G_{u}=G_{u}(u(\lambda), \lambda)$, and $G_{\lambda}=G_{\lambda}(u(\lambda), \lambda)$.
In this paper we only consider turning points and bifurcation points that are simple singular points. We refer to Decker and Keller [10], Georg [13] and Keller [16] for discussions on more general singular points.

We first consider turning points. It is convenient to introduce the arclength parameter $s$ of $\Gamma$. Henceforth, we write $u=u(s), \lambda=\lambda(s)$ and $G(s)=G(u(s), \lambda(s))$, and the derivatives $\dot{u}$ and $\dot{\lambda}$ denote differentiation with respect to $s$. We have

$$
\begin{equation*}
\|\dot{u}\|^{2}+\dot{\lambda}^{2}=1 \tag{2.9}
\end{equation*}
$$

which shows that the tangent vector $(\dot{u}(s), \dot{\lambda}(s))$ of $\Gamma$ is of unit length.
Assume that $\left(u\left(s^{0}\right), \lambda\left(s^{0}\right)\right)$ is a turning point. Differentiating $G(s)=0$ with respect to $s$ yields, analogously to (1.2),

$$
\begin{equation*}
G_{u}(s) \dot{u}(s)+G_{\lambda}(s) \dot{\lambda}(s)=0 . \tag{2.10}
\end{equation*}
$$

Proposition 2.4. Let $\left(u\left(s^{0}\right), \lambda\left(s^{0}\right)\right)$ be a simple turning point on the solution path $\Gamma$. Then

$$
\begin{equation*}
\dot{\lambda}\left(s^{0}\right)=0, \quad \dot{u}\left(s^{0}\right) \in \mathscr{N}\left(G_{u}\left(s^{0}\right)\right) . \tag{2.11}
\end{equation*}
$$

Proof. Assume that $\dot{\lambda}\left(s^{0}\right) \neq 0$. Then

$$
G_{\lambda}\left(s^{0}\right)=-\frac{G_{u}\left(s^{0}\right) \dot{u}\left(s^{0}\right)}{\dot{\lambda}\left(s^{0}\right)},
$$

which contradicts (2.7). Substituting $\dot{\lambda}\left(s^{0}\right)=0$ into (2.10) yields $G_{u}\left(s^{0}\right) \dot{u}\left(s^{0}\right)=0$ and the proposition follows.

The null spaces of $G_{u}\left(s^{0}\right)$ and $G_{u}^{\mathrm{T}}\left(s^{0}\right)$ are of the same dimension. For future reference we introduce basis vectors $\phi$ and $\psi$ of these spaces, i.e.,

$$
\begin{equation*}
\mathscr{N}\left(G_{u}\left(s^{0}\right)\right)=\operatorname{span}\{\phi\}, \quad \mathscr{N}\left(G_{u}^{\mathrm{T}}\left(s^{0}\right)\right)=\operatorname{span}\{\psi\}, \quad\|\phi\|=\|\psi\|=1 \tag{2.12}
\end{equation*}
$$

Since $G_{u}(s)$ is singular at a turning point, Newton's method cannot be applied with arclength parameterization to continue the solution path across a turning point. This difficulty can be overcome
by imposing an additional constraint. Recall that the unit tangent vector of $\Gamma$ at $\left(u\left(s^{0}\right), \lambda\left(s^{0}\right)\right)$ is given by $\left(\dot{u}\left(s^{0}\right), \dot{\lambda}\left(s^{0}\right)\right)$, cf. (2.9). The equation of a plane orthogonal to the unit tangent at a distance $\Delta s$ from the point $\left(u^{0}, \lambda^{0}\right)$ is given by $N(u, \lambda, \Delta s)=0$, with

$$
N(u, \lambda, \Delta s):=\dot{u}^{0 \mathrm{~T}}\left(u-u^{0}\right)+\dot{\lambda}^{0}\left(\lambda-\lambda^{0}\right)-\Delta s
$$

This plane intersects the path $\Gamma$ provided that the curvature of $\Gamma$ at $\left(u^{0}, \lambda^{0}\right)$ or $\Delta s$ are sufficiently small. Thus, the point of intersection between the path and the plane satisfies the nonlinear system of equations

$$
\begin{align*}
& G(u, \lambda)=0  \tag{2.13}\\
& N(u, \lambda, \Delta s)=0 \tag{2.14}
\end{align*}
$$

The solution of these equations by Newton's method yields iterates

$$
\left(u_{k+1}, \lambda_{k+1}\right):=\left(u_{k}+\Delta u, \lambda_{k}+\Delta \lambda\right)
$$

where $\Delta u$ and $\Delta \lambda$ satisfy the linear system of equations

$$
\left[\begin{array}{cc}
G_{u}^{k} & G_{\lambda}^{k}  \tag{2.15}\\
\dot{u}^{0 \mathrm{~T}} & \dot{\lambda}^{0}
\end{array}\right]\left[\begin{array}{c}
\Delta u \\
\Delta \lambda
\end{array}\right]=\left[\begin{array}{l}
-G^{k} \\
-N^{k}
\end{array}\right] .
$$

Here and below, we use the notation

$$
\begin{align*}
G^{k} & =G\left(u_{k}, \lambda_{k}\right), \quad G_{u}^{k}=G_{u}\left(u_{k}, \lambda_{k}\right), \quad G_{\lambda}^{k}=G_{\lambda}\left(u_{k}, \lambda_{k}\right), \\
N^{k} & =N\left(u_{k}, \lambda_{k}, \Delta s\right), \quad \dot{u}^{0}=\dot{u}\left(s^{0}\right), \quad \dot{\lambda}^{0}=\dot{\lambda}\left(s^{0}\right) \tag{2.16}
\end{align*}
$$

The solution of (2.15) exists and is unique even if $G_{u}^{k}$ is singular, provided that the matrix

$$
\tilde{G}^{k}:=\left[\begin{array}{cc}
G_{u}^{k} & G_{\lambda}^{k}  \tag{2.17}\\
\dot{u}^{0 \mathrm{~T}} & \dot{\lambda}^{0}
\end{array}\right]
$$

is nonsingular. Necessary and sufficient conditions for $\tilde{G}^{k}$ to be nonsingular are discussed in Section 2.2 below.

Following Keller [16], we refer to the parameterization which uses the plane normal to the path as pseudo-arclength parameterization. Although the pseudo-arclength parameterization is usually applied to singular points, it can be used also at regular points.

Constraint (2.14) is advocated by Keller [16] and will be used in the numerical examples of Section 5. Other constraints, among them Eq. (2.38) below, have also been proposed in the literature; see e.g., $[1,15]$ for discussions.

We turn to bifurcation points $\left(u^{0}, \lambda^{0}\right)$ of the solution path and assume that the Jacobian $G_{u}=$ $G_{u}\left(u^{0}, \lambda^{0}\right)$ satisfies (2.6) and (2.8).

Proposition 2.5. Let $\left(u^{0}, \lambda^{0}\right)$ be a bifurcation point on the solution path. Then

$$
\mathscr{N}\left(\left[G_{u}^{0}, G_{\lambda}^{0}\right]\right)=\operatorname{span}\left\{\left[\begin{array}{l}
\phi \\
0
\end{array}\right],\left[\begin{array}{l}
v \\
1
\end{array}\right]\right\}
$$

where $\phi$ satisfies (2.12) and $v$ is the unique vector determined by

$$
\begin{equation*}
G_{u}^{0} v=-G_{\lambda}^{0}, \quad \phi^{\mathrm{T}} v=0 \tag{2.18}
\end{equation*}
$$

Moreover, for some $\alpha \in \mathbb{R}$,

$$
\begin{equation*}
\dot{u}^{0}=\alpha \phi+\dot{\lambda}^{0} v . \tag{2.19}
\end{equation*}
$$

Proof. It follows from (2.8) that there is a vector $w$ that satisfies

$$
\begin{equation*}
G_{u}^{0} w=-G_{\lambda .}^{0} . \tag{2.20}
\end{equation*}
$$

In view of (2.8) and (2.12), the general solution of (2.20) is given by $w(\gamma)=w+\gamma \phi$ for $\gamma \in \mathbb{R}$. Assume first that $G_{\lambda}^{0} \neq 0$. Then the vectors $w$ and $\phi$ are linearly independent. Therefore, there is a unique constant $\gamma$, such that $v=w(\gamma)$ and $\phi$ are orthogonal. On the other hand, if $G_{\lambda}^{0}=0$, then Eqs. (2.6) and (2.18) imply that $v=0$.

We turn to the proof of (2.19). Substitute $G_{u}^{0} v=-G_{\lambda}^{0}$ into (2.10) for $s=s^{0}$. We obtain

$$
0=G_{u}^{0} \dot{u}^{0}+G_{\lambda}^{0} \dot{\lambda}^{0}=G_{u}^{0} \dot{u}^{0}-\left(G_{u}^{0} v\right) \dot{\lambda}^{0},
$$

which in view of (2.12) shows (2.19).
Assume that the conditions of Proposition 2.5 hold. Differentiate (2.10) with respect to $s$ and evaluate the expression obtained at $s=s^{0}$. This yields

$$
\begin{equation*}
G_{u}^{0} \ddot{u}^{0}+G_{u}^{0} \ddot{\lambda}^{0}+G_{u u}^{0} \dot{u}^{0} \dot{u}^{0}+2 G_{u \lambda}^{0} \dot{u}^{0} \dot{\lambda}^{0}+G_{\lambda \lambda}^{0} \dot{\lambda}^{0} \dot{\lambda}^{0}=0, \tag{2.21}
\end{equation*}
$$

where $\ddot{u}^{0}$ and $\ddot{\lambda}^{0}$ denote second-order derivatives of $u(s)$ and $\lambda(s)$ with respect to $s$ evaluated $s=s^{0}$. Multiply (2.21) by $\psi^{\mathrm{T}}$ from the left and recall that $\psi^{\mathrm{T}} G_{u}^{0}=0$ to obtain

$$
\psi^{\mathrm{T}} G_{u u}^{0} \dot{u}^{0} \dot{u}^{0}+2 \psi^{\mathrm{T}} G_{u\langle }^{0} \dot{u}^{0} \dot{\lambda}^{0}+\psi^{\mathrm{T}} G_{\lambda \lambda}^{0} \dot{\lambda}^{0} \dot{\lambda}^{0}=0 .
$$

Replacing $\dot{u}^{0}$ by the right-hand side of (2.19), $\dot{\lambda}^{0}$ by $\beta$, and letting

$$
\begin{aligned}
& a_{11}:=\psi^{\mathrm{T}} G_{u u}^{0} \phi \phi, \\
& a_{12}:=\psi^{\mathrm{T}} G_{u \psi}^{0} \phi v+\psi^{\mathrm{T}} G_{u \phi}^{0} \phi, \\
& a_{22}:=\psi^{\mathrm{T}} G_{u u}^{0} v v+2 \psi^{\mathrm{T}} G_{u \lambda}^{0} v+\psi^{\mathrm{T}} G_{2 \lambda,}^{0},
\end{aligned}
$$

yields

$$
\begin{equation*}
a_{11} \alpha^{2}+a_{12} \alpha \beta+a_{22} \beta^{2}=0 . \tag{2.22}
\end{equation*}
$$

Eq. (2.22) is usually referred to as the algebraic bifurcation equation. It can be shown, see, e.g., [16, Section 5.20] that its discriminant $D:=a_{12}^{2}-4 a_{11} a_{22}$ is nonnegative. If $D>0$, then (2.22) has two distinct roots, $\left(\alpha_{1}, \beta_{1}\right)$ and $\left(\alpha_{2}, \beta_{2}\right)$. Each root $\left(\alpha_{*}, \beta_{*}\right)$ corresponds to a smooth solution path for (1.1) in a neighborhood of the bifurcation point

$$
\begin{aligned}
& u(s)=u^{0}+\left(s-s^{0}\right)\left[\alpha_{*}(s) v+\beta_{*}(s) \phi\right]+\left(s-s^{0}\right)^{2} w_{*}(s), \\
& \lambda(s)=\lambda^{0}+\left(s-s^{0}\right) \alpha_{*}(s)
\end{aligned}
$$

where

$$
\psi^{\mathrm{T}} w_{*}(s)=0, \quad \alpha_{*}\left(s^{0}\right)=\alpha_{*}, \quad \beta_{*}\left(s^{0}\right)=\beta_{*} .
$$

The quantity $\psi^{\mathrm{T}} G_{u u}^{0}$, required for the evaluation of the coefficients $a_{i j}$ in (2.22), is in general not available. Typically, approximations of $\psi^{\mathrm{T}} G_{u u}^{0}$ in terms of $G_{u}$ are used in computations.

The perturbed bifurcation method avoids the computation of these approximants as well as the solution of the algebraic bifurcation Eq. (2.22). This method is based on the observation that the set of points in the domain of $G(u, \lambda)$ where the Jacobian $G_{u}(u, \lambda)$ is nonsingular are dense and the Jacobian is singular at bifurcation points. Therefore, if $\left(u^{0}, \lambda^{0}\right)$ is not a regular point, then we can perturb the right-hand side in Eq. (1.1), i.e., we replace (1.1) by

$$
\begin{equation*}
G(u, \lambda)=\varepsilon q, \quad u=u(\lambda) \tag{2.23}
\end{equation*}
$$

where $q \in \mathbb{R}^{n},\|q\|=1$ and $\varepsilon \neq 0$, so that $G_{u}$ is nonsingular at the solution of (2.23). Upon deletion of a small neighborhood containing in its interior the bifurcation point $\left(u^{0}, \lambda^{0}\right)$, the two smooth solutions branches intersecting at the bifurcation point generate four different solution branches. It can be shown that the two solution branches which belong to the same path lie adjacent to each other, and therefore paths do not cross in the neighborhood of a bifurcation point. Hence, path following across a bifurcation point can be viewed as a limit case of following two regular paths. Further details on the perturbed bifurcation method are discussed by Georg [13] and Keller [16].

### 2.2. Computation

In this subsection we consider the quantities that need to be computed for path following. The algorithms of Section 4 for computing these quantities are based on the discussion of the present subsection. At a regular point $\left(u^{0}, \lambda^{0}\right)$ of a solution path, we compute an initial approximate solution of (1.1) by Euler's method (2.3), where $\dot{u}_{0}$ is defined in (2.2). The vector $\dot{u}_{0}$ is determined by solving the linear system of equations (2.2). This system has a unique solution at any regular point on the solution path, because the Jacobian matrix $G_{u}^{0}$ is nonsingular there.

The iterates $u_{k}$ of Newton's method are solutions of the linear systems (2.5). For each value of $\lambda$ several systems (2.5) may have to be solved. It is important to monitor if any Jacobian matrix $G_{u}^{k}$ determined during the iterations with Newton's method is singular, because a singular Jacobian may imply that (2.5) does not have a solution.

If $G_{u}^{k}$ is singular and $\left(u_{k}, \lambda\right)$ satisfies (1.1), then we are either at a bifurcation point or at a turning point. In either case we cannot use Newton's method to compute the next point on the path. However, if the eigenvector corresponding to the zero eigenvalue of the Jacobian matrix is available, then we can introduce a pseudo-arclength parameterization and use the bordering algorithm to find the next point on the path. The bordering algorithm requires that we solve linear systems of equations of the form (2.15). Conditions under which these linear systems have a unique solution are stated in the following proposition.

Proposition 2.6. Let $\tilde{G}^{k}$ be defined by (2.17). The following situations can be distinguished:
(i) If $G_{u}^{k}$ is nonsingular, then $\tilde{G}^{k}$ is nonsingular if and only if

$$
\begin{equation*}
\dot{\lambda}^{0}-\dot{u}^{0 \mathrm{~T}}\left(G_{u}^{k}\right)^{-1} G_{\lambda}^{k} \neq 0 \tag{2.24}
\end{equation*}
$$

(ii) If $G_{u}^{k}$ is singular and $\operatorname{dim} \mathscr{N}\left(G_{u}^{k}\right)=1$, then $\tilde{G}^{k}$ is nonsingular if and only if $G_{\lambda}^{k} \notin \mathscr{R}\left(G_{u}^{k}\right)$ and $\dot{u}^{0} \notin \mathscr{R}\left(\left(G_{u}^{k}\right)^{\mathrm{T}}\right)$.
(iii) If $G_{u}^{k}$ is singular and $\operatorname{dim} \mathscr{N}\left(G_{u}^{k}\right)>1$, then $\tilde{G}^{k}$ is singular.

Proof. The proposition follows by elementary matrix manipulations; see, e.g., [15] or [16, p. 76]. Note that the left-hand side of (2.24) is a Schur complement. Assume that both $\left(u^{0}, \lambda^{0}\right)$ and $\left(u^{k}, \lambda^{k}\right)$ lie on a solution path for (1.1). Then (2.24) expresses that the tangents $\left(\dot{u}^{0}, \dot{j}^{0}\right)$ and ( $\left.\dot{u}^{k}, \dot{j}^{k}\right)$ must not be orthogonal.

Several solution methods for linear systems of equations of form (2.15) will be discussed. Different methods are tailored to matrices (2.17) with different properties.

We use notation (2.16). It is convenient to write (2.15) in the form

$$
\begin{align*}
& G_{u}^{k} \Delta u+G_{\lambda}^{k} \Delta \lambda=-G^{k},  \tag{2.25}\\
& \dot{u}^{\mathrm{0T}} \Delta u+\dot{\lambda}^{0} \Delta \lambda=-N^{k} . \tag{2.26}
\end{align*}
$$

Assume that $G_{u}^{k}$ is nonsingular and $\dot{\lambda}^{0} \neq 0$. We obtain from (2.26) that

$$
\begin{equation*}
\Delta \lambda=\frac{1}{\dot{\lambda}^{0}}\left(-N^{k}-\dot{u}^{0 \mathrm{~T}} \Delta u\right), \tag{2.27}
\end{equation*}
$$

which, substituted into (2.25), yields

$$
\begin{equation*}
\left(G_{u}^{k}-\frac{1}{\dot{\lambda}^{0}}\left(G_{\lambda}^{k} \dot{u}^{0 \mathrm{~T}}\right)\right) \Delta u=-G^{k}+\frac{1}{\dot{\lambda}^{0}} G_{\lambda}^{k} N^{k} . \tag{2.28}
\end{equation*}
$$

Thus, when $\dot{\lambda}^{0} \neq 0$, we can compute $\Delta u$ by solving (2.28) and $\Delta \lambda$ from (2.27). We will refer to this as the bordering algorithm for regular points. The matrix in (2.28) is a rank-one modification of $G_{u}^{k}$. It is nonsingular if and only if (2.24) is satisfied, i.e., if and only if the system of equations (2.25)-(2.26) has a unique solution.

The bordering algorithm for a regular point described above cannot be used at a turning point $\left(u^{0}, \lambda^{0}\right)$ since $\dot{\lambda}^{0}=0$ there. We now derive a simple solution method for system (2.25)-(2.26) for $k=0$ under the assumption that $\left(u^{0}, \lambda^{0}\right)$ is a turning point on the solution path. Note that the right-hand side of (2.25) vanishes for $k=0$ because the turning point is on the solution path. Multiply (2.25) by $\psi^{\mathrm{T}}$ from the left and recall that $\psi^{\mathrm{T}} G_{u}^{0}=0$; see (2.12). We obtain

$$
\begin{equation*}
\psi^{\mathrm{T}} G_{\lambda}^{0} \Delta \lambda=0 . \tag{2.29}
\end{equation*}
$$

The factor $\psi^{\mathrm{T}} G_{\lambda}^{0}$ does not vanish because $\psi \in \mathscr{N}\left(G_{u}^{0 \mathrm{~T}}\right)$ and it follows from (2.7) that $G_{\lambda}^{0} \notin \mathscr{N}\left(G_{u}^{0 \mathrm{~T}}\right)^{\perp}$. We conclude that $\Delta \lambda=0$. Eq. (2.25) simplifies to

$$
\begin{equation*}
G_{u}^{0} \Delta u=0, \tag{2.30}
\end{equation*}
$$

which is satisfied by

$$
\begin{equation*}
\Delta u=\alpha \phi, \quad \forall \alpha \in \mathbb{R} . \tag{2.31}
\end{equation*}
$$

We determine $\alpha$ so that $\Delta u$ satisfies (2.26), i.e.,

$$
\begin{equation*}
\alpha=-\frac{N^{0}}{\dot{u}^{\mathrm{OT}} \phi} . \tag{2.32}
\end{equation*}
$$

The denominator in (2.32) does not vanish due to (2.11).
Having determined the corrections $\Delta u$ and $\Delta \lambda=0$ of the turning point $\left(u^{0}, \lambda^{0}\right)$ as described above, yields the approximation $u_{1}=u^{0}+\Delta u$ and $\lambda_{1}=\lambda^{0}$ of the solution of (2.13)-(2.14). The subsequent

Newton steps require the solution of linear systems (2.25)-(2.26) for $k=1,2, \ldots$. The Jacobian $G_{u}^{k}$ of these systems is in general nonsingular. We outline how the system (2.25)-(2.26) can be solved when $G_{u}^{k}$ is nonsingular and $\dot{\lambda}^{0}=0$. Compute the solutions $y$ and $z$ of the linear systems

$$
\begin{align*}
& G_{u}^{k} z=G_{\lambda}^{k},  \tag{2.33}\\
& G_{u}^{k} y=-G^{k} . \tag{2.34}
\end{align*}
$$

Then

$$
\begin{equation*}
\Delta u=y-z \Delta \lambda \tag{2.35}
\end{equation*}
$$

satisfies (2.25) for arbitrary $\Delta \lambda \in \mathbb{R}$. Substituting (2.35) into (2.26) gives

$$
\begin{equation*}
\Delta \lambda=\frac{N^{k}+\dot{u}^{\mathrm{OT}} y}{\dot{u}^{\mathrm{OT}} z} . \tag{2.36}
\end{equation*}
$$

Thus, we solve (2.25)-(2.26) for $k=0$ by using formulas (2.29)-(2.32), and for $k \geqslant 1$ by first solving the linear systems (2.33) and (2.34) and then using (2.35)-(2.36). We refer to this method for determining $\Delta u$ and $\Delta \lambda$ at a turning point as the bordering algorithm for simple turning points.
The unit tangent vector $\left(u^{0}, \lambda^{0}\right)$ to the solution path at $\left(u^{0}, \lambda^{0}\right)$ plays a central role in the bordering algorithm. We described how it can be computed. Eqs. (2.9) and (2.10) can be written as

$$
\begin{align*}
& G_{u}^{0} \dot{u}^{0}+G_{\lambda}^{0} \dot{\lambda}^{0}=0,  \tag{2.37}\\
& \left\|\dot{u}^{0}\right\|^{2}+\left|\dot{\lambda}^{0}\right|^{2}=1 . \tag{2.38}
\end{align*}
$$

We first consider the case when $G_{u}^{0}$ is nonsingular and $\dot{\lambda}^{0} \neq 0$. Then we can express $\dot{u}^{0}$ as

$$
\begin{equation*}
\dot{u}^{0}=\dot{\lambda}^{0} \chi, \tag{2.39}
\end{equation*}
$$

where $\chi$ solves the linear system

$$
\begin{equation*}
G_{u}^{0} \chi=-G_{\lambda}^{0} . \tag{2.40}
\end{equation*}
$$

Eqs. (2.38) and (2.39) yield

$$
\begin{equation*}
\dot{\lambda}^{0}=\frac{ \pm 1}{\sqrt{1+\|\chi\|^{2}}} . \tag{2.41}
\end{equation*}
$$

The sign of $\dot{\lambda}^{0}$ is chosen so that the tangent vector points in the positive direction of the path. If ( $\dot{u}^{-1}, \lambda^{-1}$ ) is the unit tangent vector at a previous point on the path, we choose the sign in the right-hand side of (2.41) so that the cosine of the angle between $\left(\dot{u}^{0}, \dot{\lambda}^{0}\right)$ and ( $\left.\dot{u}^{-1}, \dot{\lambda}^{-1}\right)$ is positive, i.e.,

$$
\begin{equation*}
\dot{u}^{-1} \dot{u}^{0}+\dot{\lambda}^{-1} \dot{\lambda}^{0}>0 \tag{2.42}
\end{equation*}
$$

or, equivalently,

$$
\dot{\lambda}^{0}\left(\dot{u}^{-1} \chi+\dot{\lambda}^{-1}\right)>0 .
$$

If the wrong orientation of the tangent vector is chosen, then the bordering algorithm will backtrack the path already computed.

We turn to the solution on (2.37)-(2.38) at a turning point. Then $G_{u}^{0}$ is singular, $\dot{\lambda}=0$ and $\dot{u}^{0} \in \mathscr{N}\left(G_{u}^{0}\right)$. The computation of the unit tangent vector at a turning point amounts to computing the eigenvector of Euclidean norm one of the Jacobian associated with the zero eigenvalue and choosing its orientation according to (2.42).

We conclude this section with a discussion of the solution of linear systems with a nonsingular matrix (2.17), whose $n \times n$ leading principal submatrix $G_{u}^{k}$ is singular with $\operatorname{dim} \mathscr{N}\left(G_{u}^{k}\right)=1$. The right-hand side is a general vector. Thus, consider the linear system

$$
\begin{align*}
& G_{u}^{k} x+G_{\lambda}^{k} \xi=g  \tag{2.43}\\
& \dot{u}^{0 \mathrm{~T}} x+\dot{\lambda}^{0} \xi=\gamma \tag{2.44}
\end{align*}
$$

and let the vectors $\phi$ and $\psi$ satisfy (2.12). Then the solution of (2.43)-(2.44) can be expressed as

$$
\begin{align*}
& x=y-\xi z+\alpha \phi  \tag{2.45}\\
& \xi=\frac{\psi^{\mathrm{T}} g}{\psi^{\mathrm{T}} G_{\lambda}^{k}}, \tag{2.46}
\end{align*}
$$

where

$$
\begin{align*}
& G_{u}^{k} y=g-\left(\psi^{\mathrm{T}} g\right) \psi, \quad G_{u}^{k} z=G_{\lambda}^{k}-\left(\psi^{\mathrm{T}} G_{\lambda}^{k}\right) \psi  \tag{2.47}\\
& \phi^{\mathrm{T}} y=\phi^{\mathrm{T}} z=0  \tag{2.48}\\
& \alpha=\frac{\gamma-\dot{\lambda}^{0} \xi-\dot{u}^{0 \mathrm{~T}}(y-\xi z)}{\dot{u}^{0 \mathrm{~T}} \phi} \tag{2.49}
\end{align*}
$$

This can be seen as follows. Multiplying Eq. (2.43) by $\psi^{\mathrm{T}}$ yields (2.46). The denominator is nonvanishing because $\psi \in \mathscr{R}\left(G_{u}^{k}\right)^{\perp}$ and, by Proposition $2.6, G_{\lambda}^{k} \notin \mathscr{R}\left(G_{u}^{k}\right)$. The linear systems of equations (2.47) are consistent and the orthogonality conditions (2.48) determine the solutions $y$ and $z$ of these systems uniquely. Eq. (2.43) is satisfied by $x$ and $\xi$ given by (2.45) $-(2.46)$ for any $\alpha \in \mathbb{R}$. Eq. (2.49) determines $\alpha$ so that Eq. (2.44) is satisfied. It follows from Proposition 2.6 that the denominator in (2.49) does not vanish.

## 3. The IRBL method

We outline the implicitly restarted block-Lanczos (IRBL) method for the computation of a few of the smallest eigenvalues and associated eigenvectors of a symmetric matrix $A \in \mathbb{R}^{n \times n}$. This method is used in the algorithms for path following described in Section 4. In the applications discussed there, $A$ is a Jacobian matrix $G_{u}$ associated with the nonlinear system of equations (1.1). The IRBL method helps us determine whether the Jacobian matrix is singular. For singular matrices, the method yields a basis of the null space. It is important to detect singular points on the solution path during path following, and knowledge of the null space of singular Jacobian matrices helps us to follow the path across a singular point.

The IRBL method is an iterative scheme for the computation of a few eigenvalues and associated eigenvectors in a specified portion of the spectrum. It is based on the recurrence relations of the
block-Lanczos algorithm. The IRBL method was introduced in [4]; here we only discuss aspects pertinent for the application considered in Section 4. When the block-size $r$ is chosen to be one, the IRBL method simplifies to the implicitly Restarted Lanczos (IRL) method described in [2,6]. In our experience the IRBL method is better suited for computing eigenvalue-eigenvector pairs associated with multiple or close eigenvalues than the IRL method.

In the present paper, we choose the block-size $r$ to be the number of desired eigenpairs. Let $\left\{v_{j}\right\}_{j=1}^{r}$ be a set of orthonormal vectors in $\mathbb{R}^{n}$ and introduce the matrix $V_{r}=\left[v_{1}, v_{2}, \ldots, v_{r}\right]$. Assume for simplicity that the block-Lanczos process does not break down. Then $m$ steps the block-Lanczos process yield a symmetric block-tridiagonal matrix $T_{m r} \in \mathbb{R}^{m r \times m r}$ with $r \times r$ blocks and upper triangular subdiagonal blocks, such that

$$
\begin{equation*}
A V_{m r}=V_{m r} T_{m r}+F_{r} E_{r}^{\mathrm{T}} \tag{3.1}
\end{equation*}
$$

where $V_{m r} \in \mathbb{R}^{n \times m r}, V_{m r} I_{m r \times r}=V_{r}, V_{m r}^{\mathrm{T}} V_{m r}=I_{m r}$ and $F_{r} \in \mathbb{R}^{n \times r}$ satisfies $V_{m r}^{\mathrm{T}} F_{r}=0$. Here $I_{m r}$ denotes the $m r \times m r$ identity matrix, $I_{m r \times r} \in \mathbb{R}^{m r \times r}$ consists of the first $r$ columns of $I_{m r}$ and $E_{r}$ consists of the $r$ last columns of $I_{m r}$. The columns of $V_{m r}$ span the Krylov subspace $\mathscr{K}_{m r}\left(A, V_{r}\right):=\operatorname{span}\left\{V_{r}, A V_{r}, \ldots\right.$, $\left.A^{m-1} V_{r}\right\}$ and

$$
T_{m r}=V_{m r}^{\mathrm{T}} A V_{m r} .
$$

Introduce the spectral factorization

$$
T_{m r}=Y_{m r} \Theta_{m r} Y_{m r}^{\mathrm{T}},
$$

where $\Theta_{m r}=\operatorname{diag}\left[\theta_{1}, \theta_{2}, \ldots, \theta_{m r}\right], Y_{m r} \in \mathbb{R}^{m r \times m r}, Y_{m r}^{\mathrm{T}} Y_{m r}=I_{m r}$. The eigenvalues $\theta_{1} \leqslant \theta_{2} \leqslant \cdots \leqslant \theta_{m r}$ of $T_{m r}$ approximate eigenvalues of $A$ and are usually referred to as Ritz values. The vectors $x_{j}=$ $V_{m r} y_{j}, 1 \leqslant j \leqslant m r$, approximate eigenvectors of $A$ and are referred to as Ritz vectors. It follows from (3.1) that the residual error $A x_{j}-x_{j} \theta_{j}$ associated with the Ritz pair $\left(\theta_{j}, x_{j}\right)$ satisfies

$$
\left\|A x_{j}-x_{j} \theta_{j}\right\|=\left\|\left(A V_{m r}-V_{m r} T_{m r}\right) y_{j}\right\|=\left\|F_{r} E_{r}^{\mathrm{T}} y_{j}\right\|
$$

We say that a Ritz pair $\left(\theta_{j}, x_{j}\right)$ is an acceptable approximation of an eigenpair of the matrix $A$ if

$$
\begin{equation*}
\left\|F_{r} E_{r}^{\mathrm{T}} y_{j}\right\| \leqslant \varepsilon \tag{3.2}
\end{equation*}
$$

where $\varepsilon>0$ is a small constant. Then $\left(\theta_{j}, x_{j}\right)$ is an eigenpair of a matrix $\hat{A} \in \mathbb{R}^{n \times n}$, such that $\|A-\hat{A}\| \leqslant \varepsilon$.

As the value of $m$ increases the Ritz pairs become better approximations of eigenpairs of $A$. On the other hand each unit increase in $m$ requires that $r$ additional $n$-vectors be stored. Therefore, when the matrix $A$ is very large and a large number of Lanczos steps are needed, use of secondary computer memory may become necessary. To avoid the slow-down which typically occurs when using secondary storage, a restarting scheme is employed. The recurrence relation of the IRBL method described in [4] for restarting allows us to compute

$$
\begin{equation*}
\hat{V}_{r}=\psi_{m}(A) V_{r} R \tag{3.3}
\end{equation*}
$$

from the block-Lanczos decomposition (3.1) without additional evaluations of matrix-vector products with the matrix $A$. Here $\psi_{m}(t)$ is a polynomial of degree $m, R$ is an upper triangular matrix and $\hat{V}_{r}$ is an $n \times r$ matrix with orthonormal columns which will be used as the initial block for the next block-Lanczos recursion. We seek to choose the polynomials $\psi_{m}$ so that the columns of $\hat{V}_{r}$ are in, or close to, the invariant subspace of $A$ associated with the desired eigenvalues. To achieve this, we
allocate the zeros $z_{1}, z_{2}, \ldots, z_{m}$ of $\psi_{m}$ in one or two intervals away from the wanted portion of the spectrum. For example, if the smallest eigenvalues of $A$ are desired, then we choose the $z_{j}$ to be in the interval $\left[\theta_{m(r-1)}, \theta_{m r}\right]$. When we wish to determine a few nearby nonextreme eigenvalues, the zeros are allocated in two interval, one on each side of the set of desired eigenvalues. Details on how to select the zeros can be found in [2-4].

Once the matrix $\hat{V}_{r}$ and its columns have been orthogonalized against each other as well as against any converged eigenvectors, we compute a new block-Lanczos factorization (3.1) with $V_{r}:=\hat{V}_{r}$. We repeat this process until $r$ eigenpairs have been determined. The reliability of this scheme is illustrated by computed examples reported in [2-4].

We conclude this section with a few implementation issues. In each application of the IRBL method we determine the initial matrix $V_{r}$ by orthogonalizing $r$ columns of random numbers from the standard normal distribution; see Ericsson and Ruhe [11] for an explanation of the advantage of using normally distributed instead of uniformly distributed random numbers. Further, we note that in order to reduce data movement, it may be advantageous to implement the block-Lanczos process so that the $r$ vectors in a block are multiplied by the matrix $A$ simultaneously.

Columns of the matrix $V_{m r}$ that are associated with the same block of $r$ vectors are generated by first applying a three-term recursion formula determined by (3.1) followed by orthogonalization of the columns in the same block. In exact arithmetic and in the absence of break-down, these computations give a matrix $V_{m r}$ with orthogonal columns. In order to secure orthogonality in the presence of round-off errors, we explicitly reorthogonalize the generated columns to all already available columns of the matrix. If the new columns generated fail to be numerically orthogonal after one reorthogonalization, then this signals that they are linearly dependent and a break down of the block-Lanczos process has occurred. Details of how to handle break downs will be discussed elsewhere. Here it suffices to say that break downs are easy to handle, and a procedure for this has been implemented in the code used for the numerical experiments reported in Section 5.

## 4. Algorithms for path following

We present several iterative methods for computing a solution path for nonlinear systems of equations (1.1) with a symmetric Jacobian $G_{u}$. First we describe the iterative method proposed in [5] for the simultaneous computation of a few eigenpairs associated with the eigenvalues of smallest magnitude and the solution of a linear system.

Consider the nonlinear system of equations (1.1) and assume that $\left(u^{0}, \lambda^{0}\right)$ is a regular point on a solution path. We would like to determine the point $\left(u^{1}, \lambda^{1}\right)$ on the path, where $u^{1}=u\left(\lambda^{1}\right)$ and $\lambda^{1}:=\lambda^{0}+\Delta \lambda$. The application of the Euler-Newton continuation method requires the solution of a sequence of linear systems of equations of the form (2.5) with $\lambda=\lambda^{1}$. Assume that the iterates $u_{k}$ defined by (2.4) converge to $u^{1}$ as $k$ increases. If $G_{u}\left(u^{1}, \lambda^{1}\right)$ is singular, then by a continuity argument the matrices $G_{u}\left(u_{k}, \lambda^{1}\right)$ for $k$ sufficiently large have an eigenvalue close to the origin. Therefore, by tracking the eigenvalues of smallest magnitude of the Jacobian matrices $G_{u}\left(u_{k}, \lambda^{1}\right)$ while computing iterates (2.4), we can detect when we approach a singular point on the solution path. Algorithm 4.1 below determines an approximate solution of (2.5) while simultaneously computing $r$ Ritz pairs $\left\{\left(\theta_{\ell}^{k}, x_{\ell}^{k}\right)\right\}_{\ell=1}^{r}$ that approximate eigenpairs of $G_{u}\left(u_{k}, \lambda^{1}\right)$ associated with the $r$ smallest eigenvalues.

Algorithm 4.1. Simultaneous solution of linear system and eigenproblem:
Input: $\lambda^{1}, u_{0}, A:=G_{u}\left(u_{k}, \lambda^{1}\right), b:=-G\left(u_{k}, \lambda^{1}\right), m, r, V_{r}, \varepsilon$.
Output: Approximations $\left\{\theta_{\ell}^{k}\right\}_{\ell=1}^{r}$ of the $r$ smallest eigenvalues of $G_{u}\left(u_{k}, \lambda^{1}\right)$, approximations $\left\{x_{\ell}^{k}\right\}_{\ell=1}^{r}$ of associated orthonormal approximate eigenvectors and an approximate solution $\Delta \tilde{u}$ of (2.5) with $\lambda=\lambda^{1}$.

1. $\Delta \tilde{u}:=0$.
2. for $\mu:=1,2, \ldots$ until $r$ approximate eigenpairs found
3. Orthogonalize $V_{r}$ against already computed approximate eigenvectors.
4. Compute block-Lanczos decomposition (3.1) with initial block $V_{r}$.
5. Update approximate solution of (2.5):

$$
\text { Solve } T_{m r} \Delta y=V_{m r}^{\mathrm{T}} b, \Delta \tilde{u}:=\Delta \tilde{u}+V_{m r} \Delta y \text {. }
$$

6. Determine Ritz pairs that satisfy (3.2) and store the Ritz vectors. We refer to the stored vectors as approximate eigenvectors and denote them by $u_{\ell}^{(k)}$.
7. Apply $m$ shifts $\left\{z_{j}\right\}_{j=1}^{m}$ to determine the matrix $\hat{V}_{r}$ given by (3.3). The $z_{j}$ are chosen to be fast Leja shifts described in [3]. Let $V_{r}:=\hat{V}_{r}$.
8. endfor
9. Improve approximate solution $\Delta \tilde{u}$ by a conjugate gradient method. Terminate the iterations when the residual error is of norm smaller than $\varepsilon$. Denote the computed solution by $\Delta \tilde{u}$.

Step 6 of Algorithm 4.1 yields approximations of the $r$ eigenpairs associates with the eigenvalues of smallest magnitude. The solution of (2.5) can be expanded in terms of eigenvectors of the matrix. Step 5 essentially removes eigenvector components associated with the smallest eigenvalues from this expansion. The solution of the linear system that is solved in Step 9 can be expressed in terms of an expansion of eigenvectors associated with the remaining (larger) eigenvalues. Therefore, Step 5 of Algorithm 4.1 can be thought of as preconditioning the linear system (2.5).

In our numerical examples in Section 5, we use the conjugate gradient method designed for the solution of inconsistent linear systems with a symmetric possibly indefinite matrix described in [7].
The matrix $V_{r} \in \mathbb{R}^{n \times r}$ required as input for Algorithm 4.1 is assumed to have orthonormal columns. In the very first application of Algorithm 4.1, $V_{r}$ is initialized with normally distributed random entries in each column, which then are orthonormalized. In later applications of Algorithm 4.1 the columns of the input matrix $V_{r}$ are chosen to be the approximate eigenvectors $\left\{w_{\ell}^{k}\right\}_{t=1}^{r}$ determined during the most recent application of the algorithm.

Assume now that $G_{u}^{0}$ is singular with $\operatorname{dim} \mathscr{N}\left(G_{u}^{0}\right)=1$, and let $\phi$ satisfy (2.12). It follows from the symmetry of the Jacobian and a discussion analogous to the one following (2.29) that the point $\left(u^{0}, \lambda^{0}\right)$ is a turning point on the solution path if and only if $\phi^{\mathrm{T}} G_{\lambda}^{0} \neq 0$. Let $\left(u^{0}, \lambda^{0}\right)$ be a turning point. We describe how to determine the pseudo-arclength parameterization required by the bordering algorithm. This parameterization requires that the unit tangent vector

$$
\begin{equation*}
\left(\dot{u}^{0} \dot{\lambda}^{0}\right)=( \pm \phi, 0) \tag{4.1}
\end{equation*}
$$

be available. If the unit tangent vector $\left(\dot{u}^{-1}, \dot{\lambda}^{-1}\right)$ at the previous point on the path is available, then we choose the sign in the right-hand side of (4.1) so that (2.42) is satisfied. When the tangent vector ( $\dot{u}^{-1}, \dot{\lambda}^{-1}$ ) is not known, we approximate it by the secant $\left(u^{0}, \lambda^{0}\right)-\left(u^{-1}, \lambda^{-1}\right)$. The solution of (2.25)-(2.26) for $k=0$ is given by $\Delta \lambda=0$ and (2.31)-(2.32).

The performance of the Euler-Newton predictor-corrector method (2.3)-(2.5) with the natural parameter $\lambda$ requires that the steps $\Delta \lambda$ be small in the vicinity of a turning point. Therefore, we switch from the natural to the pseudo-arclength parameterization when we are close to a turning point and compute the next point on the path via the following variant of the bordering algorithm. We first solve the linear systems of equations (2.33) and (2.34) and then determine $\Delta \lambda$ from

$$
\begin{equation*}
\Delta \lambda=\frac{\dot{u}^{0 \mathrm{~T}} y+N^{k}}{\dot{u}^{0 \mathrm{~T}} z-\dot{\lambda}^{0}} \tag{4.2}
\end{equation*}
$$

and $\Delta u$ from (2.35). The vector ( $\Delta u, \Delta \lambda$ ) satisfies (2.25)-(2.26). Formula (4.2) simplifies to (2.36) when $\dot{\lambda}^{0}=0$. Since in finite precision arithmetic $\left|\dot{\lambda}^{0}\right|$ is small but possibly nonvanishing at a computed approximate turning point, we use (4.2) instead of (2.36) in computations. We switch from natural to pseudo-arclength parameterization when either the Jacobian has an eigenvalue of magnitude smaller than a tolerance $\varepsilon_{s}$ or the step size required with the natural parameterization is below a given threshold. The following algorithm summarizes how to organize the calculation to compute regular points on a solution path across a turning point.

Algorithm 4.2. Path following around a turning point:
Input: $\lambda^{0}, u^{0}, \dot{\lambda}^{0}, \dot{u}^{0}, G_{u}\left(u^{0}, \lambda^{0}\right), \Delta s, \varepsilon, k_{\max }$.
Output: $u^{1}$, $\lambda^{1}$.

1. convergence $:=$ false, $u_{0}:=u^{0}, \lambda_{0}:=\lambda^{0}$.
2. while not convergence,
3. for $k:=0,1, \ldots, k_{\max }$
4. Solve (2.33) for $z$ and (2.34) for $y$.
5. Compute $\Delta \lambda$ from (4.2).
6. Compute $\Delta u$ from (2.35).
7. $u_{k+1}:=u_{k}+\Delta u, \lambda_{k+1}:=\lambda_{k}+\Delta \lambda$.
8. if $\left\|G\left(u_{k+1}, \lambda_{k+1}\right)\right\|<\varepsilon$ then
9. convergence $:=$ true, $u^{1}:=u_{k+1}, \lambda^{1}:=\lambda_{k+1}$, exit.
10. endif
11. endfor
12. $\Delta s:=\Delta s / 2$.
13. endwhile

We turn to the problem of branch switching at a bifurcation point. In finite precision arithmetic computation, we may not be able to determine exact bifurcation points. Instead we are in a position to compute approximations of bifurcation points. We refer to these points as perturbed bifurcation points. The presence of a perturbed bifurcation point on the solution path is signaled numerically by the Jacobian matrix becoming nearly singular and by the magnitude of $\phi^{\mathrm{T}} G_{\lambda}^{0}$ being very small.

Let $\left(u^{0}, \lambda^{0}\right)$ be a perturbed bifurcation point on the solution path. We discuss how to switch path there. In view of (2.10) the tangent vectors at the bifurcation point are in the null space of the
matrix $\left[G_{u}^{0}, G_{\lambda}^{0}\right]$ and can, by Proposition 2.5 , be written as

$$
\tau:=\alpha\left[\begin{array}{l}
\phi \\
0
\end{array}\right]+\beta\left[\begin{array}{l}
v \\
1
\end{array}\right] .
$$

A tangent to the active branch at $\left(u^{0}, \lambda^{0}\right)$ is determined by $\beta=\dot{\lambda}^{0}$ and $\dot{u}^{0}=\alpha \phi+\beta v$, where the coefficient $\alpha$ easily can be found by using the orthogonality (2.18). We search for the other branch by moving in a direction parallel to $\tau$ starting from a point at a distance $\varepsilon_{b}$ from $\left(u^{0}, \lambda^{0}\right)$ on the normal to $\tau$ in the plane $\mathscr{N}\left(\left[G_{u}^{0}, G_{\lambda}^{0}\right]\right)$. Note that the vector

$$
\hat{\tau}:=\hat{\alpha}\left[\begin{array}{l}
\phi \\
0
\end{array}\right]+\hat{\beta}\left[\begin{array}{l}
v \\
1
\end{array}\right]
$$

with $\hat{\alpha}=t \beta\left(1+\|v\|^{2}\right)$ and $\hat{\beta}=-t \alpha\|\phi\|^{2}$ is orthogonal to $\tau$ and in $\mathcal{N}\left(\left[G_{u}^{0}, G_{\lambda}^{0}\right]\right)$ for any $t \geqslant 0$. We choose the scaling factor $t$ so that $\hat{\tau}$ is of unit length. Thus, we would like to determine a point $\left(u^{2}, \lambda^{2}\right) \in \mathbb{R}^{n+1}$ with coordinates of the form

$$
\begin{align*}
& u^{2}=u^{0}+\varepsilon_{b}(\hat{\beta} v+\hat{\alpha} \phi)+w, \\
& \lambda^{2}=\lambda^{0}+\varepsilon_{b} \hat{\beta}+\zeta, \tag{4.3}
\end{align*}
$$

where $w \in \mathbb{R}^{n}$ and $\zeta \in \mathbb{R}$ are chosen so that

$$
\begin{align*}
& G\left(u^{2}, \lambda^{2}\right)=0,  \tag{4.4}\\
& N\left(u^{2}, \lambda^{2}\right)=0 \tag{4.5}
\end{align*}
$$

and $N\left(u^{2}, \lambda^{2}\right):=\left(\hat{\beta} v^{\mathrm{T}}+\hat{\alpha} \phi^{\mathrm{T}}\right) w+\hat{\beta} \zeta$. Condition (4.5) imposes that the vector $(w, \zeta)$ is orthogonal to $\hat{\tau}$. We compute $w$ and $\zeta$ by applying Newton's method to the system (4.4)-(4.5) with initial approximate solution $w=0$ and $\zeta=0$. The sequence of linear systems of equations obtained in this manner are solved by the methods described in Section 2.
The computations for branch switching at a bifurcation point ( $u^{0}, \lambda^{0}$ ) are summarized by the following algorithm. The vector $\phi$ is defined by (2.12).

Algorithm 4.3. Branch switching at a bifurcation point:
Input: $\lambda^{0}, u^{0}, \dot{\lambda}^{0}, \dot{u}^{0}, \phi, \varepsilon_{b}$.
Output: $u^{2}, \lambda^{2}$.

1. $\alpha:=\phi^{\mathrm{T}} \dot{u}^{0}, \beta:=\dot{\lambda}^{0}$.
2. $v:=\left(\dot{u}^{0}-\alpha \phi\right) / \beta$.
3. $\hat{\alpha}:=t \beta\left(1+\|v\|^{2}\right), \hat{\beta}:=-t \alpha\|\phi\|^{2}$ with $t>0$ chosen so that $\hat{\alpha}^{2}+\hat{\beta}^{2}=1$.
4. Solve (4.4)-(4.5) for $\left(u^{2}, \lambda^{2}\right)$ given by (4.3) using Newton's method.

We conclude this section with an algorithm that outlines how to compute a new point on a solution path for (1.1) with special handling of turning and bifurcation points.

Algorithm 4.4. Iterative method for path following:

## Input: $\lambda^{0}, \lambda^{1}, u^{0}, \varepsilon, \varepsilon_{n}, \varepsilon_{s}, \theta_{\min }=$ eigenvector of smallest magnitude of $G_{u}^{0}$.

Output: $u^{1}$.

1. if $\left|\theta_{\text {min }}\right| \geqslant \varepsilon_{s}$ then $\%\left(u^{0}, \lambda^{0}\right)$ is a regular point.
2. Compute the Euler predictor $u_{0}$.
3. Use Newton's method to find $u^{1}$, such that $\| G\left(u^{1}, \lambda^{1} \|<\varepsilon\right.$. Compute Newton iterates by Algorithm 4.1.
4. else
\% Test whether we are at a turning point or at a bifurcation point.
5. if $\left|\phi^{\mathrm{T}} G_{\lambda}^{0}\right|>\varepsilon_{n}$ then
\% Turning point
6. Compute $\left(u^{1}, \lambda^{1}\right)$ by Algorithm 4.2.
7. else
\% Bifurcation point: first continue on active branch then switch branch.
8. Compute $\left(u^{1}, \lambda^{1}\right)$ by Algorithm 4.2.
9. Switch branch by Algorithm 4.3. Compute points on other branch.
10. endif
11. endif

## 5. Numerical examples

This section presents computations with the algorithms described in Section 4. The algorithms were implemented in MATLAB on a Silicon Graphics workstation. It is the purpose of the examples to illustrate the ease of use of the algorithms for path following in an interactive computing environment.

We report the number of times the Jacobian is used to multiply one or several $n$-vectors as a measure of the computational effort required. However, our algorithms have not (yet) been tuned for efficiency, and we expect that the computational effort required by carefully designed algorithms to be smaller. We return to this issue after the examples.

Example 5.1. Consider the nonlinear eigenvalue problem

$$
\begin{align*}
& -\mathscr{L} U-\lambda \sin (U)=0 \quad \text { in } \Omega, \\
& U=0 \quad \text { on } \partial \Omega, \tag{5.1}
\end{align*}
$$

where $\Omega:=\{(s, t): 0 \leqslant s \leqslant 1,0 \leqslant t \leqslant 1\}$ and $\partial \Omega$ denotes the boundary of $\Omega$. We discretize $\Omega$ by a uniform grid with grid points $s_{j}:=(j-1) h$ and $t_{j}:=(j-1) h$ for $1 \leqslant j \leqslant \ell+1$ and $h=1 / \ell$. The Laplacian $\mathscr{L}$ is approximated by the standard five-point stencil. This yields a system of $n:=$ $(\ell-1)^{2}$ nonlinear algebraic equations of the form (1.1). The entries of the solution $u \in \mathbb{R}^{n}$ of (1.1) approximate $U(s, t)$ at the nodes $s_{j}$ and $t_{j}$.

The discretization error is $\mathcal{O}\left(h^{2}\right)$ and we let $\varepsilon:=h^{2}$ in the algorithms of Section 4. In particular, a Jacobian $G_{u}$ is considered singular when it has an eigenvalue of magnitude smaller than $h^{2}$. Iterations

Table 1
Legend for Examples 5.1 and 5.2

| EP | Computation of eigenpairs of Jacobian by the IRBL algorithm. |
| :--- | :--- |
| NW | Newton's method for solution of $(1.1)$, eigenpairs of Jacobian by Algorithm 4.1. |
| EN | Continuation by the Euler-Newton method, step length $\Delta \lambda$. |
| SB | Switch branch using Algorithm 4.3, step length $\varepsilon_{b}$. |
| BR | Continuation by bordering using Algorithm 4.2, Jacobian regular, step length $\Delta s$. |
| BS | Continuation by bordering using Algorithm 4.2, Jacobian singular, step length $\Delta s$. |

Table 2
Example 5.1: Solution path with bifurcation point

| Step | Comput. | $\lambda$ | Step <br> length | Smallest <br> eig. val. | Solut. <br> norm | Matrix <br> acces. | Mat.-vec. <br> prod. |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: |
| a | EP | 18.0000 | - | 1.6987 | 0 | 58 | 113 | CG <br> iter. |
| b | EN | 19.6987 | 1.6987 | $-4 \cdot 10^{-5}$ | 0 | 72 | 137 | 0 |
| c | SB | $19.6987^{*}$ | 0.1 | $5 \cdot 10^{-4}$ | $1 \cdot 10^{-1}$ | 139 | 214 | 53 |
| d | BS | 19.6987 | 0.1 | $2 \cdot 10^{-3}$ | $2 \cdot 10^{-1}$ | 200 | 285 | 100 |
| e | BR | $19.7003^{*}$ | 0.1 | $5 \cdot 10^{-3}$ | $3 \cdot 10^{-1}$ | 223 | 318 | 109 |
| f | BR | 19.7016 | 0.1 | $6 \cdot 10^{-3}$ | $4 \cdot 10^{-1}$ | 256 | 371 | 115 |
| g | BR | $19.7136^{*}$ | 0.1 | $3 \cdot 10^{-2}$ | $9 \cdot 10^{-1}$ | 288 | 423 | 120 |
| h | EN | $19.8136^{*}$ | 0.1 | $3 \cdot 10^{-1}$ | $2 \cdot 10^{0}$ | 336 | 511 | 128 |
| i | EN | $20.3136^{*}$ | 0.5 | $1 \cdot 10^{0}$ | $6 \cdot 10^{0}$ | 434 | 679 | 138 |

with Newton's method are terminated as soon as an iterate has been found that gives a value of $G$ of norm less than $h^{2}$. In the present example $\ell=20, h=5 \cdot 10^{-2}$ and $\varepsilon=2.5 \cdot 10^{-3}$.

We use the algorithms of Section 4 to determine a bifurcation point and switch path in an interactive computing environment. The computations carried out are shown in the column "comput." of Table 2. The abbreviations used are explained in Table 1.

The boundary value problem (5.1) has the trivial solution $U(s, t)=0$ for any value of $\lambda$, and the discretized problem has the solution $u=0$. The Jacobian matrices associated with the solution $u=0$ are singular when $\lambda$ is an eigenvalue of the discretized Laplacian. We choose $(u, \lambda)=(0,18)$ as initial point on the solution path and use the IRBL algorithm with block-size $r=2$ and $m=5$ block-Lanczos steps between the restarts to compute the two smallest eigenvalues and associated eigenvectors of the Jacobian matrix. This is Step (a) in Table 2. The table shows the computed approximation of the eigenvalue of the Jacobian closest to the origin in the column labeled "Smallest eig. val." In all computations reported the eigenvalue closest to the origin is also the smallest one. Two measures of the computational effort required for the computation of the eigenpairs are reported in the columns "Matrix acces." and "Mat.-vec. prod." The former column reports the number of matrix accesses, i.e., the number of times the Jacobian is multiplied by a vector or a block of $r$ vectors. This count is of interest when the entries of the Jacobian are evaluated every time they are used in order to reduce the computer storage required, and measures the number of times each matrix entry has to be computed. This approach is used in the code for liquid crystal modeling described in [4] in order to reduce the storage requirement for the Jacobian, as well as in finite element codes for large-scale problems. The column "Mat.-vec. prod." shows the number of times the Jacobian matrix is multiplied by an
$n$-vector. Multiplying a block of $r n$-vectors by the Jacobian counts as $r$ matrix-vector products. Whether this count is relevant depends on the size of the problem and the on architecture of the computer used. For large-scale problems, this count, in general, is of less interest than the number of matrix accesses.

We add the computed approximation 1.6987 of the smallest eigenvalue of the Jacobian determined in Step (a) to $\lambda$ in order to obtain a nearly singular Jacobian matrix and take a step with the Euler-Newton method with $\Delta \lambda=1.6987$. This is Step (b) in Table 2. The table reports the cumulative number of matrix accesses and matrix-vector products required. Thus, the computations for Step (b) require 16 matrix accesses and the evaluation of 24 matrix-vector products. We do not use the fact that the eigenvectors for the Jacobian at $\lambda=18$ and 19.6987 are the same. The matrix-vector products reported are used to take a step with the Euler-Newton method and to verify that $r$ eigenpairs and a solution $u$ for $\lambda=19.6987$ have been determined to desired accuracy.

The smallest eigenvalue of the Jacobian determined in this manner is in magnitude smaller than $\varepsilon=h^{2}$. We therefore consider the Jacobian singular. Algorithm 4.3 with $\varepsilon_{b}=0.1$ is applied to determine a nontrivial solution $u$ of (1.1) for $\lambda$ close to 19.6987 . Note that if $u$ solves (1.1), then so does $-u$. The arithmetic work required is reported in step (c) in Table 2. Algorithm 4.1 is used with $m=5$ block-Lanczos steps between restarts. The column "CG iter." displays the number of iterations, 53, carried out with the conjugate gradient method in Step 9 of Algorithm 4.1. These iterations are included in the count of matrix accesses and matrix-vector products reported in the table. Subsequent entries of the column "CG iter." report the cumulative number of iterations. The column "Solut. norm" of Table 2 displays the Euclidean norm of the computed solution $u$. Starred parameter values in the column " $\lambda$ " indicate that the solution is plotted in Fig. 1. The $(s, t)$-plane in Figs. 1(c)-(i) displays the computed approximations of $U\left(s_{j}, t_{k}\right)$ as a function of $j$ and $k$.

We turn to the computations of step (d). The Jacobian obtained in step (c) has an eigenvalue of magnitude smaller than $h^{2}$. We therefore consider the Jacobian singular and apply a bordering method with $\Delta s=0.1$ to determine a new point on the solution path. Steps (e) $-(\mathrm{g})$ in Table 2 differ from step (d) only in that a bordering method, Algorithm 4.2, for nonsingular Jacobian matrices is used.

Finally, we determine two points on the solution path with the Euler-Newton method using step lengths $\Delta \lambda=0.1$ and 0.5 , respectively. The computational work required is reported in Steps (h) and (i) in Table 2.

Example 5.2. The nonlinear boundary value problem

$$
\begin{align*}
& -\mathscr{L} U-\lambda \exp (U)=0 \quad \text { in } \Omega \\
& U=0 \quad \text { on } \partial \Omega \tag{5.2}
\end{align*}
$$

where $\Omega$ and $\partial \Omega$ are the same as in (5.1) is known as the Bratu problem and is a common test problem for path following methods. We discretize (5.2) in the same manner as Eqs. (5.1) of Example 5.1.

This example illustrates the application of the algorithms of Section 4 to traverse a turning point. The computational steps are displayed in Table 3, which is analogous to Table 2. We let the initial approximate solution of the nonlinear system of equations (1.1) determined by (5.2) with $\lambda=5$ be


Fig. 1. Example 5.1: Solution path with bifurcation point. Figure (p) shows a solution path. Figures (c)-(i) display the solutions $u$ associated with points on the graph in figure (p).

Table 3
Example 5.2: Solution path with turning point

| Step | Comput. | $\lambda$ | Step <br> length | Smallest <br> eig. val. | Solut. <br> norm | Matrix <br> acces. | Mat.-vec. <br> prod. | CG <br> iter. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: | ---: |
| a | NW | $5.0000^{*}$ | - | $1 \cdot 10^{1}$ | $6.14 \cdot 10^{0}$ | 307 | 507 | 98 |
| b | EN | 6.0000 | 1.00 | $8 \cdot 10^{0}$ | $8.63 \cdot 10^{0}$ | 399 | 639 | 144 |
| c | EN | 6.5000 | 0.50 | $5 \cdot 10^{0}$ | $1.08 \cdot 10^{1}$ | 481 | 761 | 180 |
| d | EN | $6.7500^{*}$ | 0.25 | $1 \cdot 10^{0}$ | $1.33 \cdot 10^{1}$ | 581 | 916 | 217 |
| e | BR | 6.7655 | 0.75 | $2 \cdot 10^{-1}$ | $1.41 \cdot 10^{1}$ | 689 | 1064 | 278 |
| f | BR | 6.7658 | 0.10 | $4 \cdot 10^{-2}$ | $1.42 \cdot 10^{1}$ | 786 | 1191 | 338 |
| g | BR | $6.7658^{*}$ | 0.05 | $-4 \cdot 10^{-2}$ | $1.42 \cdot 10^{1}$ | 889 | 1319 | 409 |
| h | BR | 6.7655 | 0.10 | $-2 \cdot 10^{-1}$ | $1.43 \cdot 10^{1}$ | 991 | 1451 | 474 |
| i | BR | 6.7509 | 0.75 | $-1 \cdot 10^{0}$ | $1.51 \cdot 10^{1}$ | 1107 | 1602 | 548 |
| j | EN | $6.5009^{*}$ | -0.25 | $-7 \cdot 10^{0}$ | $1.81 \cdot 10^{1}$ | 1259 | 1839 | 605 |
| k | EN | $5.5009^{*}$ | -1.00 | $-2 \cdot 10^{1}$ | $2.36 \cdot 10^{1}$ | 1398 | 2058 | 656 |
| l | EN | 4.5009 | -1.00 | $-3 \cdot 10^{1}$ | $2.78 \cdot 10^{1}$ | 1510 | 2225 | 707 |
| m | EN | $3.5009^{*}$ | -1.00 | $-5 \cdot 10^{1}$ | $3.19 \cdot 10^{1}$ | 1622 | 2397 | 753 |
| n | EN | 2.5009 | -1.00 | $-8 \cdot 10^{1}$ | $3.61 \cdot 10^{1}$ | 1742 | 2577 | 807 |
| o | EN | 1.5009 | -1.00 | $-1 \cdot 10^{2}$ | $4.07 \cdot 10^{1}$ | 1927 | 2862 | 884 |



Fig. 2. Example 5.2: Solution path with turning point.
a random vector, and use Newton's method (2.4)-(2.5) to compute an approximate solution $u$ of desired accuracy. The linear systems of Eqs. (2.5) in Newton's method are solved by Algorithm 4.1, which also gives eigenpairs of the Jacobian associated with the two smallest eigenvalues. The computational effort required is reported in Step (a) of Table 3. Steps (b)-(o) report path following by the Euler-Newton method and by bordering. All eigenvalues of all Jacobian matrices generated are of magnitude larger than $\varepsilon=h^{2}$. The Jacobian matrices are therefore considered nonsingular. Similarly as in Example 5.1, the computational effort reported is cumulative. For instance, the matrix accesses reported in Step (o) are for all computations in Steps (a)-(o). The matrix accesses and


Fig. 3. Example 5.2: Solutions $u$ associated with points on the graph of Fig. 2.
matrix-vector products required for the CG iterations are included in the counts of matrix accesses and matrix-vector products, respectively.

Fig. 2 shows the solution path computed. Solutions $u$ associated with points marked on the solution path, corresponding to starred $\lambda$-values in Table 3, are plotted in Fig. 3.

The examples illustrate that the algorithms of the present paper can be used for path following in the presence of bifurcation and turning points. We remark that the number of matrix accesses required often decreases when the block-size $r$ is increased, but the number of matrix-vector products typically increases with the block-size. Numerical examples that illustrate this for Algorithm 4.1 are reported in [5]. The selection of block-size should depend both on the problem at hand and on the architecture of the computer being used.

The step sizes $\Delta \lambda, \Delta s$ and $\varepsilon_{b}$ have been selected in a fairly arbitrary manner in the experiments. Implementation of a step-size control is likely to reduce the computational effort. We are presently investigating this issue.

## 6. Conclusion and future work

Experience from a large number of problems indicates that the algorithms presented in this paper are versatile tools for path following of large problems with symmetric Jacobians in an interactive computing environment. We are presently developing algorithms that are applicable to large-scale path following problems with nonsymmetric Jacobian matrices.
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#### Abstract

Lanczos method for solving a system of linear equations can be derived by using formal orthogonal polynomials. It can be implemented by several recurrence relationships, thus leading to several algorithms. In this paper, the Lanczos/Orthodir algorithm will be derived in two different ways. The first one is based on a matrix approach and on the recursive computation of two successive regular matrices. We will show that it can be directly obtained from the orthogonality conditions and the fact that Lanczos method is a Krylov subspace method. The second approach is based on formal orthogonal polynomials. The case of breakdowns will be treated similarly. © 2000 Elsevier Science B.V. All rights reserved.


## 1. Introduction

In 1950, Lanczos [27] proposed a method for transforming a matrix into a similar tridiagonal one. Since, by the theorem of Cayley-Hamilton, the computation of the characteristic polynomial of a matrix and the solution of a system of linear equations are equivalent problems, Lanczos [28], in 1952, used his method for that purpose.

Owing to its numerous advantages, Lanczos method was the subject of very many investigations and several Lanczos-type algorithms for its implementation were obtained. Among them, the famous conjugate gradient algorithm of Hestenes and Stiefel [25] when the matrix is Hermitian and the bi-conjugate gradient algorithm of Fletcher [18] in the general case must be mentioned.

In these algorithms, the coefficients of the recurrence relationships are expressed as ratios of scalar products. When a scalar product in a denominator vanishes, then a breakdown occurs in the algorithm.

[^21]The treatment of breakdowns and near-breakdowns (division by a scalar product close to zero) in these algorithms has been an outstanding problem for many years. The first attempts for solving it make use of linear algebra techniques, a quite natural approach for a question related to that domain. However, these attempts were not completely satisfactory. But, as mentioned by Lanczos himself [27], his method is also related to formal orthogonal polynomials (FOP). In fact, all the recursive (old and new) algorithms for the implementation of Lanczos method can be derived from the theory of FOP [12]. Such polynomials also form the basis for the recursive computation of Pade approximants [32,3,15] since the denominator of the Pade approximant $[k-1 / k]$ is a FOP after reversing the numbering of its coefficients. Thus, the problem of breakdown in the recursive computation of formal orthogonal polynomials was quite familiar to people working on Padé approximants. In the recursive computation of FOP, a breakdown can be due to the nonexistence of some orthogonal polynomial (true breakdown), or to the impossibility of using the recurrence under consideration (ghost breakdown). In such cases, it is possible to jump over the nonexisting polynomials, or over those which cannot be computed by the relation used, in order to obtain breakdown-free algorithms. The same idea can be applied to Lanczos-type algorithms; see, for example, [5,9].

In this paper, we will first use linear algebra techniques to derive the Lanczos/Orthodir algorithm [33,26]. Then, some algorithms for treating breakdowns will be explained in terms of linear algebra. However, the conclusion of this work is that, although such algorithms can be obtained by purely linear algebra techniques, the approach based on FOP is simpler and more powerfull. This is, in particular, true for transpose-free Lanczos-type methods such as the CGS and the BiCGSTAB. Let us mention that a linear algebra approach can also be used to derive the other algorithms for the implementation of Lanczos' method.

In the sequel, capital letters indicate matrices, bold lowercase letters indicate vectors, and Greek letters refer to scalars.

## 2. Preliminary results

We consider the system of linear equations

$$
\begin{equation*}
A \boldsymbol{x}=\boldsymbol{b} \tag{1}
\end{equation*}
$$

where $A$ is a real, nonsingular, $n \times n$ matrix and $\boldsymbol{b} \in \mathbb{R}^{n}$.
Lanczos method [28] for solving this system consists of the following steps:

- choose two arbitrary nonzero vectors $\boldsymbol{x}_{0}$ and $\tilde{\boldsymbol{r}}_{0}$ in $\mathbb{R}^{n}$,
- set $\boldsymbol{r}_{0}=\boldsymbol{b}-A \boldsymbol{x}_{0}$,
- determine $\boldsymbol{x}_{k}$ such that

$$
\begin{aligned}
& \boldsymbol{x}_{k}-\boldsymbol{x}_{0} \in K_{k}\left(A, \boldsymbol{r}_{0}\right)=\operatorname{span}\left(\boldsymbol{r}_{0}, A \boldsymbol{r}_{0}, \ldots, A^{k-1} \boldsymbol{r}_{0}\right) \\
& \boldsymbol{r}_{k}=\boldsymbol{b}-A \boldsymbol{x}_{k} \perp K_{k}\left(A^{\mathrm{T}}, \tilde{\boldsymbol{r}}_{0}\right)=\operatorname{span}\left(\tilde{\boldsymbol{r}}_{0}, A^{\mathrm{T}} \tilde{\boldsymbol{r}}_{0}, \ldots,\left(A^{\mathrm{T}}\right)^{k-1} \tilde{\boldsymbol{r}}_{0}\right),
\end{aligned}
$$

where $A^{\mathrm{T}}$ is the transpose of $A$.
Let us set

$$
\boldsymbol{x}_{k}-\boldsymbol{x}_{0}=-a_{1}^{(k)} \boldsymbol{r}_{0}-\cdots-a_{k}^{(k)} A^{k-1} \boldsymbol{r}_{0}
$$

Multiplying both sides by $A$, adding and subtracting $\boldsymbol{b}$, we obtain

$$
\begin{equation*}
\boldsymbol{r}_{k}=\boldsymbol{r}_{0}+a_{1}^{(k)} A \boldsymbol{r}_{0}+\cdots+a_{k}^{(k)} A^{k} \boldsymbol{r}_{0} \tag{2}
\end{equation*}
$$

The orthogonality conditions can be written as

$$
\left(\left(A^{\mathrm{T}}\right)^{i} \tilde{\boldsymbol{r}}_{0}, \boldsymbol{r}_{k}\right)=0 \quad \text { for } i=0, \ldots, k-1
$$

which is a system of $k$ linear equations in the $k$ unknowns $a_{1}^{(k)}, \ldots, a_{k}^{(k)}$. This system is nonsingular if and only if the following Hankel determinant, denoted $H_{k}^{(1)}$, is different from zero,

$$
H_{k}^{(1)}=\left|\begin{array}{cccc}
\left(\tilde{\boldsymbol{r}}_{0}, A \boldsymbol{r}_{0}\right) & \left(\tilde{\boldsymbol{r}}_{0}, A^{2} \boldsymbol{r}_{0}\right) & \cdots & \left(\tilde{\boldsymbol{r}}_{0}, A^{k} \boldsymbol{r}_{0}\right) \\
\left(\tilde{r}_{0}, A^{2} \boldsymbol{r}_{0}\right) & \left(\tilde{\boldsymbol{r}}_{0}, A^{3} \boldsymbol{r}_{0}\right) & \cdots & \left(\tilde{\boldsymbol{r}}_{0}, A^{k+1} \boldsymbol{r}_{0}\right) \\
\vdots & \vdots & & \vdots \\
\left(\tilde{\boldsymbol{r}}_{0}, A^{k} \boldsymbol{r}_{0}\right) & \left(\tilde{\boldsymbol{r}}_{0}, A^{k+1} \boldsymbol{r}_{0}\right) & \cdots & \left(\tilde{\boldsymbol{r}}_{0}, A^{2 k-1} \boldsymbol{r}_{0}\right)
\end{array}\right| .
$$

We set $\boldsymbol{w}_{i}=A^{i} \boldsymbol{r}_{0}$ and $\tilde{\boldsymbol{v}}_{i}=\left(A^{\mathrm{T}}\right)^{i} \tilde{\boldsymbol{r}}_{0}$ for $i=0, \ldots, k$. Let $\tilde{V}_{k}=\left[\tilde{\boldsymbol{v}}_{0}, \ldots, \tilde{\boldsymbol{v}}_{k-1}\right]$ and $W_{k}=\left[\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{k}\right]$. Then $H_{k}^{(1)}=\operatorname{det}\left(\tilde{V}_{k}^{\mathrm{T}} W_{k}\right)$.

Under the assumption that $\forall k, H_{k}^{(1)} \neq 0, \boldsymbol{x}_{k}$ is well defined and we have

$$
\boldsymbol{r}_{k}=\boldsymbol{r}_{0}-W_{k}\left(\tilde{V}_{k}^{\mathrm{T}} W_{k}\right)^{-1} \tilde{V}_{k}^{\mathrm{T}} \boldsymbol{r}_{0}=\boldsymbol{b}-A \boldsymbol{x}_{k} .
$$

If we denote by $W_{k}^{\mathrm{L}}$ the left inverse of the matrix $W_{k}$ defined by $W_{k}^{\mathrm{L}}=\left(\tilde{V}_{k}^{\mathrm{T}} W_{k}\right)^{-1} \tilde{V}_{k}^{\mathrm{T}}$, we also have

$$
\begin{equation*}
\boldsymbol{r}_{k}=\boldsymbol{r}_{0}-W_{k} W_{k}^{\mathrm{L}} \boldsymbol{r}_{0} . \tag{3}
\end{equation*}
$$

We remind that the minimal polynomial of a matrix $A$ for a vector $\boldsymbol{u}$ is the polynomial $p$ of smallest degree such that $p(A) \boldsymbol{u}=0$.

We will now prove that a finite termination property holds and characterize the last iteration.
Theorem 1. Let $p$ be the minimal polynomial of the matrix $A$ for the vector $\boldsymbol{r}_{0}$ and let $m$ be its degree. If $H_{m}^{(1)} \neq 0$, then $\boldsymbol{r}_{m}=p(A) \boldsymbol{r}_{0}=0$.

Proof. Let us write the minimal polynomial $p$ for $\boldsymbol{r}_{0}$ as $p(\xi)=\sum_{i=0}^{m} d_{i} \xi^{i}$ with $d_{0}=p(0)=1$ and

$$
m=\min \left\{k \mid \sum_{i=0}^{k} d_{i} A^{i} \boldsymbol{r}_{0}=0 ; d_{0}=1\right\} .
$$

The equality $\sum_{i=0}^{m} d_{i} A^{i} \boldsymbol{r}_{0}=0$ is, in matrix form,

$$
\begin{equation*}
W_{m} \boldsymbol{d}=-\boldsymbol{r}_{0}, \tag{4}
\end{equation*}
$$

where $\boldsymbol{d}=\left(d_{1}, \ldots, d_{m}\right)^{\mathrm{T}}$. It is important to remark that system (4) has a unique solution and that the rank of $W_{m}$ is $m$. Then

$$
\boldsymbol{d}=-W_{m}^{\mathrm{L}} \boldsymbol{r}_{0}
$$

and (4) becomes

$$
\boldsymbol{r}_{m}=\boldsymbol{r}_{0}-W_{m} W_{m}^{\mathrm{L}} \boldsymbol{r}_{0}=p(A) \boldsymbol{r}_{0}=0
$$

Remark 2. If $H_{m}^{(1)}=0$, we have a so-called incurable breakdown. In this case, Lanczos method is not defined.

## 3. Matrix approach

In this section, we will first derive some Lanczos-type algorithms by a linear algebra approach in the regular case, that is when no breakdown occurs. Then, we will deal with a look-ahead strategy for treating breakdowns in the nonregular case and show how to obtain the MRZ algorithm [8] and the MRZ-Stab [10,11].

### 3.1. Regular case

First of all, we show how to compute the matrices $W_{k+1}$ and $W_{k+1} W_{k+1}^{\mathrm{L}}$ from $W_{k}$ and $W_{k} W_{k}^{\mathrm{L}}$. We set

$$
\begin{equation*}
P_{k}=I-W_{k} W_{k}^{\mathrm{L}} \quad \text { with } P_{0}=I \tag{5}
\end{equation*}
$$

We have the following result.

Theorem 3. If $H_{k}^{(1)} \neq 0$ and $H_{k+1}^{(1)} \neq 0$, then, for $k \geqslant 1$,

$$
\begin{equation*}
P_{k+1}=P_{k}-\boldsymbol{u}_{k} \boldsymbol{u}_{k}^{\mathrm{L}} P_{k}, \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{u}_{k}=\left(I-W_{k} W_{k}^{\mathrm{L}}\right) \boldsymbol{w}_{k+1} \tag{7}
\end{equation*}
$$

and $\boldsymbol{u}_{k}^{\mathrm{L}}=\tilde{\boldsymbol{v}}_{k}^{\mathrm{T}} /\left(\tilde{\boldsymbol{v}}_{k}, \boldsymbol{u}_{k}\right)$.
Proof. The bordering method [17, pp. 105ff.] allows to compute the inverse of a matrix bordered by several new rows and columns from the initial matrix and, then, solving a bordered system of linear equations accordingly. It follows from the bordering method

$$
W_{k+1}^{\mathrm{L}}=\binom{W_{k}^{\mathrm{L}}-\frac{1}{\rho_{k}} W_{k}^{\mathrm{L}} \boldsymbol{w}_{k+1} \tilde{\boldsymbol{v}}_{k}^{\mathrm{T}}\left(I-W_{k} W_{k}^{\mathrm{L}}\right)}{\frac{1}{\rho_{k}} \tilde{v}_{k}^{\mathrm{T}}\left(I-W_{k} W_{k}^{\mathrm{L}}\right)}
$$

where $\rho_{k}=\tilde{\boldsymbol{v}}_{k}^{\mathrm{T}}\left(I-W_{k} W_{k}^{\mathrm{L}}\right) \boldsymbol{w}_{k+1}$. Moreover

$$
W_{k+1} W_{k+1}^{\mathrm{L}}=W_{k} W_{k}^{\mathrm{L}}+\boldsymbol{u}_{k} \boldsymbol{u}_{k}^{\mathrm{L}}\left(I-W_{k} W_{k}^{\mathrm{L}}\right)
$$

which proves the result.

Remark 4. If $\operatorname{det}\left(\tilde{V}_{k}^{\mathrm{T}} W_{k}\right) \neq 0$ then, using the Schur complement [14], we have $\rho_{k} \neq 0$ if and only if $\operatorname{det}\left(\tilde{V}_{k+1}^{\mathrm{T}} W_{k+1}\right) \neq 0$ since

$$
\rho_{k}=\frac{\operatorname{det}\left(\tilde{V}_{k+1}^{\mathrm{T}} W_{k+1}\right)}{\operatorname{det}\left(\tilde{V}_{k}^{\mathrm{T}} W_{k}\right)}
$$

and $\rho_{0}=\left(\tilde{\boldsymbol{r}_{0}}, \boldsymbol{w}_{1}\right)$.

Remark 5. By using the extensions of the Schur complement and the Schur determinantal formula given in [4], the vector $\boldsymbol{r}_{k}$ can be expressed as a ratio of determinants

$$
\boldsymbol{r}_{k}=\left|\begin{array}{cccc}
\boldsymbol{w}_{0} & \boldsymbol{w}_{1} & \cdots & \boldsymbol{w}_{k} \\
\left(\tilde{\boldsymbol{v}}_{0}, \boldsymbol{w}_{0}\right) & \left(\tilde{\boldsymbol{v}}_{0}, \boldsymbol{w}_{1}\right) & \cdots & \left(\tilde{\boldsymbol{v}}_{0}, \boldsymbol{w}_{k}\right) \\
\vdots & \vdots & & \vdots \\
\left(\tilde{\boldsymbol{v}}_{k-1}, \boldsymbol{w}_{0}\right) & \left(\tilde{\boldsymbol{v}}_{k-1}, \boldsymbol{w}_{1}\right) & \cdots & \left(\tilde{\boldsymbol{v}}_{k-1}, \boldsymbol{w}_{k}\right)
\end{array}\right| / \operatorname{det}\left(\tilde{V}_{k}^{\mathrm{T}} W_{k}\right),
$$

where the determinant in the numerator denotes the vector obtained by developing it with respect to its first row by the classical rules (which means considering $\boldsymbol{w}_{0}, \ldots, \boldsymbol{w}_{k}$ as numbers and, then, developing the determinant).

We see that $\boldsymbol{r}_{k}=P_{k} \boldsymbol{r}_{0}$ and $P_{k}^{2}=P_{k}$. Hence $P_{k}$ is a projector.
Now, from Theorem 3, we get

$$
\boldsymbol{u}_{k}=P_{k} \boldsymbol{w}_{k+1}=\left|\begin{array}{cccc}
\boldsymbol{w}_{k+1} & \boldsymbol{w}_{1} & \cdots & \boldsymbol{w}_{k}  \tag{8}\\
\left(\tilde{\boldsymbol{v}}_{0}, \boldsymbol{w}_{k+1}\right) & \left(\tilde{\boldsymbol{v}}_{0}, \boldsymbol{w}_{1}\right) & \cdots & \left(\tilde{\boldsymbol{v}}_{0}, \boldsymbol{w}_{k}\right) \\
\vdots & \vdots & & \vdots \\
\left(\tilde{\boldsymbol{v}}_{k-1}, \boldsymbol{w}_{k+1}\right) & \left(\tilde{\boldsymbol{v}}_{k-1}, \boldsymbol{w}_{1}\right) & \cdots & \left(\tilde{\boldsymbol{v}}_{k-1}, \boldsymbol{w}_{k}\right)
\end{array}\right| / \operatorname{det}\left(\tilde{V}_{k}^{\mathrm{T}} W_{k}\right) .
$$

Multiplying $\boldsymbol{r}_{0}$ by the matrices on both sides of (6), we obtain

$$
\begin{equation*}
\boldsymbol{r}_{k+1}=\boldsymbol{r}_{k}-\beta_{k+1} \boldsymbol{u}_{k} \tag{9}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta_{k+1}=\boldsymbol{u}_{k}^{\mathrm{L}} P_{k} \boldsymbol{r}_{0}=\frac{\left(\tilde{\boldsymbol{v}}_{k}, \boldsymbol{r}_{k}\right)}{\left(\tilde{\boldsymbol{v}}_{k}, \boldsymbol{u}_{k}\right)} . \tag{10}
\end{equation*}
$$

Let us now show how to compute the vector $\boldsymbol{u}_{k}$. First, we need some properties of $\boldsymbol{u}_{k}$.
Let $U_{k}=\left[\boldsymbol{u}_{0}, \ldots, \boldsymbol{u}_{k-1}\right]$, with $\boldsymbol{u}_{0}=\boldsymbol{w}_{1}$. As above $U_{k}^{\mathrm{L}}$ will denote the left inverse matrix of the matrix $U_{k}$ defined by $U_{k}^{\mathrm{L}}=\left(\tilde{V}_{k}^{\mathrm{T}} U_{k}\right)^{-1} \tilde{V}_{k}^{\mathrm{T}}$.

Theorem 6. If $H_{j}^{(1)} \neq 0$ for $j=1, \ldots, k$, then

1. $\left(\tilde{\boldsymbol{v}}_{j}, \boldsymbol{u}_{k}\right)=0$ for $j=0, \ldots, k-1$,
2. $\operatorname{span}\left(\boldsymbol{u}_{0}, \ldots, \boldsymbol{u}_{k-1}\right)=K_{k}\left(A, A \boldsymbol{r}_{0}\right)$,
3. the vector $\boldsymbol{u}_{k}$ can be written as

$$
\boldsymbol{u}_{k}=A \boldsymbol{u}_{k-1}-U_{k} U_{k}^{\mathrm{L}} A \boldsymbol{u}_{k-1}, \quad \forall k \geqslant 1 \text { and } \boldsymbol{u}_{0}=A \boldsymbol{r}_{0},
$$

4. $\boldsymbol{u}_{k}=0$ if and only if $\boldsymbol{w}_{k+1} \in K_{k}\left(A, A \boldsymbol{r}_{0}\right)$.

Proof. 1. Multiplying (7) by the matrix $\tilde{V}_{k}^{\mathrm{T}}$ and using the definition of $W_{k}^{\mathrm{L}}$, we obtain

$$
\tilde{V}_{k}^{\mathrm{T}} \boldsymbol{u}_{k}=\tilde{V}_{k}^{\mathrm{T}} \boldsymbol{w}_{k+1}-\left(\tilde{V}_{k}^{\mathrm{T}} W_{k}\right)\left(\tilde{V}_{k}^{\mathrm{T}} W_{k}\right)^{-1} \tilde{V}_{k}^{\mathrm{T}} \boldsymbol{w}_{k+1}=0 .
$$

Consequently ( $\left(\tilde{\boldsymbol{v}}_{j}, \boldsymbol{u}_{k}\right)=0$ for $j=0, \ldots, k-1$.
2. From the determinant in (8), we deduce that $\boldsymbol{u}_{k-1} \in \operatorname{span}\left(\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{k}\right)$, hence $\operatorname{span}\left(\boldsymbol{u}_{0}, \ldots, \boldsymbol{u}_{k-1}\right) \subseteq$ $\operatorname{span}\left(\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{k}\right)$.

Now, assuming that $\sum_{i=0}^{k-1} \alpha_{i} \boldsymbol{u}_{i}=0$, it follows that

$$
\sum_{i=0}^{k-1} \alpha_{i}\left(\tilde{\boldsymbol{v}}_{j}, \boldsymbol{u}_{i}\right)=0 \quad \text { for } j=0, \ldots, k-1
$$

We deduce, by using the first statement of this theorem, that the matrix of this system is lower triangular. Moreover, its determinant is equal to $\prod_{i=0}^{k-1}\left(\tilde{\boldsymbol{v}}_{i}, \boldsymbol{u}_{i}\right)$, which is nonzero since $\left(\tilde{\boldsymbol{v}}_{i}, \boldsymbol{u}_{i}\right)=\rho_{i}$, with

$$
\rho_{i}=\frac{\operatorname{det}\left(\tilde{V}_{i+1}^{\mathrm{T}} W_{i+1}\right)}{\operatorname{det}\left(\tilde{V}_{i}^{\mathrm{T}} W_{i}\right)} \neq 0 \quad \text { for } i=1, \ldots, k-1 \text { and } \rho_{0}=\left(\tilde{\boldsymbol{r}}_{0}, \boldsymbol{w}_{1}\right) \neq 0
$$

Thus $\operatorname{span}\left(\boldsymbol{u}_{0}, \ldots, \boldsymbol{u}_{k-1}\right)$ has dimension $k$ and so it can only be identical to $\operatorname{span}\left(\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{k}\right)$.
3. Multiplying the relation $\boldsymbol{u}_{k-1}=\boldsymbol{w}_{k}-W_{k-1} W_{k-1}^{\mathrm{L}} \boldsymbol{w}_{k}$ by $A$, and since $\boldsymbol{w}_{k+1}=A \boldsymbol{w}_{k}$, we obtain

$$
A \boldsymbol{u}_{k-1}=\boldsymbol{w}_{k+1}-A W_{k-1} W_{k-1}^{\mathrm{L}} \boldsymbol{w}_{k} .
$$

Then $\boldsymbol{w}_{k+1}=A \boldsymbol{u}_{k-1}+A W_{k-1} \boldsymbol{d}_{k}^{\prime}$ with $\boldsymbol{d}_{k}^{\prime}=W_{k-1}^{\mathrm{L}} \boldsymbol{w}_{k}$. Since $A W_{k-1}=\left[\boldsymbol{w}_{2}, \ldots, \boldsymbol{w}_{k}\right]$, we have $\boldsymbol{w}_{k+1} \in$ $\operatorname{span}\left(\boldsymbol{w}_{2}, \ldots, \boldsymbol{w}_{k}, A \boldsymbol{u}_{k-1}\right)$. Moreover, we can write

$$
\boldsymbol{w}_{k+1}=A \boldsymbol{u}_{k-1}+W_{k} \boldsymbol{d}_{k}
$$

with $\boldsymbol{d}_{k}=\left(0, \boldsymbol{d}_{k}^{\prime \mathrm{T}}\right)^{\mathrm{T}}$. Inserting the preceding relation in (7), we get

$$
\begin{aligned}
\boldsymbol{u}_{k} & =A \boldsymbol{u}_{k-1}+W_{k} \boldsymbol{d}_{k}-W_{k} W_{k}^{\mathrm{L}}\left(A \boldsymbol{u}_{k-1}+W_{k} \boldsymbol{d}_{k}\right) \\
& =A \boldsymbol{u}_{k-1}-W_{k} W_{k}^{\mathrm{L}} A \boldsymbol{u}_{k-1}
\end{aligned}
$$

On the other hand, by induction, it is easy to show that we have the factorization

$$
W_{k}=U_{k} R_{k},
$$

where $R_{k}$ is a unit upper triangular $k \times k$ matrix. Hence $W_{k} W_{k}^{\mathrm{L}}=U_{k} U_{k}^{\mathrm{L}}$.
4. If $\boldsymbol{w}_{k+1} \in \operatorname{span}\left(\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{k}\right)$, then we can write $\boldsymbol{w}_{k+1}=W_{k} \boldsymbol{d}$. Inserting this relation in (7), we obtain

$$
\boldsymbol{u}_{k}=W_{k} \boldsymbol{d}-W_{k} W_{k}^{\mathrm{L}} W_{k} \boldsymbol{d}=0
$$

Conversely if $\boldsymbol{u}_{k}=0$, then $\boldsymbol{w}_{k+1}-W_{k} W_{k}^{\mathrm{L}} \boldsymbol{w}_{k+1}=0$. Consequently $\boldsymbol{w}_{k+1} \in \operatorname{span}\left(\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{k}\right)$, which ends the proof.

We turn now to the computation of the vector $\boldsymbol{u}_{k}$. From the preceding Theorem, we deduce that $\boldsymbol{u}_{k+1}=A \boldsymbol{u}_{k}-U_{k+1} U_{k+1}^{\mathrm{L}} A \boldsymbol{u}_{k}=A \boldsymbol{u}_{k}-U_{k+1} \boldsymbol{d}_{k}$, where $\boldsymbol{d}_{k}$ is the solution of the linear system

$$
\begin{equation*}
\left(\tilde{V}_{k+1}^{\mathrm{T}} U_{k+1}\right) \boldsymbol{d}_{k}=\tilde{V}_{k+1}^{\mathrm{T}} A \boldsymbol{u}_{k} \tag{11}
\end{equation*}
$$

But the right-hand side of this system is $\left(\tilde{\boldsymbol{v}}_{0}^{\mathrm{T}} A \boldsymbol{u}_{k}, \ldots, \tilde{\boldsymbol{v}}_{k}^{\mathrm{T}} A \boldsymbol{u}_{k}\right)$. Since $\tilde{\boldsymbol{v}}_{j}^{\mathrm{T}} A \boldsymbol{u}_{k}=\tilde{\boldsymbol{v}}_{j+1}^{\mathrm{T}} \boldsymbol{u}_{k}$ and, by using the first statement of Theorem 6, we obtain

$$
\begin{aligned}
\left(\left(\tilde{\boldsymbol{v}}_{0}, A \boldsymbol{u}_{k}\right), \ldots,\left(\tilde{\boldsymbol{v}}_{k}, A \boldsymbol{u}_{k}\right)\right) & =\left(\left(\tilde{\boldsymbol{v}}_{1}, \boldsymbol{u}_{k}\right), \ldots,\left(\tilde{\boldsymbol{v}}_{k-1}, \boldsymbol{u}_{k}\right),\left(\tilde{\boldsymbol{v}}_{k}, \boldsymbol{u}_{k}\right),\left(\tilde{\boldsymbol{v}}_{k+1}, \boldsymbol{u}_{k}\right)\right) \\
& =\left(0, \ldots, 0,\left(\tilde{\boldsymbol{v}}_{k}, \boldsymbol{u}_{k}\right),\left(\tilde{\boldsymbol{v}}_{k+1}, \boldsymbol{u}_{k}\right)\right)
\end{aligned}
$$

Since the matrix $\tilde{V}_{k+1}^{\mathrm{T}} U_{k+1}$ is lower triangular, we deduce that $\boldsymbol{d}_{k}=\left(0, \ldots, 0, \gamma_{k+1}, \alpha_{k+1}\right)^{\mathrm{T}}$, where

$$
\left(\begin{array}{cc}
\left(\tilde{\boldsymbol{v}}_{k-1}, \boldsymbol{u}_{k-1}\right) & 0 \\
\left(\tilde{\boldsymbol{v}}_{k}, \boldsymbol{u}_{k-1}\right) & \left(\tilde{\boldsymbol{v}}_{k}, \boldsymbol{u}_{k}\right)
\end{array}\right)\binom{\gamma_{k+1}}{\alpha_{k+1}}=\binom{\left(\tilde{\boldsymbol{v}}_{k-1}, A \boldsymbol{u}_{k}\right)}{\left(\tilde{\boldsymbol{v}}_{k}, A \boldsymbol{u}_{k}\right)} .
$$

Using these relations, we can compute recursively the vector $\boldsymbol{u}_{k}$ by

$$
\begin{equation*}
\boldsymbol{u}_{k+1}=A \boldsymbol{u}_{k}-\alpha_{k+1} \boldsymbol{u}_{k}-\gamma_{k+1} \boldsymbol{u}_{k-1}, \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{k+1}=\frac{\left(\tilde{\boldsymbol{v}}_{k}, \boldsymbol{u}_{k}\right)}{\left(\tilde{v}_{k-1}, \boldsymbol{u}_{k-1}\right)} \quad \text { and } \quad \alpha_{k+1}=\frac{\left(\tilde{\boldsymbol{v}}_{k}, A \boldsymbol{u}_{k}-\gamma_{k+1} \boldsymbol{u}_{k-1}\right)}{\left(\tilde{\boldsymbol{v}}_{k}, \boldsymbol{u}_{k}\right)} \tag{13}
\end{equation*}
$$

Now, since $\boldsymbol{x}_{k+1}$ cannot be computed directly from (9), we write $\boldsymbol{u}_{k}$ as $\boldsymbol{u}_{k}=A \boldsymbol{z}_{k}$, with $\boldsymbol{z}_{0}=\boldsymbol{r}_{0}$. Since the matrix $A$ is nonsingular, then from statement 1 of Theorem 6 we have $\operatorname{span}\left(\boldsymbol{z}_{0}, \ldots, \boldsymbol{z}_{k-1}\right)=K_{k}\left(A, \boldsymbol{r}_{0}\right)$ and from (8)

$$
\boldsymbol{z}_{k}=\left|\begin{array}{cccc}
\boldsymbol{w}_{k} & \boldsymbol{w}_{0} & \cdots & \boldsymbol{w}_{k-1}  \tag{14}\\
\left(\tilde{\boldsymbol{v}}_{0}, \boldsymbol{w}_{k+1}\right) & \left(\tilde{\boldsymbol{v}}_{0}, \boldsymbol{w}_{1}\right) & \cdots & \left(\tilde{\boldsymbol{v}}_{0}, \boldsymbol{w}_{k}\right) \\
\vdots & \vdots & & \vdots \\
\left(\tilde{\boldsymbol{v}}_{k-1}, \boldsymbol{w}_{k+1}\right) & \left(\tilde{\boldsymbol{v}}_{k-1}, \boldsymbol{w}_{1}\right) & \cdots & \left(\tilde{\boldsymbol{v}}_{k-1}, \boldsymbol{w}_{k}\right)
\end{array}\right| / \operatorname{det}\left(\tilde{V}_{k}^{\mathrm{T}} W_{k}\right) .
$$

From (12) we immediately obtain that

$$
z_{k+1}=A z_{k}-\alpha_{k+1} z_{k}-\gamma_{k+1} z_{k-1}
$$

and since $\tilde{\boldsymbol{v}}_{k+1}=A^{T} \tilde{\boldsymbol{v}}_{k}$, the expression for $\alpha_{k+1}$ simplify. Gathering together all these formulas, we finally obtain the following algorithm [12].

Choose $\boldsymbol{x}_{0}$ and $\tilde{\boldsymbol{r}}_{0}$
Set $\boldsymbol{r}_{0}=\boldsymbol{b}-A \boldsymbol{x}_{0}, \tilde{\boldsymbol{v}}_{0}=\tilde{\boldsymbol{r}}_{0}, \boldsymbol{z}_{0}=\boldsymbol{r}_{0}, \boldsymbol{z}_{-1}=0, \gamma_{1}=0$
For $k=0,1,2, \ldots$ until convergence do

$$
\begin{aligned}
\beta_{k+1} & =\frac{\left(\tilde{\boldsymbol{v}}_{k}, \boldsymbol{r}_{k}\right)}{\left(\tilde{\boldsymbol{v}}_{k}, A \boldsymbol{z}_{k}\right)} \\
\boldsymbol{r}_{k+1} & =\boldsymbol{r}_{k}-\beta_{k+1} A \boldsymbol{z}_{k} \\
\boldsymbol{x}_{k+1} & =\boldsymbol{x}_{k}+\beta_{k+1} \boldsymbol{z}_{k} \\
\tilde{\boldsymbol{v}}_{k+1} & =A^{\mathrm{T}} \tilde{\boldsymbol{v}}_{k}
\end{aligned}
$$

$$
\text { If } k \neq 0 \text { then } \gamma_{k+1}=\frac{\left(\tilde{\boldsymbol{v}}_{k}, A z_{k}\right)}{\left(\tilde{\boldsymbol{v}}_{k-1}, A z_{k-1}\right)}
$$

$$
\alpha_{k+1}=\frac{\left(\tilde{\boldsymbol{v}}_{k+1}, A z_{k}-\gamma_{k+1} z_{k-1}\right)}{\left(\tilde{\boldsymbol{v}}_{k}, A z_{k}\right)}
$$

$$
\boldsymbol{z}_{k+1}=A \boldsymbol{z}_{k}-\alpha_{k+1} \boldsymbol{z}_{k}-\gamma_{k+1} \boldsymbol{z}_{k-1}
$$

end for
This algorithm is mathematically equivalent to the Lanczos/Orthodir algorithm given in [33,26] (also called BIODIR in [21]). Let us now show how to obtain the usual Lanczos/Orthodir algorithm.

From (10) we have

$$
\beta_{k+1}=\frac{\left(\tilde{\boldsymbol{v}}_{k}, P_{k} \boldsymbol{r}_{0}\right)}{\left(\tilde{\boldsymbol{v}}_{k}, \boldsymbol{u}_{k}\right)}=\frac{\left(P_{k}^{\mathrm{T}} \tilde{\boldsymbol{v}}_{k}, P_{k} \boldsymbol{r}_{0}\right)}{\left(P_{k}^{\mathrm{T}} \tilde{\boldsymbol{v}}_{k}, \boldsymbol{u}_{k}\right)}
$$

Thus, if we set $\tilde{\boldsymbol{u}}_{k}=P_{k}^{\mathrm{T}} \tilde{\boldsymbol{v}}_{k}$ and $\tilde{\boldsymbol{u}}_{0}=\tilde{\boldsymbol{r}}_{0}$, we obtain

$$
\begin{equation*}
\beta_{k+1}=\frac{\left(\tilde{\boldsymbol{u}}_{k}, \boldsymbol{r}_{k}\right)}{\left(\tilde{\boldsymbol{u}}_{k}, \boldsymbol{u}_{k}\right)} \tag{15}
\end{equation*}
$$

We will now consider some fundamental properties of the projectors $P_{k}$ and of the vectors $\tilde{\boldsymbol{u}}_{k}$. Some of these properties are only needed in the proofs of statements 6 and 7 which are used in the sequel. We set $\tilde{U}_{k}=\left[\tilde{\boldsymbol{u}}_{0}, \ldots, \tilde{\boldsymbol{u}}_{k-1}\right]$. We have the following results.

Theorem 7. If $H_{j}^{(1)} \neq 0$ for $j=1, \ldots, k$, then

1. $P_{i} P_{j}=P_{j} P_{i}=P_{j}, \forall i \leqslant j \leqslant k$.
2. $P_{k} W_{k}=0$.
3. $P_{k}=I-\sum_{j=0}^{k-1} \boldsymbol{u}_{j} \tilde{\boldsymbol{u}}_{j}^{\mathrm{T}} /\left(\tilde{\boldsymbol{u}}_{j}, \boldsymbol{u}_{j}\right)$.
4. $\left(\tilde{\boldsymbol{u}}_{k}, \boldsymbol{w}_{j}\right)=\left(\tilde{\boldsymbol{u}}_{k}, \boldsymbol{u}_{j-1}\right)=0$ for $j=1, \ldots, k$.
5. $\operatorname{span}\left(\tilde{\boldsymbol{u}}_{0}, \ldots, \tilde{\boldsymbol{u}}_{k-1}\right)=K_{k}\left(A^{\mathrm{T}}, \tilde{\boldsymbol{r}}_{0}\right)$.
6. The vector $\tilde{\boldsymbol{u}}_{k}$ can be written as

$$
\tilde{\boldsymbol{u}}_{k}=A^{\mathrm{T}} \tilde{\boldsymbol{u}}_{k-1}-\tilde{U}_{k}\left(U_{k}^{\mathrm{T}} \tilde{U}_{k}\right)^{-1} U_{k}^{\mathrm{T}} A^{\mathrm{T}} \tilde{\boldsymbol{u}}_{k-1}
$$

7. The matrix $\tilde{U}_{k}^{\mathrm{T}} U_{k}$ is a diagonal matrix whose ith diagonal element is $\rho_{i}$.
8. $\left(\tilde{\boldsymbol{u}}_{j}, A \boldsymbol{u}_{k}\right)=0$ for $j=0, \ldots, k-2$.
9. $\tilde{\boldsymbol{u}}_{k}=0$ if and only if $\tilde{\boldsymbol{v}}_{k+1} \in K_{k}\left(A^{\mathrm{T}}, \tilde{\boldsymbol{r}}_{0}\right)$.

Proof. 1-3 are obvious.
4. By definition we have $\tilde{\boldsymbol{u}}_{k}=P_{k}^{\mathrm{T}} \tilde{\boldsymbol{v}}_{k}$ and, as $P_{k-1} W_{k-1}=0$, it follows that $P_{k-1} \boldsymbol{w}_{j}=0$ for $j=1, \ldots, k-1$ and

$$
\left(\tilde{\boldsymbol{u}}_{k}, \boldsymbol{w}_{j}\right)=\left(P_{k}^{\mathrm{T}} \tilde{\boldsymbol{v}}_{k}, \boldsymbol{w}_{j}\right)=\left(\tilde{\boldsymbol{v}}_{k}, P_{k} \boldsymbol{w}_{j}\right)=0 \quad \text { for } j=1, \ldots, k .
$$

Moreover, from statement 1 , we have

$$
\left(\tilde{\boldsymbol{v}}_{k}, P_{k} \boldsymbol{w}_{j}\right)=\left(\tilde{\boldsymbol{v}}_{k}, P_{k} P_{j-1} \boldsymbol{w}_{j}\right)=\left(P_{k}^{\mathrm{T}} \tilde{\boldsymbol{v}}_{k}, \boldsymbol{u}_{j-1}\right)=\left(\tilde{\boldsymbol{u}}_{k}, \boldsymbol{u}_{j-1}\right) .
$$

5. By transposing (5), we get $P_{k}^{\mathrm{T}}=I-\tilde{V}_{k}\left(W_{k}^{\mathrm{T}} \tilde{V}_{k}\right)^{-1} W_{k}^{\mathrm{T}}$. It follows that

$$
\tilde{\boldsymbol{u}}_{k}=\tilde{\boldsymbol{v}}_{k}-\tilde{V}_{k}\left(W_{k}^{\mathrm{T}} \tilde{V}_{k}\right)^{-1} W_{k}^{\mathrm{T}} \tilde{\boldsymbol{v}}_{k} .
$$

From the last relation, we deduce that $\tilde{\boldsymbol{u}}_{k-1} \in \operatorname{span}\left(\tilde{\boldsymbol{v}}_{0}, \ldots, \tilde{\boldsymbol{v}}_{k-1}\right)$. Hence $\operatorname{span}\left(\tilde{\boldsymbol{u}}_{0}, \ldots, \tilde{\boldsymbol{u}}_{k-1}\right) \subseteq$ $\operatorname{span}\left(\tilde{\boldsymbol{v}}_{0}, \ldots, \tilde{\boldsymbol{v}}_{k-1}\right)$.

Now, assume that $\sum_{i=0}^{k-1} \alpha_{i} \tilde{\boldsymbol{u}}_{i}=0$, then

$$
\sum_{i=0}^{k-1} \alpha_{i}\left(\tilde{\boldsymbol{u}}_{i}, \boldsymbol{w}_{j}\right)=0 \quad \text { for } j=1, \ldots, k
$$

But the matrix of this system is a lower triangular. Its determinant is the product, for $i=0$ to $k-1$, of $\left(\tilde{\boldsymbol{u}}_{i}, \boldsymbol{w}_{i+1}\right)$. But $\left(\tilde{\boldsymbol{u}}_{i}, \boldsymbol{w}_{i+1}\right)=\left(\tilde{\boldsymbol{v}}_{i}, \boldsymbol{u}_{i}\right)=\rho_{i}$, which is different from zero as seen in the proof of Theorem

6, item 2. Thus, this matrix is nonsingular and $\operatorname{span}\left(\tilde{\boldsymbol{u}}_{0}, \ldots, \tilde{\boldsymbol{u}}_{k-1}\right)$ has dimension $k$ and so it must be identical to $\operatorname{span}\left(\tilde{\boldsymbol{v}}_{0}, \ldots, \tilde{\boldsymbol{v}}_{k-1}\right)$.
6. The proof is similar to that of item 3 of Theorem 6.
7. We have $\left(\tilde{\boldsymbol{u}}_{i}, \boldsymbol{u}_{j}\right)=\left(P_{i}^{\mathrm{T}} \tilde{\boldsymbol{v}}_{i}, P_{j} \boldsymbol{w}_{j+1}\right)$. Consequently,

$$
\left(\tilde{\boldsymbol{u}}_{i}, \boldsymbol{u}_{j}\right)= \begin{cases}\left(\tilde{\boldsymbol{v}}_{i}, P_{j} \boldsymbol{w}_{j+1}\right)=\left(\tilde{\boldsymbol{v}}_{i}, \boldsymbol{u}_{j}\right) & \text { if } i<j \leqslant k, \\ \left(\tilde{\boldsymbol{v}}_{i}, P_{i} \boldsymbol{w}_{j+1}\right)=\left(\tilde{\boldsymbol{u}}_{i}, \boldsymbol{w}_{j+1}\right) & \text { if } j<i \leqslant k .\end{cases}
$$

Then, since $\left(\tilde{\boldsymbol{u}}_{i}, \boldsymbol{u}_{i}\right)=\rho_{i} \neq 0$ and using the first part of Theorem 6 and part 4 of this theorem we get the result.
8. We already show that $A \boldsymbol{u}_{k}=\boldsymbol{u}_{k+1}+\alpha_{k+1} \boldsymbol{u}_{k}+\gamma_{k+1} \boldsymbol{u}_{k-1}$. Consequently, from the preceding statement, we get $\left(\tilde{\boldsymbol{u}}_{i}, A \boldsymbol{u}_{k}\right)=\left(\tilde{\boldsymbol{u}}_{i}, \boldsymbol{u}_{k+1}\right)+\alpha_{k+1}\left(\tilde{\boldsymbol{u}}_{i}, \boldsymbol{u}_{k}\right)+\gamma_{k+1}\left(\tilde{\boldsymbol{u}}_{i}, \boldsymbol{u}_{k-1}\right)=0$ for $i=0, \ldots, k-2$.
9. The proof is similar to that of the last part of Theorem 6.

The linear system (11) can be written as

$$
\begin{equation*}
\left(\tilde{U}_{k+1}^{\mathrm{T}} U_{k+1}\right) \boldsymbol{d}_{k}=\tilde{U}_{k+1}^{\mathrm{T}} A \boldsymbol{u}_{k} . \tag{16}
\end{equation*}
$$

The matrix ( $\tilde{U}_{k+1}^{\mathrm{T}} U_{k+1}$ ) is diagonal and from statement 8 of Theorem 7 , we can see that only the last two components of the right-hand side of system (16) are nonzero. Consequently, $\gamma_{k+1}$ and $\alpha_{k+1}$ are given by

$$
\begin{equation*}
\gamma_{k+1}=\frac{\left(\tilde{\boldsymbol{u}}_{k}, \boldsymbol{u}_{k}\right)}{\left(\tilde{\boldsymbol{u}}_{k-1}, \boldsymbol{u}_{k-1}\right)}, \quad \alpha_{k+1}=\frac{\left(A^{\mathrm{T}} \tilde{\boldsymbol{u}}_{k}, \boldsymbol{u}_{k}\right)}{\left(\tilde{\boldsymbol{u}}_{k}, \boldsymbol{u}_{k}\right)} \tag{17}
\end{equation*}
$$

The vectors $\tilde{\boldsymbol{u}}_{k}$ can be recursively computed as the vectors $\boldsymbol{u}_{k}$ but with $A^{\mathrm{T}}$ instead of $A$. These formulas define the algorithm known under the names Lanczos/Orthodir [33,26] and BIODIR [21]. It is as follows.

## Lanczos/Orthodir algorithm

Choose $\boldsymbol{x}_{0}$ and $\tilde{\boldsymbol{r}}_{0}$
Set $\boldsymbol{r}_{0}=\boldsymbol{b}-A \boldsymbol{x}_{0}, \boldsymbol{z}_{0}=\boldsymbol{r}_{0}, \boldsymbol{z}_{-1}=0, \quad \tilde{\boldsymbol{u}}_{-1}=0, \quad \tilde{\boldsymbol{u}}_{0}=\tilde{\boldsymbol{r}}_{0}, \quad \gamma_{1}=0$
For $k=0,1,2, \ldots$ until convergence do

$$
\begin{aligned}
& \beta_{k+1}=\frac{\left(\tilde{\boldsymbol{u}}_{k}, \boldsymbol{r}_{k}\right)}{\left(\tilde{\boldsymbol{u}}_{k}, A \boldsymbol{z}_{k}\right)} \\
& \boldsymbol{r}_{k+1}=\boldsymbol{r}_{k}-\beta_{k+1} A \boldsymbol{z}_{k} \\
& \boldsymbol{x}_{k+1}=\boldsymbol{x}_{k}+\beta_{k+1} \boldsymbol{z}_{k} \\
& \text { If } k \neq 0 \text { then } \gamma_{k+1}=\frac{\left(\tilde{\boldsymbol{u}}_{k}, A \boldsymbol{z}_{k}\right)}{\left(\tilde{\boldsymbol{u}}_{k-1}, A \boldsymbol{z}_{k-1}\right)} \\
& \alpha_{k+1}=\frac{\left(A^{\mathrm{T}} \tilde{\boldsymbol{u}}_{k}, A \boldsymbol{z}_{k}\right)}{\left(\tilde{\boldsymbol{u}}_{k}, A \boldsymbol{z}_{k}\right)} \\
& \boldsymbol{z}_{k+1}=A \boldsymbol{z}_{k}-\alpha_{k+1} \boldsymbol{z}_{k}-\gamma_{k+1} \boldsymbol{z}_{k-1} \\
& \tilde{\boldsymbol{u}}_{k+1}=A^{\mathrm{T}} \tilde{\boldsymbol{u}}_{k}-\alpha_{k+1} \tilde{\boldsymbol{u}}_{k}-\gamma_{k+1} \tilde{\boldsymbol{u}}_{k-1}
\end{aligned}
$$

end for

This algorithm is defined (that is $\boldsymbol{x}_{k}$ exists) only if $H_{k}^{(1)} \neq 0, \forall k$. If this is not the case, it is possible to jump over the nonexisting iterates and to use only those which exist. We have now to show how to jump directly from $\boldsymbol{x}_{k}$ to $\boldsymbol{x}_{k+m}$ when $H_{k}^{(1)} \neq 0, H_{k+i}^{(1)}=0, i=1, \ldots, m-1$ and $H_{k+m}^{(1)} \neq 0$.

### 3.2. Look-ahead strategy

Let us assume that some of the Hankel determinants $H_{k}^{(1)}$ are equal to zero. Then, due to a division by zero, a breakdown occurs in the two preceding algorithms and the corresponding iterates $\boldsymbol{x}_{k}$ do not exist. It is possible to avoid such breakdowns by computing only the existing iterates. Two successive existing iterates will be denoted by $\boldsymbol{x}_{n_{k}}$ and $\boldsymbol{x}_{n_{k+1}}$, where $n_{k}$ is the dimension of the corresponding Krylov subspace, $n_{k+1}=n_{k}+m_{k}$, and where $m_{k}$ denotes the length of the jump between the dimensions of the two Krylov subspaces.

### 3.2.1. Determination of the length of the jump

If the matrix $\tilde{V}_{n_{k}}^{\mathrm{T}} W_{n_{k}}$ is nonsingular, that is $H_{n_{k}}^{(1)} \neq 0$, then $\boldsymbol{u}_{n_{k}}$ exists and we have

$$
\begin{equation*}
\boldsymbol{u}_{n_{k}}=\boldsymbol{w}_{n_{k}+1}-W_{n_{k}} W_{n_{k}}^{\mathrm{L}} \boldsymbol{w}_{n_{k}+1}, \quad \boldsymbol{u}_{n_{0}}=A \boldsymbol{r}_{0} \text { with } n_{0}=0 \tag{18}
\end{equation*}
$$

Thus, from statement 1 of Theorem 6, $\tilde{V}_{n_{k}}^{\mathrm{T}} \boldsymbol{u}_{n_{k}}=0$, which can be written, by setting $\boldsymbol{u}_{n_{k}}=A \boldsymbol{z}_{n_{k}}$, as

$$
\begin{equation*}
\left(\tilde{\boldsymbol{v}}_{i}, A \boldsymbol{z}_{n_{k}}\right)=0 \quad \text { for } i=0, \ldots, n_{k}-1 \tag{19}
\end{equation*}
$$

We will now discuss how to determine the length $m_{k}$ of the jump. We assume that $H_{n_{k}+i}^{(1)}=0$ for $i=1, \ldots, m_{k}-1$ and that it is different from zero for $i=0$ and $i=m_{k}$. Applying Schur's determinantal formula to $H_{n_{k}+1}^{(1)}$ (see Remark 4), we see that

$$
H_{n_{k}+1}^{(1)} / H_{n_{k}}^{(1)}=\left(\tilde{\boldsymbol{v}}_{n_{k}}, A \boldsymbol{z}_{n_{k}}\right)
$$

Hence $H_{n_{k}+1}^{(1)}=0$ if and only if $\left(\tilde{\boldsymbol{v}}_{n_{k}}, A \boldsymbol{z}_{n_{k}}\right)=0$. More generally we have the following result.
Theorem 8. If $H_{n_{k}+j}^{(1)}=0$ for $j=1, \ldots, i-1$, then $H_{n_{k}+i}^{(1)}=0$ if and only if $\left(\tilde{\boldsymbol{v}}_{n_{k}}, A^{i} \boldsymbol{z}_{n_{k}}\right)=0$.
Let us first remark that, if we assume that $H_{n_{j}}^{(1)} \neq 0$ for $j=0, \ldots, k$, then only the vectors $\boldsymbol{z}_{n_{0}}, \ldots, \boldsymbol{z}_{n_{k}}$ are defined. To obtain a basis of $K_{n_{k}+i}\left(A, \boldsymbol{r}_{0}\right)$, some auxiliary vectors are needed. The natural choice is to take $\boldsymbol{z}_{n_{j}, i}=A^{i} \boldsymbol{z}_{n_{j}}, i \geqslant 0$. These vectors are called the inner vectors.

Since $H_{n_{k}+i}^{(1)}=\operatorname{det}\left(\tilde{V}_{n_{k}+i}^{\mathrm{T}} W_{n_{k}+i}\right)$, it is easy to verify that

1. $\operatorname{span}\left(\boldsymbol{z}_{n_{0}}, \boldsymbol{z}_{n_{0}, 1}, \ldots, \boldsymbol{z}_{n_{0}, m_{0}-1}, \ldots, \boldsymbol{z}_{n_{k-1}}, \boldsymbol{z}_{n_{k-1}, 1}, \ldots, \boldsymbol{z}_{n_{k-1}, m_{k-1}-1}, \boldsymbol{z}_{n_{k}}, \boldsymbol{z}_{n_{k}, 1}, \ldots, \boldsymbol{z}_{n_{k}, i-1}\right)=K_{n_{k}+i}\left(A, \boldsymbol{r}_{0}\right)$.
2. $\operatorname{det}\left(\tilde{V}_{n_{k}+i}^{\mathrm{T}} W_{n_{k}+i}\right)=0$ if and only if $\operatorname{det}\left(\tilde{V}_{n_{k}+i}^{\mathrm{T}} A Z_{n_{k}+i}\right)=0$, where $Z_{n_{k}+i}$ is the matrix whose columns are $\boldsymbol{z}_{n_{0}}, \boldsymbol{z}_{n_{0}, 1}, \ldots, \boldsymbol{z}_{n_{0}, m_{0}-1}, \ldots, \boldsymbol{z}_{n_{k-1}}, \boldsymbol{z}_{n_{k-1}, 1}, \ldots, \boldsymbol{z}_{n_{k-1}, m_{k-1}-1}, \boldsymbol{z}_{n_{k}}, \boldsymbol{z}_{n_{k}, 1}, \ldots, \boldsymbol{z}_{n_{k}, i-1}$.
3. $\left|\operatorname{det}\left(\tilde{V}_{n_{k}+i}^{\mathrm{T}} A Z_{n_{k}+i}\right)\right|=\left|\operatorname{det}\left(\tilde{V}_{n_{k}}^{\mathrm{T}} A Z_{n_{k}}\right)\right|\left|\left(\tilde{\boldsymbol{v}}_{n_{k}}, A^{i} \boldsymbol{z}_{n_{k}}\right)\right|^{i}$.

Hence $m_{k}$ is such that

$$
\begin{equation*}
\left(\tilde{\boldsymbol{v}}_{n_{k}}, A^{i} \boldsymbol{z}_{n_{k}}\right)=0 \quad \text { for } i=1, \ldots, m_{k}-1 \text { and }\left(\tilde{\boldsymbol{v}}_{n_{k}}, A^{m_{k}} \boldsymbol{z}_{n_{k}}\right) \neq 0 \tag{20}
\end{equation*}
$$

### 3.2.2. Computation of the residual

We will now show how to deduce $\boldsymbol{x}_{n_{k+1}}$ and $\boldsymbol{r}_{n_{k+1}}$ from $\boldsymbol{x}_{n_{k}}, \boldsymbol{r}_{n_{k}}$ and $\boldsymbol{z}_{n_{k}}$. We have $\boldsymbol{r}_{n_{k+1}}=P_{n_{k+1}} \boldsymbol{r}_{0}$ and

$$
P_{n_{k+1}}=I-W_{n_{k+1}}\left(\tilde{V}_{n_{k+1}}^{\mathrm{T}} W_{n_{k+1}}\right)^{-1} \tilde{V}_{n_{k+1}}^{\mathrm{T}}=I-A Z_{n_{k+1}}\left(\tilde{V}_{n_{k+1}}^{\mathrm{T}} A Z_{n_{k+1}}\right)^{-1} \tilde{V}_{n_{k+1}}^{\mathrm{T}} .
$$

We have to consider a block version of (6). We write $\tilde{V}_{n_{k+1}}=\left[\tilde{V}_{n_{k}}, \tilde{V}_{n_{k}, m_{k}}\right]$ and $Z_{n_{k+1}}=\left[Z_{n_{k}}, Z_{n_{k}, m_{k}}\right]$, which means that the matrix $\tilde{V}_{n_{k}, m_{k}}$ is the matrix formed by the vectors to be added to $\tilde{V}_{n_{k}}$ to obtain $\tilde{V}_{n_{k+1}}$ and similarly for $Z_{n_{k}, m_{k}}$. We have

$$
\tilde{V}_{n_{k+1}}^{\mathrm{T}} A Z_{n_{k+1}}=\left(\begin{array}{cc}
\tilde{V}_{n_{k}}^{\mathrm{T}} A Z_{n_{k}} & \tilde{V}_{n_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}} \\
\tilde{V}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}} & \tilde{V}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}}
\end{array}\right) .
$$

On the other hand, $\tilde{V}_{n_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}}=0$. Then

$$
\tilde{V}_{n_{k+1}}^{\mathrm{T}} A Z_{n_{k+1}}=\left(\begin{array}{cc}
\tilde{V}_{n_{k}}^{\mathrm{T}} A Z_{n_{k}} & 0  \tag{21}\\
\tilde{V}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}} & \tilde{V}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}}
\end{array}\right) .
$$

Inverting the matrix $\tilde{V}_{n_{k+1}}^{\mathrm{T}} A Z_{n_{k+1}}$, we deduce

$$
P_{n_{k+1}}=P_{n_{k}}-A Z_{n_{k}, m_{k}}\left(\tilde{V}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}}\right)^{-1} \tilde{V}_{n_{k}, m_{k}}^{\mathrm{T}} P_{n_{k}} .
$$

Consequently,

$$
\boldsymbol{r}_{n_{k+1}}=\boldsymbol{r}_{n_{k}}-A Z_{n_{k}, m_{k}} \boldsymbol{\beta}_{n_{k+1}} \quad \text { and } \quad \boldsymbol{x}_{n_{k+1}}=\boldsymbol{x}_{n_{k}}+Z_{n_{k}, m_{k}} \boldsymbol{\beta}_{n_{k+1}},
$$

where the vector $\boldsymbol{\beta}_{n_{k+1}} \in \mathbb{R}^{m_{k}}$ is the solution of the linear system

$$
\left(\tilde{V}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}}\right) \boldsymbol{\beta}_{n_{k+1}}=\tilde{V}_{n_{k}, m_{k}}^{\mathrm{T}} \boldsymbol{r}_{n_{k}} .
$$

It is important to remark that the matrix of this system is an upper triangular Toeplitz matrix, since

### 3.2.3. Computation of the vectors $\boldsymbol{z}_{n_{k+1}}$

The two relations (18) and (19) determine $z_{n_{k+1}}$, which can also be defined as

$$
\begin{aligned}
& \boldsymbol{z}_{n_{k+1}}-\boldsymbol{w}_{n_{k+1}} \in K_{n_{k+1}}\left(A, \boldsymbol{r}_{0}\right), \\
& \tilde{V}_{n_{k+1}}^{\mathrm{T}} A \boldsymbol{z}_{n_{k+1}}=0 .
\end{aligned}
$$

This leads to

$$
\begin{aligned}
& \boldsymbol{z}_{n_{k+1}}-A^{m_{k}} \boldsymbol{z}_{n_{k}} \in K_{n_{k+1}}\left(A, \boldsymbol{r}_{0}\right) \\
& \tilde{V}_{n_{k+1}}^{\mathrm{T}} A \boldsymbol{z}_{n_{k+1}}=0
\end{aligned}
$$

It follows that

$$
\boldsymbol{z}_{n_{k+1}}=A^{m_{k}} \boldsymbol{z}_{n_{k}}-Z_{n_{k+1}}\left(\tilde{V}_{n_{k+1}}^{\mathrm{T}} A Z_{n_{k+1}}\right)^{-1} \tilde{V}_{n_{k+1}}^{\mathrm{T}} A^{m_{k}+1} \boldsymbol{z}_{n_{k}}
$$

From (19) and (20) we deduce that $\left(\tilde{\boldsymbol{v}}_{i}, A^{m_{k}+1} \boldsymbol{z}_{n_{k}}\right)=0$ for $i=0, \ldots, n_{k}-2$. Consequently,

$$
\tilde{V}_{n_{k+1}}^{\mathrm{T}} A^{m_{k}+1} \boldsymbol{z}_{n_{k}}=\left(0, \ldots, 0,\left(\tilde{\boldsymbol{v}}_{n_{k}}, A^{m_{k}} \boldsymbol{z}_{n_{k}}\right), \ldots,\left(\tilde{\boldsymbol{v}}_{n_{k}+m_{k}}, A^{m_{k}} \boldsymbol{z}_{n_{k}}\right)\right)^{\mathrm{T}}
$$

Let $\boldsymbol{d}_{n_{k+1}}$ be the solution of the linear system

$$
\left(\tilde{V}_{n_{k+1}}^{\mathrm{T}} A Z_{n_{k+1}}\right) \boldsymbol{d}_{n_{k+1}}=\left(0, \ldots, 0,\left(\tilde{\boldsymbol{v}}_{n_{k}}, A^{m_{k}} \boldsymbol{z}_{n_{k}}\right), \ldots,\left(\tilde{\boldsymbol{v}}_{n_{k}+m_{k}}, A^{m_{k}} \boldsymbol{z}_{n_{k}}\right)\right)^{\mathrm{T}}
$$

Then

$$
\boldsymbol{d}_{n_{k+1}}=\left(0, \ldots, 0, \gamma_{n_{k+1}}, 0, \ldots, 0, \boldsymbol{\alpha}_{n_{k+1}}\right)^{\mathrm{T}}
$$

where $\gamma_{n_{k+1}}$ is a scalar and $\boldsymbol{\alpha}_{n_{k+1}} \in \mathbb{R}^{m_{k}}$ is a vector. Thus

$$
\boldsymbol{z}_{n_{k+1}}=A^{m_{k}} \boldsymbol{z}_{n_{k}}-Z_{n_{k}, m_{k}} \boldsymbol{\alpha}_{n_{k+1}}-\gamma_{n_{k+1}} \boldsymbol{z}_{n_{k-1}} .
$$

From (21) we have

$$
\gamma_{n_{k+1}}=\frac{\left(\tilde{\boldsymbol{v}}_{n_{k}}, A^{m_{k}} \boldsymbol{z}_{n_{k}}\right)}{\left(\tilde{\boldsymbol{v}}_{n_{k-1}}, A^{m_{k-1}} \boldsymbol{z}_{n_{k-1}}\right)}
$$

and

$$
\left(\tilde{V}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}}\right) \boldsymbol{\alpha}_{n_{k+1}}=\tilde{V}_{n_{k}+1, m_{k}}^{\mathrm{T}}\left(A^{m_{k}} \boldsymbol{z}_{n_{k}}-\gamma_{n_{k+1}} \boldsymbol{z}_{n_{k-1}}\right)
$$

Gathering together all these formulas, we finally obtain the following algorithm called method of recursive zoom (MRZ) [8]

## MRZ algorithm

Choose $\boldsymbol{x}_{0}$ and $\tilde{\boldsymbol{r}}_{0}$
Set $n_{0}=0, \boldsymbol{r}_{n_{0}}=\boldsymbol{b}-A \boldsymbol{x}_{0}, \tilde{\boldsymbol{v}}_{n_{0}}=\tilde{\boldsymbol{r}}_{0}, \boldsymbol{z}_{n_{0}}=\boldsymbol{r}_{0}, \boldsymbol{z}_{n_{-1}}=0$
For $k=0,1,2, \ldots$ until convergence do
Find $m_{k}$ such that $\left(\tilde{\boldsymbol{v}}_{n_{k}}, A^{i} \boldsymbol{z}_{n_{k}}\right)=0$ for $i=1, \ldots, m_{k}-1$ and $\left(\tilde{\boldsymbol{v}}_{n_{k}}, A^{m_{k}} \boldsymbol{z}_{n_{k}}\right) \neq 0$

$$
n_{k+1}=n_{k}+m_{k}
$$

Solve $\left(\tilde{V}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}}\right) \boldsymbol{\beta}_{n_{k+1}}=\tilde{V}_{n_{k}, m_{k}}^{\mathrm{T}} \boldsymbol{r}_{n_{k}}$

$$
\boldsymbol{r}_{n_{k+1}}=\boldsymbol{r}_{n_{k}}-A Z_{n_{k}, m_{k}} \boldsymbol{\beta}_{n_{k+1}}
$$

$$
\boldsymbol{x}_{n_{k+1}}=\boldsymbol{x}_{n_{k}}+Z_{n_{k}, m_{k}} \boldsymbol{\beta}_{n_{k+1}}
$$

$$
\text { If } k \neq 0 \text { then } \gamma_{n_{k+1}}=\frac{\left(\tilde{\boldsymbol{v}}_{n_{k}}, A^{m_{k}} \boldsymbol{z}_{n_{k}}\right)}{\left(\tilde{\boldsymbol{v}}_{n_{k-1}}, A^{m_{k-1}} \boldsymbol{z}_{n_{k-1}}\right)} \text { else } \gamma_{n_{k+1}}=0
$$

Solve $\left(\tilde{V}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}}\right) \boldsymbol{\alpha}_{n_{k+1}}=\tilde{V}_{n_{k}+1, m_{k}}^{\mathrm{T}}\left(A^{m_{k}} \boldsymbol{z}_{n_{k}}-\gamma_{n_{k+1}} \boldsymbol{z}_{n_{k-1}}\right)$
$\boldsymbol{z}_{n_{k+1}}=A^{m_{k}} \boldsymbol{z}_{n_{k}}-Z_{n_{k}, m_{k}} \boldsymbol{\alpha}_{n_{k+1}}-\gamma_{n_{k+1}} \boldsymbol{z}_{n_{k-1}} \quad$ and $\quad \tilde{\boldsymbol{v}}_{n_{k+1}}=\left(A^{\mathrm{T}}\right)^{m_{k}} \tilde{\boldsymbol{v}}_{n_{k}}$
end for
Clearly, this algorithm is a generalization of the Lanczos/Orthodir algorithm. It cannot suffer from breakdown, except the incurable hard one which occurs when the matrix $\left(\tilde{V}_{m}^{\mathrm{T}} A Z_{m}\right)$ is singular, where
$m$ is the degree of the minimal polynomial of $A$ for $\boldsymbol{r}_{0}$. The pseudo-code of this algorithm and the corresponding subroutine are given in [6,7].

This algorithm may be unstable due to the powers of $A^{\mathrm{T}}$. This drawback will be avoided in the MRZ-Stab algorithm which generalizes the BIODIR algorithm and will now be presented. The derivation of the formulas will not be given in details.

Let us set $\tilde{\boldsymbol{u}}_{n_{j}}=P_{n_{j}}^{\mathrm{T}} \tilde{\boldsymbol{v}}_{n_{j}}$ with $\tilde{\boldsymbol{u}}_{n_{0}}=\tilde{\boldsymbol{r}}_{0}$, and $\tilde{\boldsymbol{u}}_{n, i}=A^{\mathrm{T}} \tilde{\boldsymbol{u}}_{n j}, i \geqslant 0$. Then it is easy to show that

1. $\operatorname{span}\left(\tilde{\boldsymbol{u}}_{n_{0}}, \tilde{\boldsymbol{u}}_{n_{0}, 1} \ldots, \tilde{\boldsymbol{u}}_{n_{0}, m_{0}-1}, \ldots, \tilde{\boldsymbol{u}}_{n_{k-1}}, \tilde{\boldsymbol{u}}_{n_{k-1}, 1}, \ldots, \tilde{\boldsymbol{u}}_{n_{k-1}, m_{k-1}-1}, \tilde{\boldsymbol{u}}_{n_{k}}, \tilde{\boldsymbol{u}}_{n_{k} 1}, \ldots, \tilde{\boldsymbol{u}}_{n_{k}, i-1}\right)=K_{n_{k}+i}\left(A^{\mathrm{T}}, \tilde{\boldsymbol{r}}_{0}\right)$.
2. $\operatorname{det}\left(\tilde{V}_{n_{k}+i}^{\mathrm{T}} W_{n_{k}+i}\right)=0$ if and only if $\operatorname{det}\left(\tilde{U}_{n_{k}+i}^{\mathrm{T}} A Z_{n_{k}+i}\right)=0$, where $\tilde{U}_{n_{k}+i}$ is the matrix whose columns are $\tilde{\boldsymbol{u}}_{n 0}, \tilde{\boldsymbol{u}}_{n_{0}, 1} \ldots, \tilde{\boldsymbol{u}}_{n 0, m_{0}-1}, \ldots, \tilde{\boldsymbol{u}}_{n_{k-1}}, \tilde{\boldsymbol{u}}_{n_{k-1}, 1}, \ldots, \tilde{\boldsymbol{u}}_{n_{k-1}, m_{k-1}-1}, \tilde{\boldsymbol{u}}_{n_{k}}, \tilde{\boldsymbol{u}}_{n_{k}, 1}, \ldots, \tilde{\boldsymbol{u}}_{n_{k}, i-1}$.
3. $P_{n_{k+1}}=P_{n_{k}}-A Z_{n_{k}, m_{k}}\left(\tilde{U}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}}\right)^{-1} \tilde{U}_{n_{k}, m_{k}}^{\mathrm{T}} P_{n_{k}}$ where the matrices $\tilde{U}_{n_{k}, m_{k}}$ are defined similarly to the matrices $\tilde{V}_{n_{k}, m_{k}}$ and $Z_{n_{k}, m_{k}}$.
4. The matrix ( $\tilde{U}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}}$ ) is an upper triangular Toeplitz matrix

We obtain the following algorithm called (MRZ)-Stab [10,11].

## MRZ-Stab algorithm

Choose $\boldsymbol{x}_{0}$ and $\tilde{\boldsymbol{r}}_{0}$
Set $n_{0}=0, \boldsymbol{r}_{n 0}=\boldsymbol{b}-A \boldsymbol{x}_{0}, \boldsymbol{z}_{n_{0}}=\boldsymbol{r}_{0}, \tilde{\boldsymbol{u}}_{n-1}=0, \tilde{\boldsymbol{u}}_{0}=\tilde{\boldsymbol{r}}_{0}, \boldsymbol{z}_{n-1}=0$
For $k=0,1,2, \ldots$ until convergence do
Find $m_{k}$ such that $\left(\tilde{\boldsymbol{u}}_{n_{k}}, A^{i} \boldsymbol{z}_{n_{k}}\right)=0$ for $i=1, \ldots, m_{k}-1$ and $\left(\tilde{\boldsymbol{u}}_{n_{k}}, A^{m_{k}} \boldsymbol{z}_{n_{k}}\right) \neq 0$

$$
n_{k+1}=n_{k}+m_{k}
$$

Solve $\left(\tilde{U}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}}\right) \boldsymbol{\beta}_{n_{k+1}}=\tilde{U}_{n_{k}, m_{k}}^{\mathrm{T}} \boldsymbol{r}_{n_{k}}$

$$
\boldsymbol{r}_{n_{k+1}}=\boldsymbol{r}_{n_{k}}-A Z_{n_{k}, m_{k}} \boldsymbol{\beta}_{n_{k+1}}
$$

$$
\boldsymbol{x}_{n_{k+1}}=\boldsymbol{x}_{n_{k}}+Z_{n_{k}, m_{k}} \boldsymbol{\beta}_{n_{k+1}}
$$

If $k \neq 0$ then $\gamma_{n_{k+1}}=\frac{\left(\tilde{\boldsymbol{u}}_{k}, A^{m_{k}} z_{n_{k}}\right)}{\left(\tilde{\boldsymbol{u}}_{n_{k-1}}, A^{m_{k-1}} z_{n_{k-1}}\right)}$ else $\gamma_{n_{k+1}}=0$
Solve $\left(\tilde{U}_{n_{k}, m_{k}}^{\mathrm{T}} A Z_{n_{k}, m_{k}}\right) \boldsymbol{\alpha}_{n_{k+1}}=\tilde{U}_{n_{k}, m_{k}}^{\mathrm{T}}\left(A^{m_{k}+1} \boldsymbol{z}_{n_{k}}\right)$
$z_{n_{k+1}}=A^{m_{k}} z_{n_{k}}-Z_{n_{k}, m_{k}} \boldsymbol{\alpha}_{n_{k+1}}-\gamma_{n_{k+1}} z_{n_{k-1}}$
$\tilde{\boldsymbol{u}}_{n_{k+1}}=A^{m_{k}} \tilde{\boldsymbol{u}}_{n_{k}}-\tilde{U}_{n_{k}, m_{k}} \boldsymbol{\alpha}_{\boldsymbol{\alpha}_{k+1}}-\gamma_{n_{k+1}} \tilde{\boldsymbol{u}}_{n_{k-1}}$
end for

## 4. Polynomial approach

In this section, we will consider the same algorithms as in the preceding section, but we will now derive them from the formal orthogonal polynomial approach. Again, the regular and the nonregular cases will be treated. We will not develop this approach in much details since our aim is only to show that this polynomial approach is much simpler than the matrix one. The interested reader will find more details in the literature given at the end of the paper.

### 4.1. Regular case

If we set

$$
p_{k}(\xi)=1+a_{1}^{(k)} \xi+\cdots+a_{k}^{(k)} \xi^{k}=1+\xi q_{k-1}(\xi) \boldsymbol{r}_{0}
$$

then, from (2), we have

$$
\boldsymbol{r}_{k}=p_{k}(A) \boldsymbol{r}_{0}
$$

and

$$
\boldsymbol{x}_{k}=\boldsymbol{x}_{0}-q_{k-1}(A) \boldsymbol{r}_{0}
$$

Moreover, if we define the linear functional $c$ on the space of polynomials by

$$
\begin{equation*}
c\left(\xi^{i}\right)=\left(\tilde{\boldsymbol{r}}_{0}, A^{i} \boldsymbol{r}_{0}\right)=\left(\tilde{\boldsymbol{r}}_{0}, \boldsymbol{w}_{i}\right)=c_{i}, \quad i=0,1, \ldots \tag{22}
\end{equation*}
$$

then

$$
c\left(v_{i}(\xi) p_{k}(\xi)\right)=0, \quad i=0, \ldots, k-1
$$

where $\forall i, v_{i}$ is an arbitrary polynomial of exact degree $i$.
These relations show that $p_{k}$ is the polynomial of degree at most $k$ belonging to the family of formal orthogonal polynomials (FOP) with respect to $c$ [3]. This polynomial is defined apart from a multiplying factor which is chosen, in our case, such that $p_{k}(0)=1$. With this normalization, the polynomial $p_{k}$ can be written as a ratio of determinants

$$
p_{k}(\xi)=\left|\begin{array}{cccc}
1 & \xi & \cdots & \xi^{k} \\
c_{0} & c_{1} & \cdots & c_{k} \\
\vdots & \vdots & & \vdots \\
c_{k-1} & c_{k} & \cdots & c_{2 k-1}
\end{array}\right| /\left|\begin{array}{cccc}
c_{1} & c_{2} & \cdots & c_{k} \\
c_{2} & c_{3} & \cdots & c_{k+1} \\
\vdots & \vdots & & \vdots \\
c_{k} & c_{k+1} & \cdots & c_{2 k-1}
\end{array}\right| .
$$

Then we have

$$
\boldsymbol{r}_{k}=\left|\begin{array}{cccc}
\boldsymbol{r}_{0} & A \boldsymbol{r}_{0} & \cdots & A^{k} \boldsymbol{r}_{0} \\
c_{0} & c_{1} & \cdots & c_{k} \\
\vdots & \vdots & & \vdots \\
c_{k-1} & c_{k} & \cdots & c_{2 k-1}
\end{array}\right| /\left|\begin{array}{cccc}
c_{1} & c_{2} & \cdots & c_{k} \\
c_{2} & c_{3} & \cdots & c_{k+1} \\
\vdots & \vdots & & \vdots \\
c_{k} & c_{k+1} & \cdots & c_{2 k-1}
\end{array}\right|
$$

which correspond exactly to the ratio of determinants given in Remark 5, and

$$
\boldsymbol{x}_{k}-\boldsymbol{x}_{0}=\left|\begin{array}{cccc}
0 & \boldsymbol{r}_{0} & \cdots & A^{k-1} \boldsymbol{r}_{0} \\
c_{0} & c_{1} & \cdots & c_{k} \\
\vdots & \vdots & & \vdots \\
c_{k-1} & c_{k} & \cdots & c_{2 k-1}
\end{array}\right| /\left|\begin{array}{cccc}
c_{1} & c_{2} & \cdots & c_{k} \\
c_{2} & c_{3} & \cdots & c_{k+1} \\
\vdots & \vdots & & \vdots \\
c_{k} & c_{k+1} & \cdots & c_{2 k-1}
\end{array}\right| .
$$

Since the determinants in the denominators of $p_{k}, \boldsymbol{r}_{k}$ and $\boldsymbol{x}_{k}-\boldsymbol{x}_{0}$ are in fact the preceding Hankel determinant $H_{k}^{(1)}, p_{k}$ exists and is unique if and only if this determinant is different from zero and the existence of the polynomial $p_{k}$ guarantees the existence and the uniqueness of $\boldsymbol{r}_{k}$ and $\boldsymbol{x}_{k}$.

Let us now consider the monic polynomial $p_{k}^{(1)}$ of degree $k$ belonging to the family of FOP with respect to the functional $c^{(1)}$ defined by $c^{(1)}\left(\xi^{i}\right)=c\left(\xi^{i+1}\right)$. It satisfies the orthogonality conditions

$$
c^{(1)}\left(v_{i}(\xi) p_{k}^{(1)}(\xi)\right)=0, \quad i=0, \ldots, k-1
$$

and it can be written as a ratio of determinants

$$
p_{k}^{(1)}(\xi)=\left|\begin{array}{cccc}
c_{1} & c_{2} & \cdots & c_{k+1} \\
\vdots & \vdots & & \vdots \\
c_{k} & c_{k+1} & \cdots & c_{2 k} \\
1 & \xi & \cdots & \xi^{k}
\end{array}\right| /\left|\begin{array}{cccc}
c_{1} & c_{2} & \cdots & c_{k} \\
c_{2} & c_{3} & \cdots & c_{k+1} \\
\vdots & \vdots & & \vdots \\
c_{k} & c_{k+1} & \cdots & c_{2 k-1}
\end{array}\right| .
$$

Since it has the same denominator as $p_{k}, p_{k}^{(1)}$ exists under the same condition and conversely.
If we consider the vector $\boldsymbol{z}_{k}=p_{k}^{(1)}(A) \boldsymbol{r}_{0}$, we obtain

$$
\boldsymbol{z}_{k}=\left|\begin{array}{cccc}
A^{k} \boldsymbol{r}_{0} & \boldsymbol{r}_{0} & \cdots & A^{k-1} \boldsymbol{r}_{0} \\
c_{k+1} & c_{1} & \cdots & c_{k} \\
\vdots & \vdots & & \vdots \\
c_{2 k} & c_{k} & \cdots & c_{2 k-1}
\end{array}\right| /\left|\begin{array}{cccc}
c_{1} & c_{2} & \cdots & c_{k} \\
c_{2} & c_{3} & \cdots & c_{k+1} \\
\vdots & \vdots & & \vdots \\
c_{k} & c_{k+1} & \cdots & c_{2 k-1}
\end{array}\right|
$$

and since $c_{i}=\left(\left(A^{\mathrm{T}}\right)^{i-j} \tilde{\boldsymbol{r}}_{0}, A^{j} \boldsymbol{r}_{0}\right)=\left(\tilde{\boldsymbol{v}}_{i-j}, \boldsymbol{w}_{j}\right)$, for $j=0, \ldots, i$, we recover the ratio of determinants given in (14).

In the sequel, the linear functionals $c$ and $c^{(1)}$ will always act on the variable $\xi$ which will be suppressed when unnecessary.
The recursive computation of the polynomials $p_{k}$, needed in Lanczos method, can be achieved in several ways. For instance, we can use the usual three-term recurrence relation, or relations involving also the polynomials of the family $\left\{p_{k}^{(1)}\right\}$ or polynomials proportional to them. Using such recurrence relationships leads to all the known algorithms for implementing the method of Lanczos and also to new ones. See [12] for a unified presentation of all these methods based on the theory of FOP and [2] for more details.
Let us now see how to compute the polynomial $p_{k+1}$ from $p_{k}$ and $p_{k}^{(1)}$. The following relation holds:

$$
\begin{equation*}
p_{k+1}(\xi)=p_{k}(\xi)-\beta_{k+1} \xi p_{k}^{(1)}(\xi) \tag{23}
\end{equation*}
$$

with $p_{0}(\xi)=p_{0}^{(1)}(\xi)=1$.
Indeed, let $\tilde{p}_{i}$ be an auxiliary family of polynomials so that, for all $i$, $\tilde{p}_{i}$ has degree $i$ exactly. Multiplying (23) by $\tilde{p}_{i}$ and applying $c$ gives

$$
c\left(\tilde{p}_{i} p_{k+1}\right)=c\left(\tilde{p}_{i} p_{k}\right)-\beta_{k+1} c^{(1)}\left(\tilde{p}_{i} p_{k}^{(1)}\right) .
$$

Owing to the orthogonality conditions of the two families of formal orthogonal polynomials, the quantities on the right-hand side are equal to zero for $i=0, \ldots, k-1$. So, $c\left(\tilde{p}_{i} p_{k+1}\right)=0$ for $i=$ $0, \ldots, k-1$. Moreover, taking

$$
\begin{equation*}
\beta_{k+1}=c\left(\tilde{p}_{k} p_{k}\right) / c^{(1)}\left(\tilde{p}_{k} p_{k}^{(1)}\right) \tag{24}
\end{equation*}
$$

leads to $c\left(\tilde{p}_{k} p_{k+1}\right)=0$ which shows (by a uniqueness argument) that the polynomial $p_{k+1}$ obtained by the preceding recurrence relationship is the $(k+1)$ th polynomial of the family of formal orthogonal polynomials with respect to the linear functional $c$. Replacing $\xi$ by $A$ in (23) gives a matrix. Multiplying $\boldsymbol{r}_{0}$ by this matrix leads to

$$
\boldsymbol{r}_{k+1}=\boldsymbol{r}_{k}-\beta_{k+1} A \boldsymbol{z}_{k}
$$

As it is easily seen, this recurrence relationship is much simpler to obtain by using the theory of formal orthogonal polynomials than by the matrix approach of Section 3.

It must be noticed that replacing $p_{k}^{(1)}$ by a proportional polynomial $q_{k}(\xi)=a_{k} p_{k}^{(1)}(\xi)$ in (23) and (24) does not change (23) since

$$
\beta_{k+1} q_{k}=\frac{c\left(\tilde{p}_{k} p_{k}\right)}{c^{(1)}\left(\tilde{p}_{k} q_{k}\right)} q_{k}=\frac{c\left(\tilde{p}_{k} p_{k}\right)}{a_{k} c^{(1)}\left(\tilde{p}_{k} p_{k}^{(1)}\right)} a_{k} p_{k}^{(1)}=\beta_{k+1} p_{k}^{(1)}
$$

A breakdown occurs in this relation if and only if

$$
c^{(1)}\left(\tilde{p}_{k} p_{k}^{(1)}\right)=c^{(1)}\left(\xi^{k} p_{k}^{(1)}\right)=0
$$

Thus, we see that a breakdown occurs if and only if $H_{k+1}^{(1)}=0$ or, in other terms, if and only if $p_{k+1}^{(1)}$ and $p_{k+1}$ do not exist.

Since the polynomials $\left\{p_{k}^{(1)}\right\}$ form a family of FOP, they also satisfy the usual three-term recurrence relationship which becomes, since they are monic

$$
\begin{equation*}
p_{k+1}^{(1)}(\xi)=\left(\xi-\alpha_{k+1}\right) p_{k}^{(1)}(\xi)-\gamma_{k+1} p_{k-1}^{(1)}(\xi) \tag{25}
\end{equation*}
$$

with $p_{0}^{(1)}(\xi)=1$ and $p_{-1}^{(1)}(\xi)=0$. Again, by the same type of procedure as above, we obtain the coefficients $\alpha_{k+1}$ and $\gamma_{k+1}$ as

$$
\begin{aligned}
\gamma_{k+1} & =c^{(1)}\left(\xi \tilde{p}_{k-1} p_{k}^{(1)}\right) / c^{(1)}\left(\tilde{p}_{k-1} p_{k-1}^{(1)}\right), \\
\alpha_{k+1} & =\left[c^{(1)}\left(\xi \tilde{p}_{k} p_{k}^{(1)}\right)-\gamma_{k+1} c^{(1)}\left(\tilde{p}_{k} p_{k-1}^{(1)}\right)\right] / c^{(1)}\left(\tilde{p}_{k} p_{k}^{(1)}\right)
\end{aligned}
$$

So, a breakdown occurs in this relation if and only if $c^{(1)}\left(\tilde{p}_{k} p_{k}^{(1)}\right)=0$ (since $p_{k}^{(1)}$ exists it means that $c^{(1)}\left(\tilde{p}_{k-1} p_{k-1}^{(1)}\right) \neq 0$ and, thus, no division by zero can occur in the expression of $\left.\gamma_{k+1}\right)$. But

$$
c^{(1)}\left(\tilde{p}_{k} p_{k}^{(1)}\right)=c^{(1)}\left(\xi^{k} p_{k}^{(1)}\right)=H_{k+1}^{(1)} / H_{k}^{(1)}
$$

and we recover the condition for the existence of $p_{k+1}$. Thus, a breakdown occurs in (25) if and only if the polynomials $p_{k+1}$ and $p_{k+1}^{(1)}$ do not exist. Such a breakdown is called a true breakdown.

Using alternately relations (23) and (25) allows to compute simultaneously the two families $\left\{p_{k}\right\}$ and $\left\{p_{k}^{(1)}\right\}$. Only true breakdowns can occur in these two relations.

These recurrence relationships can be used for implementing Lanczos method and they give

$$
\boldsymbol{r}_{k+1}=\boldsymbol{r}_{k}-\beta_{k+1} A \boldsymbol{z}_{k}
$$

$$
\begin{aligned}
& \boldsymbol{x}_{k+1}=\boldsymbol{x}_{k}+\beta_{k+1} \boldsymbol{z}_{k} \\
& \boldsymbol{z}_{k+1}=A \boldsymbol{z}_{k}-\alpha_{k+1} \boldsymbol{z}_{k}-\gamma_{k+1} \boldsymbol{z}_{k-1}
\end{aligned}
$$

The coefficients of these recurrence relationships can be computed as above. Using definition (22) of the linear functional $c$, we obtain formulas (10) and (13) for the choice $\tilde{p}_{k}(\xi)=\xi^{k}$, and formulas (15) and (17) for the choice $\tilde{p}_{k}(\xi) \equiv p_{k}^{(1)}(\xi)$. Hence the algorithms of Section 3.1 have been recovered.

### 4.2. Avoiding breakdowns

Let us now see how to avoid the true breakdowns which can occur in the recurrence relationships given in the preceding section.

The treatment of a true breakdown consists of the following steps:

1. recognize the occurrence of such a breakdown, that is the nonexistence of the next orthogonal polynomial(s),
2. determine the degree of the next existing (called regular) orthogonal polynomial,
3. jump over the nonexisting orthogonal polynomials and built a recurrence relationship which only uses the regular ones.

This problem was completely solved by Draux [15] in the case of monic orthogonal polynomials. Since the polynomials $p_{k}^{(1)}$ are monic and the conditions for the existence of the polynomials $p_{k}$ and $p_{k}^{(1)}$ are the same, we will apply his results to avoid true breakdowns.

The subsequence of regular orthogonal polynomials will be denoted by $\left\{p_{n_{k}}^{(1)}\right\}$. The polynomials of degrees $n_{k}+1, \ldots, n_{k}+m_{k}-1$ do not exist. So, the $k$ th regular polynomial of the family, $p_{n_{k}}^{(1)}$, has degree $n_{k}$, with $n_{k} \geqslant k$, and the next regular polynomial is $p_{n_{k+1}}^{(1)}$ with $n_{k+1}=n_{k}+m_{k}$. Then, as above, $m_{k}$ is the length of the jump between the degree of $p_{n_{k}}^{(1)}$ and the degree of $p_{n_{k+1}}^{(1)}$. Similar considerations hold for the polynomials of the family $\left\{p_{k}\right\}$.

It was proved by Draux [15] that the length $m_{k}$ of the jump is given by the conditions

$$
c^{(1)}\left(\xi^{i} p_{n_{k}}^{(1)}\right)\left\{\begin{array}{l}
=0 \text { for } i=0, \ldots, n_{k}+m_{k}-2 \\
\neq 0 \text { for } i=n_{k}+m_{k}-1
\end{array}\right.
$$

Moreover, these polynomials can be recursively computed by the relationship

$$
\begin{equation*}
p_{n_{k+1}}^{(1)}(\xi)=\left(\alpha_{0}+\cdots+\alpha_{m_{k}-1} \xi^{m_{k}-1}+\xi^{m_{k}}\right) p_{n_{k}}^{(1)}(\xi)-\gamma_{k+1} p_{n_{k-1}}^{(1)}(\xi) \tag{26}
\end{equation*}
$$

for $k=0,1, \ldots$, with $p_{-1}^{(1)}(\xi)=0, p_{0}^{(1)}(\xi)=1, \gamma_{1}=0$ and

$$
\begin{aligned}
& \gamma_{k+1}=c^{(1)}\left(\xi^{n_{k}+m_{k}-1} p_{n_{k}}^{(1)}\right) / c^{(1)}\left(\xi^{n_{k}-1} p_{n_{k-1}}^{(1)}\right), \\
& \alpha_{m_{k}-1} c^{(1)}\left(\xi^{n_{k}+m_{k}-1} p_{n_{k}}^{(1)}\right)+c^{(1)}\left(\xi^{n_{k}+m_{k}} p_{n_{k}}^{(1)}\right)=\gamma_{k+1} c^{(1)}\left(\xi^{n_{k}} p_{n_{k-1}}^{(1)}\right), \\
& \vdots \\
& \alpha_{0} c^{(1)}\left(\xi^{n_{k}+m_{k}-1} p_{n_{k}}^{(1)}\right)+\cdots+\alpha_{m_{k}-1} c^{(1)}\left(\xi^{n_{k}+2 m_{k}-2} p_{n_{k}}^{(1)}\right)+c^{(1)}\left(\xi^{n_{k}+2 m_{k}-1} p_{n_{k}}^{(1)}\right) \\
& \quad=\gamma_{k+1} c^{(1)}\left(\xi^{n_{k}+m_{k}-1} p_{n_{k-1}}^{(1)}\right) .
\end{aligned}
$$

Since, by definition of $m_{k}, c^{(1)}\left(\xi^{n_{k}+m_{k}-1} p_{n_{k}}^{(1)}\right) \neq 0$, this system is never singular and no breakdown can occur in (26).

For implementing Lanczos method by the algorithm Lanczos/Orthodir, we also need to compute $p_{n_{k+1}}$ from $p_{n_{k}}$ and $p_{n_{k}}^{(1)}$. As proved in [8], we have the following relation which generalizes (23):

$$
\begin{equation*}
p_{n_{k+1}}(\xi)=p_{n_{k}}(\xi)-\xi\left(\beta_{0}+\cdots+\beta_{m_{k}-1} \xi^{m_{k}-1}\right) p_{n_{k}}^{(1)}(\xi) \tag{27}
\end{equation*}
$$

where the $\beta_{i}$ 's are the solution of the system

$$
\begin{aligned}
& \beta_{m_{k}-1} c^{(1)}\left(\xi^{n_{k}+m_{k}-1} p_{n_{k}}^{(1)}\right)=c\left(\xi^{n_{k}} p_{n_{k}}\right) \\
& \vdots \\
& \beta_{0} c^{(1)}\left(\xi^{n_{k}+m_{k}-1} p_{n_{k}}^{(1)}\right)+\cdots+\beta_{m_{k}-1} c^{(1)}\left(\xi^{n_{k}+2 m_{k}-2} p_{n_{k}}^{(1)}\right)=c\left(\xi^{n_{k}+m_{k}-1} p_{n_{k}}\right)
\end{aligned}
$$

Again, since, by definition of $m_{k}, c^{(1)}\left(\xi^{n_{k}+m_{k}-1} p_{n_{k}}^{(1)}\right) \neq 0$, this system is never singular and no breakdown can occur in (27).

The systems giving the coefficients $\alpha_{i}, \gamma_{k+1}$ and $\beta_{i}$ are the same as those given in Section 3.2 and we have $\boldsymbol{\alpha}_{n_{k+1}}=\left(\alpha_{0}, \ldots, \alpha_{m_{k-1}}\right)^{\mathrm{T}}$ and $\boldsymbol{\beta}_{n_{k+1}}=\left(\beta_{0}, \ldots, \beta_{m_{k-1}}\right)^{\mathrm{T}}$. Then, using alternately (26) and (27) gives the MRZ algorithm.

The MRZ-Stab algorithm given above can be also obtained from the polynomial approach by writing the orthogonality conditions on a different basis than the canonical one. Another version of the MRZ, which is more stable and only needs the storage of a fixed number of vectors independently of the length of the jumps, was recently proposed in [11]; see also [10]. It is based on Horner's rule for computing a polynomial and, for that reason, it was called the HMRZ algorithm. The HMRZ-Stab was obtained as a variant of the HMRZ, writing again the orthogonality conditions on a basis different from the canonical one. A quite similar technique is also described in [1].

Quite similar algorithms for treating this kind of breakdowns were also given by Gutknecht [22,23]. They are based on the fact that the occurrence of a breakdown corresponds to a square block of adjacent identical approximants in the Padé table and a look-ahead strategy is also used. This approach and that of this subsection were compared in [16]. Another technique, due to GravesMorris [19], is based on the connection between FOP and Padé approximants. Indeed, a breakdown also corresponds to a block of identical adjacent FOP and his technique consists of turning around such a block instead of going through it. This idea was extended to the BICGSTAB in [20]. Zero divisor-free Hestenes-Stiefel-type conjugate direction algorithms can be found in [24]. Another scheme, based on a modified Krylov subspace approach, is presented in [31]. The problem of breakdown can also be treated by introducing new vectors into Krylov subspaces [29] or by an adaptative block Lanczos algorithm [30]. Necessary and sufficient conditions for look-ahead versions of the block conjugate gradient algorithm to be free from serious and incurable breakdowns are given in [13]. Thus, unstable versions of the algorithms can be identified and stable ones proposed.
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#### Abstract

We provide an overview of existing strategies which compensate for the deterioration of convergence of minimum residual (MR) Krylov subspace methods due to restarting. We evaluate the popular practice of using nearly invariant subspaces to either augment Krylov subspaces or to construct preconditioners which invert on these subspaces. In the case where these spaces are exactly invariant, the augmentation approach is shown to be superior. We further show how a strategy recently introduced by de Sturler for truncating the approximation space of an MR method can be interpreted as a controlled loosening of the condition for global MR approximation based on the canonical angles between subspaces. For the special case of Krylov subspace methods, we give a concise derivation of the role of Ritz and harmonic Ritz values and vectors in the polynomial description of Krylov spaces as well as of the use of the implicitly updated Arnoldi method for manipulating Krylov spaces. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

When Krylov subspace methods are employed for approximating the solution of large sparse or structured linear systems of equations

$$
\begin{equation*}
A \boldsymbol{x}=\boldsymbol{b}, \quad A \text { nonsingular, } \tag{1}
\end{equation*}
$$

their stable implementation requires the construction of orthonormal bases of spaces which increase in dimension with each iteration step.

[^22]If the operator $A$ is Hermitian, or if the notion of orthogonality is suitably modified (see [3]), then these bases can be generated by short recurrence formulas, and this is the key to the efficiency of such widely used methods as CG, MINRES, BCG and QMR (see the monographs of Saad [18] and Greenbaum [9] for an exposition of these methods). For non-Hermitian $A$, however, a result of Faber and Manteuffel [6] implies that the construction of such bases which are orthonormal with respect to a given inner product generally involves orthogonalization against all previously generated vectors, as in algorithms such as FOM, GCR and GMRES. When the resulting storage and computation requirements make these methods impractical, they are often modified to compute an approximation with respect to a space of affordable size, after which the algorithm is restarted using the current approximation as the initial guess. Since restarting usually results in slower convergence (or the loss thereof altogether), much recent work has been devoted to compensating for the loss of information that occurs upon restarting by retaining a judiciously chosen part of the previously generated space.

We distinguish two fundamental strategies in existing work: One lies in identifying a subspace $\mathscr{U}$ which slows convergence, approximating this space and eliminating its influence from the iteration process. We shall refer to such a procedure as deflation. Such "problematic" subspaces are often identified as eigenspaces of $A$ associated with eigenvalues of small magnitude, but other spaces may sometimes be better suited. Examples of this approach are the augmentation method introduced by Morgan [13,14] and analyzed by Saad [19,20] and Chapman and Saad [2]. Another device for eliminating $\mathscr{U}$ from the iteration is to introduce a preconditioner which inverts the orthogonal section of $A$ onto $\mathscr{U}$, as proposed by Erhel et al. [5], Baglama et al. [1] and, with certain modifications, by Kharchenko and Yeremin [10]. The second fundamental strategy consists of identifying the essential orthogonality constraints by comparing angles between subspaces and maintaining orthogonality only against the most important subspace of a given dimension. Such a strategy is proposed by de Sturler [26].

The main intent of this paper is to provide an abstract framework which permits a uniform presentation as well as a comparison of these methods. Although proposed originally in association with Krylov subspace methods, these approaches can all be applied in the case of completely general correction spaces, as we show in Sections 2.3 and 2.4. In the Krylov subspace case, much emphasis has been placed on the approximation properties of invariant or nearly invariant correction spaces, particularly so in connection with augmentation strategies. We present several results which attempt to shed light on exactly when nearly invariant subspaces are useful. We also show that Krylov spaces can never contain invariant subspaces without being themselves invariant; similarly, an invariant space cannot contain a Krylov space without also containing the associated smallest invariant Krylov space. However, we show that augmenting by invariant subspaces does eliminate the components of the resulting residual in this space.

Since none of the results we shall derive are restricted to the finite-dimensional case, the setting of a separable Hilbert space $\mathscr{H}$ with inner product $(\cdot, \cdot)$ and associated norm $\|\cdot\|$ is the most natural, and we assume that $A$ in (1) is a bounded linear operator.

Section 2 reviews the basic theory of iterative subspace correction methods for solving (1), which are based on the minimal residual (MR) and orthogonal residual (OR) approaches. We highlight the fundamental role of the angles between correction and approximation spaces as introduced in [3]. In addition, the necessary orthogonality relations are described, which must hold for the MR approximation with respect to two arbitrary subspaces to yield the MR approximation with respect
to the sum of these spaces, and it is shown how these orthogonality relations may be relaxed in an optimal way.

Section 3 reviews the implications of using Krylov spaces with regard to the simplification of the algorithms and the advantages of the polynomial representation of the residuals. We include new, much simplified derivations of the role of Ritz and harmonic Ritz values and vectors of $A$ as well as how the recently developed implicitly restarted Arnoldi method can be used to restart the Arnoldi process without additional matrix-vector multiplications.

Section 4 discusses possible strategies for augmenting Krylov spaces and derives some results showing the limitations for augmenting Krylov spaces to obtain $A$-invariant subspaces. The remainder of Section 4 gives an overview of the most popular restart algorithms, beginning with restarted GMRES itself, for which we give a surprising example for which GMRES with longer restart lengths actually displays slower convergence than for shorter restart lengths. Next, the augmentation algorithm of Morgan is presented, and a new, much simplified proof is given that the augmented Krylov spaces are themselves Krylov spaces. In addition, we show that, at least in the case of exactly invariant subspaces, the augmentation approach is superior to the preconditioning algorithms of Erhel et al. [5] and Baglama et al. [1]. Finally, the optimal truncation algorithm of de Sturler is presented as an implementation of the selective orthogonalization strategy of Section 2.4.

## 2. Minimal and orthogonal residual methods

### 2.1. Definitions and basic theory

Given an initial guess $\boldsymbol{x}_{0}$ for the solution of (1) together with the associated residual vector $\boldsymbol{r}_{0}=\boldsymbol{b}-A \boldsymbol{x}_{0}$ and a sequence of nested correction spaces in $\mathscr{H}$,

$$
\{\mathbf{0}\}=\mathscr{C}_{0} \subset \mathscr{C}_{1} \subset \mathscr{C}_{2} \subset \cdots \subset \mathscr{C}_{m} \subset \mathscr{C}_{m+1} \subset \cdots
$$

(for notational convenience, we assume that $\operatorname{dim} \mathscr{C}_{m}=m$ ), all methods we shall consider lead to iterates of the form $\boldsymbol{x}_{m}=\boldsymbol{x}_{0}+\boldsymbol{c}_{m}$ with $\boldsymbol{c}_{m} \in \mathscr{C}_{m}$. They differ in the way the corrections $\boldsymbol{c}_{m}$ are selected from $\mathscr{C}_{m}$.

For the $m$ th MR iterate $\boldsymbol{x}_{m}^{\mathrm{MR}}=\boldsymbol{x}_{0}+\boldsymbol{c}_{m}^{\mathrm{MR}}$, the correction $\boldsymbol{c}_{m}^{\mathrm{MR}}$ is chosen from $\mathscr{C}_{m}$ to satisfy

$$
\begin{equation*}
\left\|\boldsymbol{b}-A \boldsymbol{x}_{m}^{\mathrm{MR}}\right\|=\left\|\boldsymbol{r}_{0}-A \boldsymbol{c}_{m}^{\mathrm{MR}}\right\|=\min _{\boldsymbol{c} \in \mathscr{C}_{m}}\left\|\boldsymbol{r}_{0}-A \boldsymbol{c}\right\| \tag{2}
\end{equation*}
$$

or equivalently, such that $A \boldsymbol{c}_{m}^{\mathrm{MR}}$ is the best approximation to $\boldsymbol{r}_{0}$ from the $m$ th approximation space $\mathscr{W}_{m}:=A \mathscr{C}_{m}$. As $A$ is invertible, $\boldsymbol{c}_{m}^{\mathrm{MR}}$ and $\boldsymbol{x}_{m}^{\mathrm{MR}}$ are uniquely defined; specifically, they are characterized by

$$
\begin{equation*}
\boldsymbol{r}_{m}^{\mathrm{MR}}=\boldsymbol{b}-A \boldsymbol{x}_{m}^{\mathrm{MR}}=\boldsymbol{r}_{0}-A \boldsymbol{c}_{m}^{\mathrm{MR}} \perp \mathscr{W}_{m} . \tag{3}
\end{equation*}
$$

To define the OR iterates we introduce the residual spaces

$$
\begin{equation*}
\mathscr{V}_{m+1}:=\operatorname{span}\left\{\boldsymbol{r}_{0}\right\}+\mathscr{W}_{m}, \quad m \geqslant 0 \tag{4}
\end{equation*}
$$

the name of which derives from the fact that the residual $\boldsymbol{b}-A \boldsymbol{x}$ lies in the space $\operatorname{span}\left\{\boldsymbol{r}_{0}\right\}+A \mathscr{C}_{m}=\mathscr{V}_{m+1}$ whenever $\boldsymbol{x}=\boldsymbol{x}_{0}+\boldsymbol{c}, \boldsymbol{c} \in \mathscr{C}_{m}$. We now set $\boldsymbol{x}_{m}^{\mathrm{OR}}=\boldsymbol{x}_{0}+\boldsymbol{c}_{m}^{\mathrm{OR}}$ with $\boldsymbol{c}_{m}^{\mathrm{OR}} \in \mathscr{C}_{m}$ such that

$$
\begin{equation*}
\boldsymbol{r}_{m}^{\mathrm{OR}}=\boldsymbol{b}-A \boldsymbol{x}_{m}^{\mathrm{OR}}=\boldsymbol{r}_{0}-A \boldsymbol{c}_{m}^{\mathrm{OR}} \perp \mathscr{V}_{m} . \tag{5}
\end{equation*}
$$

In contrast to the MR approximation, the OR iterate may not exist for every $m$; when it does exist, which is the case if and only if $\mathscr{H}=\mathscr{W}_{m} \oplus \mathscr{V}_{m}{ }^{\perp}$ (see [3, Proposition 2.2]), then it is uniquely determined.

Clearly, the $m$ th MR approximant $\boldsymbol{x}_{m}^{\mathrm{MR}}$ as well as the $m$ th OR approximation $\boldsymbol{x}_{m}^{\mathrm{OR}}$ coincide with the exact solution of (1) if and only if $A^{-1} \boldsymbol{r}_{0} \in \mathscr{C}_{m}$ or equivalently, if and only if $\boldsymbol{r}_{0} \in \mathscr{W}_{m}$. If such an index $m$ exists we define

$$
\begin{equation*}
L:=\min \left\{m: \boldsymbol{x}_{m}^{\mathrm{MR}}=A^{-1} \boldsymbol{b}\right\}=\min \left\{m: \boldsymbol{x}_{m}^{\mathrm{OR}}=A^{-1} \boldsymbol{b}\right\} \tag{6}
\end{equation*}
$$

and otherwise set $L:=\infty$. Alternative characterizations of the termination index $L$ are

$$
\begin{equation*}
L=\min \left\{m: \boldsymbol{r}_{0} \in \mathscr{W}_{m}\right\}=\min \left\{m: \mathscr{W}_{m}=\mathscr{V}_{m}\right\}=\min \left\{m: \mathscr{V}_{m}=\mathscr{V}_{m+1}\right\} \tag{7}
\end{equation*}
$$

The most popular implementations of both MR and OR methods rely on orthonormal bases $\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m+1}\right\}$ of the residual spaces $\mathscr{V}_{m+1}$ generated inductively by orthonormalizing $A \boldsymbol{c}_{m}$ against a (previously constructed) orthonormal basis $\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m}\right\}$ of $\mathscr{V}_{m}$ using the (modified) Gram-Schmidt algorithm. Here $\boldsymbol{c}_{m}$ is an arbitrary vector from $\mathscr{C}_{m} \backslash \mathscr{C}_{m-1}$ and $\boldsymbol{v}_{1}=\boldsymbol{r}_{0} / \beta$ with $\beta:=\left\|\boldsymbol{r}_{0}\right\|$. As long as $A \boldsymbol{c}_{m} \notin \mathscr{V}_{m}$, a new orthonormal vector $\boldsymbol{v}_{m+1}$ is generated and we may proceed to the next step. If, however, $A \boldsymbol{c}_{m} \in \mathscr{V}_{m}$, which is equivalent to $A \boldsymbol{c}_{m} \in \operatorname{span}\left\{\boldsymbol{r}_{0}, A \boldsymbol{c}_{1}, \ldots, A \boldsymbol{c}_{m-1}\right\}$, then the algorithm terminates in step $m$. Since $A \boldsymbol{c}_{1}, \ldots, A \boldsymbol{c}_{m}$ are linearly independent (because $A$ is invertible), we see from (6) that $A \boldsymbol{c}_{m} \in \mathscr{V}_{m}$ is equivalent to $m=L$. In summary: The Gram-Schmidt process is well defined up to the last step, in which $\boldsymbol{x}_{L}^{\mathrm{MR}}=\boldsymbol{x}_{L}^{\mathrm{OR}}=A^{-1} \boldsymbol{b}$.

With $C_{m}:=\left[\boldsymbol{c}_{1} \boldsymbol{c}_{2} \cdots \boldsymbol{c}_{m}\right]$ and $V_{m+1}:=\left[\boldsymbol{v}_{1} \boldsymbol{v}_{2} \cdots \boldsymbol{v}_{m+1}\right]$, the first $m$ orthonormalization steps establish the following Arnoldi-type decomposition of $A$ :

$$
\begin{equation*}
A C_{m}=V_{m+1} \tilde{H}_{m}=V_{m} H_{m}+\eta_{m+1, m} \boldsymbol{v}_{m+1} \boldsymbol{u}_{m}^{\mathrm{T}}, \tag{8}
\end{equation*}
$$

(for $m=L$, we have $A C_{L}=V_{L} H_{L}$ ), where $\tilde{H}_{m}=\left[\eta_{j, k}\right] \in \mathbb{C}^{(m+1) \times m}$ is an upper Hessenberg matrix and $H_{m}:=\left[\begin{array}{ll}I_{m} & \mathbf{0}\end{array}\right] \tilde{H}_{m} \in \mathbb{C}^{m \times m}$ is the square matrix obtained by deleting the last row of $\tilde{H}_{m}$. The entries of $\tilde{H}_{m}$ are given by $\eta_{j, k}=\left(A \boldsymbol{c}_{k}, \boldsymbol{v}_{j}\right), 1 \leqslant k \leqslant j \leqslant m$, and $\eta_{k+1, k}=\left\|A \boldsymbol{c}_{k}-\sum_{j=1}^{k} \eta_{j, k} \boldsymbol{v}_{j}\right\| \geqslant 0$, with equality holding if and only if $k=L$. In other words, $\tilde{H}_{m}$ is an unreduced upper Hessenberg matrix (and hence of full rank $m$ ) as long as $m<L$. For $m=L, A C_{L}=V_{L} H_{L}$ implies that $H_{L}$ is nonsingular because $A$ is invertible and both $C_{L}$ and $V_{L}$ have rank $L$.

With respect to the orthonormal basis ${ }^{1} V_{m+1}$ of $\mathscr{V}_{m+1}$, the vector $\boldsymbol{r}_{0}=\beta \boldsymbol{v}_{1}=V_{m+1} \beta \boldsymbol{u}_{1}^{(m+1)}$ has the coordinates $\beta \boldsymbol{u}_{1}^{(m+1)}\left(\boldsymbol{u}_{1}^{(m+1)} \in \mathbb{C}^{m+1}\right.$ denotes the first unit vector), while the approximation space $\mathscr{W}_{m}=A \mathscr{C}_{m}$ is represented by the column space of $\tilde{H}_{m}$. Consequently,

$$
\min _{\boldsymbol{c}=C_{m} \boldsymbol{y} \in \mathscr{C}_{m}}\left\|\boldsymbol{r}_{0}-A \boldsymbol{c}\right\| \quad \text { and } \quad \min _{\boldsymbol{y} \in \mathbb{C}^{m}}\left\|\beta \boldsymbol{u}_{1}^{(m+1)}-\tilde{H}_{m} \boldsymbol{y}\right\|_{2}
$$

are equivalent problems $\left(\|\cdot\|_{2}\right.$ denotes the Euclidean norm in $\left.\mathbb{C}^{m+1}\right)$.
For $\boldsymbol{x}_{m}^{\mathrm{MR}}=\boldsymbol{x}_{0}+C_{m} \boldsymbol{y}_{m}^{\mathrm{MR}}$, condition (2) therefore leads to the least-squares problem

$$
\begin{equation*}
\left\|\beta \boldsymbol{u}_{1}^{(m+1)}-\tilde{H}_{m} \boldsymbol{y}_{m}^{\mathrm{MR}}\right\|_{2}=\min _{\boldsymbol{y} \in \mathbb{C}^{m}}\left\|\beta \boldsymbol{u}_{1}^{(m+1)}-\tilde{H}_{m} \boldsymbol{y}\right\|_{2} \tag{9}
\end{equation*}
$$

Representing the OR iterate as $\boldsymbol{x}_{m}^{\mathrm{OR}}=\boldsymbol{x}_{0}+C_{m} \boldsymbol{y}_{m}^{\mathrm{OR}}$, the Galerkin condition $\boldsymbol{r}_{m}^{\mathrm{OR}} \perp \mathscr{V}_{m}$ (cf. (5)) similarly leads to the linear system

$$
\mathbf{0}=\left[\begin{array}{ll}
I_{m} & \mathbf{0}
\end{array}\right]\left(\beta \boldsymbol{u}_{1}^{(m+1)}-\tilde{H}_{m} \boldsymbol{y}_{m}^{\mathrm{OR}}\right)=\beta \boldsymbol{u}_{1}^{(m)}-H_{m} \boldsymbol{y}_{m}^{\mathrm{OR}}
$$

[^23]It can be shown (see [3, Remark 4.2]) that nonsingularity of $H_{m}$ is equivalent to the existence of the OR approximation $\boldsymbol{x}_{m}^{\mathrm{OR}}$.

The orthonormal basis $\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m}, \boldsymbol{v}_{m+1}\right\}$ of the residual space $\mathscr{V}_{m+1}$ is the key to a simple representation of the quantities related to the OR approximation. For instance, $\boldsymbol{r}_{m}^{\text {OR }}$ is a scalar multiple of $\boldsymbol{v}_{m+1}$, as follows immediately from $\mathscr{V}_{m+1} \ni \boldsymbol{r}_{m}^{\mathrm{OR}} \perp \mathscr{V}_{m}=\operatorname{span}\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m}\right\}$. Since $\boldsymbol{r}_{m}^{\mathrm{MR}} \perp \mathscr{W}_{m}$ (see (3)), an orthonormal basis $\left\{\hat{\boldsymbol{v}}_{1}, \ldots, \hat{\boldsymbol{v}}_{m}, \tilde{\boldsymbol{v}}_{m+1}\right\}$ of $\mathscr{V}_{m+1}$ with the analogous property with regard to the MR approximation should fulfill the condition $\operatorname{span}\left\{\hat{\mathbf{v}}_{1}, \ldots, \hat{\boldsymbol{v}}_{m}\right\}=\mathscr{W}_{m}$.

It was already noted by Paige and Saunders [16] that the construction of such a basis derives from the computation of a QR decomposition of $\tilde{H}_{m}$. Indeed, if

$$
Q_{m} \tilde{H}_{m}=\left[\begin{array}{c}
R_{m}  \tag{10}\\
\mathbf{0}
\end{array}\right]
$$

with $Q_{m} \in \mathbb{C}^{(m+1) \times(m+1)}$ unitary and $R_{m} \in \mathbb{C}^{m \times m}$ upper triangular (and nonsingular since $\tilde{H}_{m}$ has full rank), then

$$
\left[\begin{array}{llll}
\hat{V}_{m} & \tilde{\boldsymbol{v}}_{m+1}
\end{array}\right]=\left[\begin{array}{lll}
\hat{\boldsymbol{v}}_{1} & \cdots & \hat{\boldsymbol{v}}_{m}  \tag{11}\\
\tilde{\boldsymbol{v}}_{m+1}
\end{array}\right]:=V_{m+1} Q_{m}^{\mathrm{H}}
$$

forms an orthonormal basis of $\mathscr{V}_{m+1}$. Moreover,

$$
A C_{m}=V_{m+1} \tilde{H}_{m}=V_{m+1} Q_{m}^{\mathrm{H}}\left[\begin{array}{c}
R_{m}  \tag{12}\\
\mathbf{0}
\end{array}\right]=\left[\begin{array}{ll}
\hat{V}_{m} & \tilde{\boldsymbol{v}}_{m+1}
\end{array}\right]\left[\begin{array}{c}
R_{m} \\
\mathbf{0}
\end{array}\right]=\hat{V}_{m} R_{m}
$$

shows that $\hat{V}_{m}$ constitutes a basis of $\mathscr{W}_{m}=A \mathscr{C}_{m}$.
On the other hand, using the QR factorization (10) the least-squares problem (9) can be rewritten as

$$
\begin{aligned}
\min _{\boldsymbol{y} \in \mathbb{C}^{m}}\left\|\beta \boldsymbol{u}_{1}^{(m+1)}-\tilde{H}_{m} \boldsymbol{y}\right\|_{2} & =\min _{\boldsymbol{y} \in \mathbb{C}^{m}}\left\|Q_{m}^{\mathrm{H}}\left(\beta Q_{m} \boldsymbol{u}_{1}^{(m+1)}-\left[\begin{array}{c}
R_{m} \\
\mathbf{0}
\end{array}\right] \boldsymbol{y}\right)\right\|_{2} \\
& =\min _{\boldsymbol{y} \in \mathbb{C}^{m}}\left\|\beta Q_{m} \boldsymbol{u}_{1}^{(m+1)}-\left[\begin{array}{c}
R_{m} \\
\mathbf{0}
\end{array}\right] \boldsymbol{y}\right\|_{2}=\min _{\boldsymbol{y} \in \mathbb{C}^{m}}\left\|\left[\begin{array}{c}
\beta \boldsymbol{q}_{m}-R_{m} \boldsymbol{y} \\
\beta q_{m+1,1}^{(m)}
\end{array}\right]\right\|_{2}
\end{aligned}
$$

where $\left[\boldsymbol{q}_{m}^{\mathrm{T}} q_{m+1,1}^{(m)}\right]^{\mathrm{T}}=Q_{m} \boldsymbol{u}_{1}^{(m+1)}\left(\boldsymbol{q}_{m} \in \mathbb{C}^{m}\right)$ denotes the first column of $Q_{m}$. The unique solution of the above least-squares problem is $\boldsymbol{y}_{m}^{\mathrm{MR}}=\beta R_{m}^{-1} \boldsymbol{q}_{m}$ and the associated least-squares error is given by $\left\|\boldsymbol{r}_{m}^{\mathrm{MR}}\right\|=\beta\left|q_{m+1,1}^{(m)}\right|$.
A QR factorization of $\tilde{H}_{m}$ (and simultaneously the basis [ $\hat{V}_{m} \tilde{\boldsymbol{v}}_{m+1}$ ]) can be computed inductively. The matrices $Q_{m}, m=1,2, \ldots, L-1$, are usually constructed as products of Givens rotations

$$
Q_{m}=G_{m}\left[\begin{array}{cc}
Q_{m-1} & \mathbf{0}  \tag{13}\\
\mathbf{0} & 1
\end{array}\right]=G_{m}\left[\begin{array}{cc}
G_{m-1} & \mathbf{0} \\
\mathbf{0} & 1
\end{array}\right]\left[\begin{array}{cc}
G_{m-2} & O \\
O & I_{2}
\end{array}\right] \cdots\left[\begin{array}{cc}
G_{1} & O \\
O & I_{m-1}
\end{array}\right]
$$

where, for $k=1,2, \ldots, m$,

$$
G_{k}:=\left[\begin{array}{ccc}
I_{k-1} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & c_{k} & s_{k} \mathrm{e}^{-\mathrm{i} \phi_{k}} \\
\mathbf{0} & -s_{k} \mathrm{e}^{\mathrm{i} \phi_{k}} & c_{k}
\end{array}\right] \quad\left(c_{k}, s_{k} \geqslant 0, c_{k}^{2}+s_{k}^{2}=1, \phi_{k} \in \mathbb{R}\right)
$$

(for the choice of $c_{k}, s_{k}$ and $\phi_{k}$ see, e.g., [3]).
In view of (11) we have

$$
\left[\hat{V}_{m} \tilde{\boldsymbol{v}}_{m+1}\right]=V_{m+1} Q_{m}^{\mathrm{H}}=\left[V_{m} \boldsymbol{v}_{m+1}\right]\left[\begin{array}{cc}
Q_{m-1}^{\mathrm{H}} & \mathbf{0} \\
\mathbf{0} & 1
\end{array}\right] G_{m}^{\mathrm{H}}=\left[\hat{V}_{m-1} \tilde{\boldsymbol{v}}_{m} \boldsymbol{v}_{m+1}\right] G_{m}^{\mathrm{H}},
$$

i.e., with $\tilde{\boldsymbol{v}}_{1}=\boldsymbol{v}_{1}$,

$$
\begin{aligned}
& \hat{\boldsymbol{v}}_{m}=c_{m} \tilde{\boldsymbol{v}}_{m}+s_{m} \mathrm{e}^{-\mathrm{i} \phi_{m}} \boldsymbol{v}_{m+1} \\
& \tilde{\boldsymbol{v}}_{m+1}=-s_{m} \mathrm{e}^{\mathrm{i} \phi_{m}} \tilde{\boldsymbol{v}}_{m}+c_{m} \boldsymbol{v}_{m+1}
\end{aligned}
$$

for $m=1,2, \ldots, L-1$. For ease of notation, we further set $\hat{\boldsymbol{v}}_{L}:=\tilde{\boldsymbol{v}}_{L}$.
Expressions for the entries of the unitary matrices $Q_{m}=\left[q_{k, j}^{(m)}\right]_{1 \leqslant k, j \leqslant m+1}$ can be obtained by forming the products of the Givens matrices in (13). For the first column, this yields

$$
q_{k, 1}^{(m)}=c_{k} \prod_{j=1}^{k-1}\left[-s_{j} \mathrm{e}^{\mathrm{i} \phi_{j}}\right] \quad(1 \leqslant k \leqslant m), \quad q_{m+1,1}^{(m)}=\prod_{j=1}^{m}\left[-s_{j} \mathrm{e}^{\mathrm{i} \phi_{j}}\right]
$$

which immediately leads to the following result (cf. [3, Proposition 4.7]):

Proposition 2.1. For the $M R$ and $O R$ residual vectors of index $m=1,2, \ldots, L-1$ there holds:

$$
\begin{aligned}
& \boldsymbol{r}_{m}^{\mathrm{MR}}=\beta q_{m+1,1}^{(m)} \tilde{\boldsymbol{v}}_{m+1}=\beta \prod_{j=1}^{m}\left[-s_{j} \mathrm{e}^{\mathrm{i} \phi_{j}}\right] \tilde{\boldsymbol{v}}_{m+1}, \\
& \boldsymbol{r}_{m}^{\mathrm{OR}}=-\beta \frac{s_{m}}{c_{m}} \mathrm{e}^{\mathrm{i} \phi_{m}} q_{m, 1}^{(m-1)} \boldsymbol{v}_{m+1}=\frac{\beta}{c_{m}} \prod_{j=1}^{m}\left[-s_{j} \mathrm{e}^{\mathrm{i} \phi_{j}}\right] \boldsymbol{v}_{m+1} \\
& \boldsymbol{r}_{m-1}^{\mathrm{MR}}-\boldsymbol{r}_{m}^{\mathrm{OR}}=\frac{\beta}{c_{m}} q_{m, 1}^{(m-1)} \hat{\boldsymbol{v}}_{m}=\frac{\beta}{c_{m}} \prod_{j=1}^{m-1}\left[-s_{j} \mathrm{e}^{\mathrm{i} \phi_{j}}\right] \hat{\boldsymbol{v}}_{m}
\end{aligned}
$$

Proposition 2.1 shows that the convergence history of an MR method (and, in essence, also of an OR method) is completely determined by the entries in the first column of the matrices $Q_{m}$. To emphasize this point we assume a finite termination index $L$ and note that the matrix $H_{L}$ possesses the QR factorization $Q_{L-1} H_{L}=R_{L}$. Now $\boldsymbol{r}_{0} \in \mathscr{W}_{L}$ (cf. (6)) can be represented as a linear combination of the orthonormal basis $\left\{\hat{\boldsymbol{v}}_{1}, \hat{\boldsymbol{v}}_{2}, \ldots, \hat{\boldsymbol{v}}_{L}\right\}$ of $\mathscr{W}_{L}, \boldsymbol{r}_{0}=\beta V_{L} \boldsymbol{u}_{1}=\beta V_{L} Q_{L-1}^{\mathrm{H}} Q_{L-1} \boldsymbol{u}_{1}=\beta \hat{V}_{L} Q_{L-1} \boldsymbol{u}_{1}$, or equivalently, $\boldsymbol{r}_{0}=\beta \sum_{j=1}^{L} q_{j, 1}^{(L-1)} \hat{\boldsymbol{v}}_{j}=\beta \sum_{j=1}^{L} q_{j, 1}^{(j)} \hat{\boldsymbol{v}}_{j}$ (where we set $q_{L, 1}^{(L)}:=q_{L, 1}^{(L-1)}$ ). This equation states that, up to the factor $\beta$, the first column of the matrix $Q_{L-1}$ contains the Fourier coefficients of the expansion of $\boldsymbol{r}_{0}$ with respect to the basis $\hat{V}_{L}$ of $\mathscr{W}_{L}$. The MR correction $c_{m}^{\mathrm{MR}}$ is selected such that $A \boldsymbol{c}_{m}^{\mathrm{MR}}$ is the best approximation to $\boldsymbol{r}_{0}$ from $\mathscr{W}_{m}$, i.e.,

$$
A \boldsymbol{c}_{m}^{\mathrm{MR}}=\beta \sum_{j=1}^{m} q_{j, 1}^{(j)} \hat{\boldsymbol{v}}_{j} \quad \text { and } \quad \boldsymbol{r}_{m}^{\mathrm{MR}}=\boldsymbol{r}_{0}-A \boldsymbol{c}_{m}^{\mathrm{MR}}=\beta \sum_{j=m+1}^{L} q_{j, 1}^{(j)} \hat{\boldsymbol{v}}_{j}
$$

### 2.2. The angle connection

We saw in Proposition 2.1 that the sines and cosines of the Givens rotations used to construct the QR decomposition of $\tilde{H}_{m}$ completely determine the residuals of both the MR and the OR approach. In this section, we recall that these sines and cosines are not merely artifacts of the computational scheme but are the sines and cosines of the angles between $\mathscr{W}_{m}$ and $\mathscr{V}_{m}$, i.e., between the $m$ th approximation and the $m$ th residual space.

By

$$
\varphi_{m}:=\angle\left(\boldsymbol{r}_{m-1}^{\mathrm{MR}}, A \mathscr{C}_{m}\right)=\angle\left(\boldsymbol{r}_{m-1}^{\mathrm{MR}}, \mathscr{W}_{m}\right) \quad(m=1,2, \ldots, L)
$$

we denote the angle between $\boldsymbol{r}_{m-1}^{\mathrm{MR}}$ and $A \mathscr{C}_{m}=\mathscr{W}_{m} .^{2}$ Note that $0<\varphi_{m} \leqslant \pi / 2$ for $m=1,2, \ldots, L-1$, but $\varphi_{L}=0$ because $\boldsymbol{r}_{L-1}^{\mathrm{MR}} \in \mathscr{V}_{L}=\mathscr{W}_{L}$.

The following relations are fundamental for our later investigations (for a proof, see [3, Section 2]).

Theorem 2.2. For $m=2,3, \ldots, L$, there holds

$$
\sin \varphi_{m}=\frac{\sin \angle\left(\boldsymbol{r}_{0}, \mathscr{W}_{m}\right)}{\sin \angle\left(\boldsymbol{r}_{0}, \mathscr{W}_{m-1}\right)}=\sin \angle\left(\mathscr{V}_{m}, \mathscr{W}_{m}\right)
$$

where $\angle\left(\mathscr{V}_{m}, \mathscr{W}_{m}\right)$ denotes the largest canonical angle between the spaces $\mathscr{V}_{m}$ and $\mathscr{W}_{m} \cdot{ }^{3}$ For the case of $m=1$, we have $\mathscr{V}_{1}=\operatorname{span}\left\{\boldsymbol{r}_{0}\right\}$ and thus $\sin \varphi_{1}=\sin \angle\left(\mathscr{V}_{1}, \mathscr{W}_{1}\right)$. In addition, there holds

$$
\sin \angle\left(\boldsymbol{r}_{0}, \mathscr{W}_{m}\right)=\sin \varphi_{1} \sin \varphi_{2} \cdots \sin \varphi_{m} \quad(m=1,2, \ldots, L)
$$

Moreover, the quantities $c_{m}$ and $s_{m}$ which define the Givens rotations $G_{m}$ of (13) are given by

$$
c_{m}=\cos \varphi_{m} \quad \text { and } \quad s_{m}=\sin \varphi_{m} \quad(m=1,2, \ldots, L-1)
$$

As a consequence of these assertions, we cite from [3, Section 3] how the vectors involved in the MR and OR approximations are related.

Theorem 2.3. With $s_{m}=\sin \angle\left(\boldsymbol{r}_{m-1}^{\mathrm{MR}}, A \mathscr{C}_{m}\right)$ and $c_{m}=\cos \angle\left(\boldsymbol{r}_{m-1}^{\mathrm{MR}}, A \mathscr{C}_{m}\right)$ the $M R$ and OR approximations with respect to the correction spaces $\mathscr{C}_{m}$ satisfy

$$
\begin{align*}
& \left\|\boldsymbol{r}_{m}^{\mathrm{MR}}\right\|=s_{m}\left\|\boldsymbol{r}_{m-1}^{\mathrm{MR}}\right\|=s_{1} s_{2} \ldots s_{m}\left\|\boldsymbol{r}_{0}\right\|  \tag{14}\\
& \left\|\boldsymbol{r}_{m}^{\mathrm{MR}}\right\|=c_{m}\left\|\boldsymbol{r}_{m}^{\mathrm{OR}}\right\|,  \tag{15}\\
& \boldsymbol{x}_{m}^{\mathrm{MR}}=s_{m}^{2} \boldsymbol{x}_{m-1}^{\mathrm{MR}}+c_{m}^{2} \boldsymbol{x}_{m}^{\mathrm{OR}} \quad \text { and } \quad \boldsymbol{r}_{m}^{\mathrm{MR}}=s_{m}^{2} \boldsymbol{r}_{m-1}^{\mathrm{MR}}+c_{m}^{2} \boldsymbol{r}_{m}^{\mathrm{OR}} . \tag{16}
\end{align*}
$$

[^24]For later use, we mention another important relation

$$
\begin{equation*}
\left\|\boldsymbol{r}_{m}^{\mathrm{MR}}\right\|=\sin \angle\left(\boldsymbol{r}_{0}, A \mathscr{C}_{m}\right)\left\|\boldsymbol{r}_{0}\right\| \tag{17}
\end{equation*}
$$

which follows from (14) and Theorem 2.2.
In view of $s_{m}=\left\|\boldsymbol{r}_{m}^{\mathrm{MR}}\right\| /\left\|\boldsymbol{r}_{m-1}^{\mathrm{MR}}\right\|$, i.e., $c_{m}=\sqrt{1-\left\|\boldsymbol{r}_{m}^{\mathrm{MR}}\right\|^{2} /\left\|\boldsymbol{r}_{m-1}^{\mathrm{MR}}\right\|^{2}}$, (15) and (16) are easily rewritten as

$$
\begin{aligned}
& \left\|\boldsymbol{r}_{m}^{\mathrm{MR}}\right\|=\sqrt{1-\frac{\left\|\boldsymbol{r}_{m}^{\mathrm{MR}}\right\|^{2}}{\left\|\boldsymbol{r}_{m}^{\mathrm{MR}}\right\|^{2}}}\left\|\boldsymbol{r}_{m}^{\mathrm{OR}}\right\| \\
& \boldsymbol{x}_{m}^{\mathrm{OR}}=\frac{\left\|\boldsymbol{r}_{m-1}^{\mathrm{MR}}\right\|^{2}}{\left\|\boldsymbol{r}_{m-1}^{\mathrm{MR}}\right\|^{2}-\left\|\boldsymbol{r}_{m}^{\mathrm{MR}}\right\|^{2}} \boldsymbol{x}_{m}^{\mathrm{MR}}-\frac{\left\|\boldsymbol{r}_{m}^{\mathrm{MR}}\right\|^{2}}{\left\|\boldsymbol{r}_{m-1}^{\mathrm{MR}}\right\|^{2}-\left\|\boldsymbol{r}_{m}^{\mathrm{MR}}\right\|^{2}} \boldsymbol{x}_{m-1}^{\mathrm{MR}}
\end{aligned}
$$

As can be seen from the last two equations, the OR approximation and residual can easily be computed from the corresponding MR quantities. Moreover, since the latter can always be computed in a stable fashion, this is the preferable way of computing these quantities. (An exception is, of course, the Hermitian positive-definite case, in which the OR quantities may be computed stably and at lower expense than their MR counterparts by the classical method of conjugate gradients.)

### 2.3. Multiple subspace correction

Various recently developed enhancements of the basic MR and OR schemes presented above are based on introducing additional subspace corrections aside from those associated with the stepwise increasing correction spaces. Existing approaches include generating such auxiliary projections from spectral information on the operator $A$ gained during the iteration process or from additional inner iteration or restart cycles. In addition, time and storage constraints often make it necessary to form these projections only approximately, while at the same time keeping this approximation as effective as possible. To better describe and compare these new developments, we first formulate the basic projection steps required to combine two subspace corrections and then, in Section 2.4, discuss how subspace information may be quantified in order to construct effective approximate projections.

Consider an initial approximation $\boldsymbol{x}_{0}$ to the solution of (1) for which we seek the MR approximation $\boldsymbol{x}_{0}+\boldsymbol{c}$ with $\boldsymbol{c}$ selected from the correction space $\mathscr{C}$. We assume $\mathscr{C}$ to be the direct sum $\mathscr{C}=\mathscr{C}_{1} \oplus \mathscr{C}_{2}$ of two spaces $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$, and our goal is to obtain the MR approximation as the result of two separate projection steps involving $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$, respectively. This task is equivalent to finding the best approximation $\boldsymbol{w}=A \boldsymbol{c} \in \mathscr{W}=A \mathscr{C}=\mathscr{W}_{1} \oplus \mathscr{W}_{2}$ to $\boldsymbol{r}_{0}$, where $\mathscr{W}_{j}:=A \mathscr{C}_{j}, j=1,2$.

If, in a first step, we obtain the best approximation $\boldsymbol{w}_{1}=P_{\mathscr{H}_{1}} \boldsymbol{r}_{0}$ in $\mathscr{W}_{1}$, then the best approximation in $\mathscr{W}$ is obtained by introducing the orthogonal complement $\mathscr{Z}:=\mathscr{W} \cap \mathscr{W}_{1}^{\perp}$ of $\mathscr{W}_{1}$ in $\mathscr{W}$, in terms of which $\mathscr{W}$ has the direct and orthogonal decomposition $\mathscr{W}=\mathscr{W}_{1} \oplus \mathscr{Z}$. The global best approximation is now given by

$$
\begin{equation*}
\boldsymbol{w}:=P_{\boldsymbol{\psi}} \boldsymbol{r}_{0}=\left(P_{\psi_{1}}+P_{\mathscr{X}}\right) \boldsymbol{r}_{0}=P_{\psi_{1}} \boldsymbol{r}_{0}+P_{\mathscr{2}}\left(I-P_{\psi_{1}}\right) \boldsymbol{r}_{0} . \tag{18}
\end{equation*}
$$

The last expression shows that the contribution from the second projection consists of the orthogonal projection onto $\mathscr{Z}$ of the error $\left(I-P_{\psi_{1}}\right) \boldsymbol{r}_{0}$ of the first approximation.

Expressing all spaces in terms of $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$ and noting that $\mathscr{Z}=\left(I-P_{A \mathscr{C}_{1}}\right) A \mathscr{C}_{2}$, we conclude that the correction $\boldsymbol{c}$ associated with the residual approximation $\boldsymbol{w}$ satisfies

$$
A \boldsymbol{c}=\boldsymbol{w}=P_{A \mathscr{C}_{1}} \boldsymbol{r}_{0}+P_{\left(I-P_{A \mathscr{C}_{1}}\right) A \mathscr{G}_{2}}\left(I-P_{A \mathscr{C}_{1}}\right) \boldsymbol{r}_{0} .
$$

The global correction is thus of the form $\boldsymbol{c}=\boldsymbol{c}_{1}+\boldsymbol{d}$, where

$$
\begin{align*}
& A \boldsymbol{c}_{1}=P_{A \mathscr{C}_{1}} \boldsymbol{r}_{0},  \tag{19}\\
& A \boldsymbol{d}=P_{\left(I-P_{A \mathscr{C}_{1}}\right) A \mathscr{C}_{2}}\left(I-P_{A \mathscr{C}_{1}}\right) \boldsymbol{r}_{0} . \tag{20}
\end{align*}
$$

The solution $\boldsymbol{c}_{1}$ of (19) is simply the MR solution of the equation $A \boldsymbol{c}=\boldsymbol{r}_{0}$ with respect to the correction space $\mathscr{C}_{1}$. To obtain a useful representation of $\boldsymbol{d}$, we note that the right-hand side of (20) may be viewed as the MR approximation with respect to $\mathscr{C}_{2}$ of the equation

$$
\begin{equation*}
\left(I-P_{A \mathscr{C}_{1}}\right) A \boldsymbol{c}=\left(I-P_{A \mathscr{C}_{1}}\right) \boldsymbol{r}_{0} . \tag{21}
\end{equation*}
$$

Lemma 2.4. The operator $\left(I-P_{A_{\mathscr{C}_{1}}}\right)$ A restricted to $\mathscr{C}_{2}$ is a bijection from $\mathscr{C}_{2}$ to $\mathscr{Z}$.
Proof. The assertion follows by showing that the operator in question is one-to-one: $\left(I-P_{A \mathscr{C}_{1}}\right) A \tilde{\boldsymbol{c}}=\mathbf{0}$ for $\tilde{\boldsymbol{c}} \in \mathscr{C}_{2}$ implies $A \tilde{\boldsymbol{c}} \in A \mathscr{C}_{1} \cap A \mathscr{C}_{2}=\{\mathbf{0}\}$.

The solution $\boldsymbol{d}$ of (20) yielding the second component of the combined correction $\boldsymbol{c}$ may thus be obtained by first determining the MR solution $c_{2}$ of (21) and then evaluating

$$
\begin{equation*}
\boldsymbol{d}=A^{-1}\left(I-P_{A \mathscr{C}_{1}}\right) A \boldsymbol{c}_{2}=\boldsymbol{c}_{2}-A^{-1} P_{A \mathscr{C}_{1}} A \boldsymbol{c}_{2} . \tag{22}
\end{equation*}
$$

Lemma 2.5. The operator $P:=A^{-1}\left(I-P_{A \mathscr{C}_{1}}\right) A$ restricted to $\mathscr{C}_{2}$ is the oblique projection onto $A^{-1} \mathscr{Z}$ along $\mathscr{C}_{1}$.

Proof. The projection property follows immediately upon squaring $P$. Since $A$ is nonsingular, null $(P)=$ $A^{-1} \mathscr{W}_{1}=\mathscr{C}_{1}$ and range $(P)=A^{-1}\left(A \mathscr{C}_{1}\right)^{\perp}$. Restricted to $\mathscr{C}_{2}$, the range reduces to the preimage under $A$ of the orthogonal complement of $A \mathscr{C}_{1}$ with respect to $A \mathscr{C}_{2}$, i.e., $A^{-1} \mathscr{Z}$.

At first glance, the evaluation of $\boldsymbol{d}$ as given in (22) appears to require a multiplication by $A$ as well as the solution of another equation involving $A$ with a right-hand side from $A \mathscr{C}_{1}$, in addition to the computation of the two projections. In fact, we show how $\boldsymbol{d}$ can be calculated inexpensively using quantities generated in the course of the two MR approximation steps.

Assume $\mathscr{C}_{1}$ has dimension $m$ and that $C_{m}^{(1)}=\left[\boldsymbol{c}_{1}^{(1)} \cdots \boldsymbol{c}_{m}^{(1)}\right]$ denotes a basis of $\mathscr{C}_{1}$. The MR approximation $\boldsymbol{c}_{1}$ has the coordinate representation $\boldsymbol{c}_{1}=C_{m}^{(1)} \boldsymbol{y}_{1}$ with $\boldsymbol{y}_{1} \in \mathbb{C}^{m}$. We write the associated Arnoldi-type decomposition (8) as $A C_{m}^{(1)}=V_{m+1}^{(1)} \tilde{H}_{m}^{(1)}$. The QR decomposition $Q_{m}^{(1)} \tilde{H}_{m}^{(1)}=R_{m}^{(1)}$ (cf. (10)) makes available the Paige-Saunders basis $\hat{V}_{m}^{(1)}$ (cf. (11)), which forms an orthonormal basis of $A \mathscr{C}_{1}$. Note also that, in view of relation (12), there holds

$$
\begin{equation*}
A^{-1} \hat{V}_{m}^{(1)}=C_{m}^{(1)} R_{m}^{-1} . \tag{23}
\end{equation*}
$$

The orthogonal projection $P_{A \mathscr{C}_{1}}$ may be expressed in terms of $\hat{V}_{m}^{(1)}$ as $\hat{V}_{m}^{(1)}\left[\hat{V}_{m}^{(1)}\right]^{*}$, (for $V=\left[\boldsymbol{v}_{1} \cdots \boldsymbol{v}_{m}\right]$, $W=\left[\boldsymbol{w}_{1} \cdots \boldsymbol{w}_{m}\right]$, we denote by $V W^{*}$ the linear operator $\left.\boldsymbol{x} \mapsto \sum_{j=1}^{m}\left(\boldsymbol{x}, \boldsymbol{w}_{j}\right) \boldsymbol{v}_{j}\right)$ and, denoting the residual
of the first MR approximation by $\boldsymbol{r}_{1}:=\boldsymbol{r}_{0}-A \boldsymbol{c}_{1}$, Eq. (21) may be written

$$
\left(I-\hat{V}_{m}^{(1)}\left[\hat{V}_{m}^{(1)}\right]^{*}\right) A \boldsymbol{c}=\boldsymbol{r}_{1} .
$$

The Arnoldi-type decomposition associated with Eq. (21) in terms of the basis $C_{k}^{(2)}=\left[\boldsymbol{c}_{1}^{(2)} \cdots \boldsymbol{c}_{k}^{(2)}\right]$ of the correction space $\mathscr{C}_{2}$ is given by

$$
\begin{equation*}
\left(I-\hat{V}_{m}^{(1)}\left[\hat{V}_{m}^{(1)}\right]^{*}\right) A C_{k}^{(2)}=V_{k+1}^{(2)} \tilde{H}_{k}^{(2)} \tag{24}
\end{equation*}
$$

with the associated MR approximation $\boldsymbol{c}_{2}=C_{k}^{(2)} \boldsymbol{y}_{2}$, for some $\boldsymbol{y}_{2} \in \mathbb{C}^{k}$. The solution $\boldsymbol{d}$ of (20) as given in (22) can now be expressed as

$$
\begin{aligned}
\boldsymbol{d} & =\boldsymbol{c}_{2}-A^{-1} P_{A \mathscr{q}_{1}} A \boldsymbol{c}_{2}=C_{k}^{(2)} \boldsymbol{y}_{2}-A^{-1} \hat{V}_{m}^{(1)}\left[\hat{V}_{m}^{(1)}\right]^{*} A C_{k}^{(2)} \boldsymbol{y}_{2} \\
& =C_{k}^{(2)} \boldsymbol{y}_{2}-C_{m}^{(1)}\left[R_{m}^{(1)}\right]^{-1}\left(\left[\hat{V}_{m}^{(1)}\right]^{*} A C_{k}^{(2)}\right) \boldsymbol{y}_{2},
\end{aligned}
$$

which shows that the action of $A^{-1}$ in (22) is effected by the inverse of the (small) triangular matrix $R_{m}^{(1)}$. We further observe that the evaluation of $A \boldsymbol{c}_{2}$ in (22) is accomplished through the $m \times k$ matrix $\left[\hat{V}_{m}^{(1)}\right]^{*} A C_{k}^{(2)}$, which is available at no extra cost as a by-product of the orthogonalization process carried out in the second MR step to obtain (24). In fact, (23) and (24) can be combined to yield the global decomposition

$$
A\left[C_{m}^{(1)} C_{k}^{(2)}\right]=\left[\begin{array}{ll}
\hat{V}_{m}^{(1)} & V_{k+1}^{(2)}
\end{array}\right]\left[\begin{array}{cc}
R_{m}^{(1)} & {\left[\hat{V}_{m}^{(1)}\right]^{*} A C_{k}^{(2)}}  \tag{25}\\
O & \tilde{H}_{k}^{(2)}
\end{array}\right]
$$

with respect to $\mathscr{C}$. We summarize the coordinate representation of these two successive projections as

Theorem 2.6. The MR approximation of the solution of $A \boldsymbol{c}=\boldsymbol{r}_{0}$ with respect to the correction space $\mathscr{C}=\mathscr{C}_{1} \oplus \mathscr{C}_{2}$ is given by

$$
\boldsymbol{c}=C_{m}^{(1)} \boldsymbol{y}_{1}+C_{k}^{(2)} \boldsymbol{y}_{2}+C_{m}^{(1)}\left[R_{m}^{(1)}\right]^{-1}\left(\left[\hat{V}_{m}^{(1)}\right]^{*} A C_{k}^{(2)}\right) \boldsymbol{y}_{2},
$$

where the coefficient vectors $\boldsymbol{y}_{1} \in \mathbb{C}^{m}$ and $\boldsymbol{y}_{2} \in \mathbb{C}^{k}$ solve the least-squares problems

$$
\left\|\left\|\boldsymbol{r}_{0}\right\| \boldsymbol{u}_{1}^{(m+1)}-\tilde{H}_{m}^{(1)} \boldsymbol{y}_{1}\right\|_{2} \rightarrow \min _{y_{1} \in \mathbb{C}^{m}}, \quad\| \| \boldsymbol{r}_{1}\left\|\boldsymbol{u}_{1}^{(k+1)}-\tilde{H}_{k}^{(2)} \boldsymbol{y}_{2}\right\|_{2} \rightarrow \min _{y_{2} \in \mathbb{C}^{k}}
$$

and the matrices $C_{m}^{(1)}, C_{k}^{(2)}, \hat{V}_{m}^{(1)}, R_{m}^{(1)}, \tilde{H}_{m}^{(1)}$, and $\tilde{H}_{k}^{(2)}$ as well as the vector $\boldsymbol{r}_{1}$ are defined above.

### 2.4. Incomplete orthogonalization

The MR approximation applied to Eq. (21) in effect maintains orthogonality of the basis vectors of the residual space $\mathscr{V}_{2}$ against $\mathscr{W}_{1}=A \mathscr{C}_{1}$. Computationally, this is manifested in the generation of the $m \times k$ matrix $\left(\hat{V}_{m}^{(1)}\right)^{*} A C_{k}^{(2)}$ during the orthonormalization process (cf. (25)). In order to reduce the cost of both the storage of $\hat{V}_{m}^{(1)}$ and the work involved in the orthogonalization, we now consider performing the MR approximation to the solution of (21) only approximately in the sense that orthogonality is maintained only against a subspace of $\mathscr{W}_{1}$ of fixed dimension. When faced with the choice of such a subspace against which one can afford to maintain orthogonality, one possible
criterion is to select that space which results in the greatest reduction of the residual norm after the second MR approximation. Such an approach was proposed by de Sturler [25], and will be further described in Section 4.5.

As in Section 2.3, consider the MR approximation with respect to the correction space $\mathscr{C}=\mathscr{C}_{1} \oplus \mathscr{C}_{2}$. The global MR approximation (18) consists of an MR approximation with respect to $\mathscr{C}_{1}$ followed by a second projection involving the orthogonal complement $\mathscr{Z}:=\left(I-P_{\mathscr{W}_{1}}\right) \mathscr{W}_{2}$ of $\mathscr{W}_{1}=A \mathscr{C}_{1}$ with respect to $\mathscr{W}_{2}=A \mathscr{C}_{2}$. The simplest approach of completely omitting the orthogonalization involved in constructing $P_{\mathscr{Z}}$ results in the combined approximation

$$
\tilde{\boldsymbol{w}}:=P_{\mathscr{W}_{1}} \boldsymbol{r}_{0}+P_{\mathscr{W}_{2}}\left(I-P_{\mathscr{W}_{1}}\right) \boldsymbol{r}_{0},
$$

in place of (18). This is the standard way of restarting an MR algorithm. Besides the two extremes of complete orthogonalization against $\mathscr{W}_{1}$ or none at all, it is also possible to orthogonalize against only a subspace $\mathscr{W}_{1} \subset \mathscr{W}_{1}$ of dimension $\ell<m$, which brings up the problem of determining $\tilde{\mathscr{W}}_{1}$ such that, if orthogonality of the residual space $\mathscr{V}_{2}$ of the second MR approximation is maintained against $\tilde{\mathscr{W}}_{1}$, this results in the smallest residual norm over all $\ell$-dimensional subspaces of $\mathscr{W}_{1}$.

The solution of this problem is greatly facilitated by a judicious choice of bases: Let $W_{m}^{(1)}=$ $\left[\boldsymbol{w}_{1}^{(1)} \cdots \boldsymbol{w}_{m}^{(1)}\right]$ and $W_{k}^{(2)}=\left[\boldsymbol{w}_{1}^{(2)} \cdots \boldsymbol{w}_{k}^{(2)}\right]$ denote biorthogonal orthonormal bases of $\mathscr{W}_{1}$ and $\mathscr{W}_{2}$ ordered such that the (diagonal) $m \times k$ matrix $\Gamma:=\left[W_{m}^{(1)}\right]^{*} W_{k}^{(2)}$ has nonincreasing nonnegative entries $\gamma_{1}, \ldots, \gamma_{\min \{m, k\}}$. The numbers $\gamma_{j}$ are the cosines of the canonical angles between the spaces $\mathscr{W}_{1}$ and $\mathscr{W}_{2}$ (cf. [23, Chapter 4.5]) and therefore lie between zero and one. In addition, the assumption $\mathscr{C}_{1} \cap \mathscr{C}_{2}=\{\boldsymbol{0}\}$ along with the nonsingularity of $A$ implies $\mathscr{W}_{1} \cap \mathscr{W}_{2}=\{\boldsymbol{0}\}$ and therefore each $\gamma_{j}$ is strictly less than one.

An orthogonal basis of $\mathscr{Z}$ is given by $\hat{Z}_{k}:=\left(I-W_{m}^{(1)}\left[W_{m}^{(1)}\right]^{*}\right) W_{k}^{(2)}$, and we set $\hat{Z}_{k}^{*} \hat{Z}_{k}=I-\Gamma^{\mathrm{H}} \Gamma=$ : $\Sigma^{2} \in \mathbb{C}^{k \times k}$, where $\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{k}\right)$ with

$$
\sigma_{j}= \begin{cases}\sqrt{1-\gamma_{j}^{2}}, & 1 \leqslant j \leqslant \min \{k, m\} \\ 1, & \text { otherwise }\end{cases}
$$

in view of which $Z_{k}:=\hat{Z}_{k} \Sigma^{-1}$ is an orthonormal basis of $\mathscr{Z}$. Denoting $Z_{k}=\left[\boldsymbol{z}_{1} \cdots \boldsymbol{z}_{k}\right]$, the following theorem expresses the effect of complete orthogonalization versus none at all:

Theorem 2.7. In the notation introduced above and with $\boldsymbol{r}_{1}:=\left(I-P_{\mathscr{W}_{1}}\right) \boldsymbol{r}_{0}$, there holds

$$
\begin{align*}
& \left(P_{\mathscr{H}_{2}}-P_{\mathscr{Z}}\right) \boldsymbol{r}_{1}=\sum_{j=1}^{\min \{k, m\}}\left(\boldsymbol{r}_{1}, \boldsymbol{z}_{j}\right) \gamma_{j}\left(\sigma_{j} \boldsymbol{w}_{j}^{(1)}-\gamma_{j} \boldsymbol{z}_{j}\right),  \tag{26}\\
& \left\|\left(P_{\mathscr{H}_{2}}-P_{\mathscr{Z}}\right) \boldsymbol{r}_{1}\right\|^{2}=\sum_{j=1}^{\min \{k, m\}} \gamma_{j}^{2}\left|\left(\boldsymbol{r}_{1}, \boldsymbol{z}_{j}\right)\right|^{2} . \tag{27}
\end{align*}
$$

Proof. Taking note of $\boldsymbol{r}_{1} \perp \mathscr{W}_{1}$ and $W_{k}^{(2)}=Z_{k} \Sigma+W_{m}^{(1)} \Gamma$, we obtain

$$
\begin{aligned}
\left(P_{\mathscr{W _ { 2 }}}-P_{\mathscr{Z}}\right) \boldsymbol{r}_{1} & =\left(W_{k}^{(2)}\left[W_{k}^{(2)}\right]^{*}-Z_{k} Z_{k}^{*}\right) \boldsymbol{r}_{1} \\
& =\left(\left(Z_{k} \Sigma+W_{m}^{(1)} \Gamma\right)\left(Z_{k} \Sigma+W_{m}^{(1)} \Gamma\right)^{*}-Z_{k} Z_{k}^{*}\right) \boldsymbol{r}_{1} \\
& =\left(W_{m}^{(1)} \Gamma \Sigma-Z_{k} \Gamma^{\mathrm{H}} \Gamma\right) Z_{k}^{*} \boldsymbol{r}_{1},
\end{aligned}
$$

which is a reformulation of (26). Taking norms and noting $\mathscr{W}_{1} \perp \mathscr{Z}$ as well as $\gamma_{j}^{2}+\sigma_{j}^{2}=1$ yields (27):

$$
\left\|\left(P_{\not y_{2}}-P_{\mathscr{X}}\right) \boldsymbol{r}_{1}\right\|^{2}=\left(Z_{k}^{*} \boldsymbol{r}_{1}\right)^{*}\left(\Sigma \Gamma^{\mathrm{H}} \Gamma \Sigma+\left(\Gamma^{\mathrm{H}} \Gamma\right)^{2}\right)\left(Z_{k}^{*} \boldsymbol{r}_{1}\right)=\left\|\Gamma Z_{k}^{*} \boldsymbol{r}_{1}\right\|_{2}^{2} .
$$

We see that the difference between the two projections depends on the $\mathscr{Z}$-components of the approximation error $\boldsymbol{r}_{1}$ remaining after the first projection weighted by the corresponding cosines $\gamma_{j}$ of the canonical angles between $\mathscr{W}_{1}$ and $\mathscr{W}_{2}$. Whenever $\gamma_{j}=0$, the projection onto $\mathscr{W}_{2}$ would already have produced the correct component in the direction $\boldsymbol{z}_{j}$, whereas in case $\gamma_{j}=1$ the associated basis vectors $\boldsymbol{w}_{j}^{(1)}$ and $\boldsymbol{w}_{j}^{(2)}$ are collinear and $P_{\mathbb{V}_{/}}$would have yielded no component in direction $\boldsymbol{z}_{j}$.

To consider the case of incomplete orthogonalization, let $\tilde{\mathscr{W}}_{1} \subset \mathscr{W}_{1}$ with $\operatorname{dim} \tilde{\mathscr{W}}_{1}=\ell<m$. By orthogonalizing the basis of $\mathscr{W}_{2}$ against $\tilde{\mathscr{W}}_{1}$, we construct the orthogonal projection onto $\tilde{\mathscr{L}}^{2}:=\left(\tilde{\mathscr{W}}_{1} \oplus\right.$ $\left.\mathscr{W}_{2}\right) \cap \tilde{\mathscr{W}}_{1}^{\perp}$, which, applied to $\boldsymbol{r}_{1}$, yields the difference between $P_{\mathscr{H}_{1}} \boldsymbol{r}_{0}$ and the best approximation of $\boldsymbol{r}_{0}$ in $\tilde{\mathscr{W}}_{1} \oplus \mathscr{W}_{2}$.

Theorem 2.8. Of all $\ell$-dimensional subspaces $\tilde{\mathscr{W}}_{1} \subset \mathscr{W}_{1}$, that which minimizes $\left\|\left(P_{\tilde{\mathcal{X}}}-P_{\mathscr{\mathscr { O }}}\right)\left(I-P_{\mathscr{H}_{1}}\right) \boldsymbol{r}_{0}\right\|$ over all $\boldsymbol{r}_{0} \in \mathscr{H}$ is given by $\tilde{\mathscr{W}}_{1}=\operatorname{span}\left\{\boldsymbol{w}_{1}^{(1)}, \ldots, \boldsymbol{w}_{\ell}^{(1)}\right\}$, and results in

$$
\left\|\left(P_{\tilde{\mathscr{Z}}}-P_{\mathscr{\mathscr { L }}}\right)\left(I-P_{\psi_{1}}\right) \boldsymbol{r}_{0}\right\|=\left\|\left(P_{\tilde{\mathscr{Z}}}-P_{\mathscr{Z}}\right) \boldsymbol{r}_{1}\right\|=\sum_{j=\ell+1}^{\min \left\{k_{m}, \boldsymbol{m}\right\}} \gamma_{j}^{2}\left|\left(\boldsymbol{r}_{1}, z_{j}\right)\right|^{2} .
$$

Proof. Any orthonormal basis $\tilde{W}_{\ell}^{(1)}=\left[\tilde{\boldsymbol{w}}_{1} \cdots \tilde{\boldsymbol{w}}_{\ell}\right]$ of $\tilde{\mathscr{W}}_{1}$ has the form $\tilde{W}_{\ell}^{(1)}=W_{m}^{(1)} Q_{1}$ with a matrix $Q_{1} \in \mathbb{C}^{m \times \ell}$ consisting of the first $\ell$ columns of a unitary $m \times m$ matrix $Q=\left[Q_{1} Q_{2}\right]$. We obtain a basis of $\tilde{\mathscr{Z}}$ by orthogonalizing $W_{k}^{(2)}$ against $\tilde{W}_{\ell}^{(1)}$ :

$$
\begin{aligned}
\hat{Z}_{\ell} & :=\left(I-\tilde{W}_{\ell}^{(1)}\left[\tilde{W}_{\ell}^{(1)}\right]^{*}\right) W_{k}^{(2)}=W_{k}^{(2)}-W_{m}^{(1)} Q_{1} Q_{1}^{\mathrm{H}} \Gamma \\
& =\left(Z_{k} \Sigma+W_{k}^{(2)} \Gamma\right)-W_{m}^{(1)} Q_{1} Q_{1}^{\mathrm{H}} \Gamma=Z_{k} \Sigma+W_{m}^{(1)}\left(I-Q_{1} Q_{1}^{\mathrm{H}}\right) \Gamma \\
& =Z_{k} \Sigma+W_{m}^{(1)} Q_{2} Q_{2}^{\mathrm{H}} \Gamma .
\end{aligned}
$$

Because of $0 \leqslant \gamma_{j}<1$ the Hermitian matrix

$$
\hat{Z}_{t}^{*} \hat{Z}_{\ell}=\Sigma^{2}+\Gamma^{\mathrm{H}} Q_{2} Q_{2}^{\mathrm{H}} \Gamma=I-\Gamma^{\mathrm{H}} Q_{1} Q_{1}^{\mathrm{H}} \Gamma=: S^{2}
$$

is positive definite and therefore possesses a square root $S$, by means of which we obtain an orthonormal basis of $\tilde{\mathscr{Z}}$ as $Z_{\ell}:=\hat{Z}_{t} S^{-1}$. Again recalling $\boldsymbol{r}_{1} \perp \mathscr{W}_{1}$, we obtain for the difference of the two projections

$$
\begin{align*}
\left(P_{\tilde{\mathscr{Z}}}-P_{\mathscr{X}}\right) \boldsymbol{r}_{1} & =\left(Z_{\ell} Z_{\ell}^{*}-Z_{k} Z_{k}^{*}\right) \boldsymbol{r}_{1} \\
& =\left(Z_{k}\left(\Sigma S^{-2} \Sigma-I\right)+W_{m}^{(1)}\left(Q_{2} Q_{2}^{\mathrm{H}} \Gamma S^{-2} \Sigma\right)\right) Z_{k}^{*} \boldsymbol{r}_{1} . \tag{28}
\end{align*}
$$

From the definition of $S^{2}$, we have

$$
\Sigma S^{-2} \Sigma=\left(\Sigma^{-1} S^{2} \Sigma^{-1}\right)^{-1}=\left(I+\Sigma^{-1} \Gamma^{\mathrm{H}} Q_{2} Q_{2}^{\mathrm{H}} \Gamma \Sigma^{-1}\right)^{-1}=:\left(I+M M^{\mathrm{H}}\right)^{-1}
$$

with $M=\Sigma^{-1} \Gamma^{\mathrm{H}} Q_{2}$. We thus obtain

$$
\Sigma S^{-2} \Sigma-I=\left(I+M M^{\mathrm{H}}\right)^{-1}-I=-M M^{\mathrm{H}}\left(I+M M^{\mathrm{H}}\right)^{-1}
$$

as well as $Q_{2} Q_{2}^{\mathrm{H}} \Gamma S^{-2} \Sigma=Q_{2} M^{\mathrm{H}}\left(I+M M^{\mathrm{H}}\right)^{-1}$, which we insert in (18) to obtain

$$
\begin{equation*}
\left\|\left(P_{\tilde{\mathfrak{Z}}}-P_{\mathscr{Z}}\right) \boldsymbol{r}_{1}\right\|^{2}=\left(Z_{k}^{*} \boldsymbol{r}_{1}\right)\left[\left(I+M M^{\mathrm{H}}\right)^{-1} M M^{\mathrm{H}}\right]\left(Z_{k}^{*} \boldsymbol{r}_{1}\right) . \tag{29}
\end{equation*}
$$

This expression is minimized for all $\boldsymbol{r}_{1}$ - hence also for all $\boldsymbol{r}_{0}$ - by choosing $Q_{1}$ to minimize the largest eigenvalue of the Hermitian matrix $\left(I+M M^{\mathrm{H}}\right)^{-1} M M^{\mathrm{H}}$ or, equivalently, that of $M M^{\mathrm{H}}=$ $\Sigma^{-1} \Gamma^{\mathrm{H}}\left(I-Q_{1} Q_{1}^{\mathrm{H}}\right) \Gamma \Sigma^{-1}$. The entries $\gamma_{j} / \sigma_{j}$ of the $m \times k$ diagonal matrix $\Gamma \Sigma^{-1}$ are nonincreasing, hence the minimum occurs for

$$
Q_{1}=\left[\begin{array}{l}
I_{\ell} \\
O
\end{array}\right]
$$

and the assertion follows by inserting the resulting choice of $M$ in (29).

## 3. Corrections selected from Krylov spaces

The overwhelming majority of subspace correction methods for solving linear systems of equations employ correction spaces of a particularly simple structure known as Krylov spaces (or Krylov subspaces), which are defined by

$$
\begin{equation*}
\mathscr{K}_{m}:=\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right):=\operatorname{span}\left\{\boldsymbol{r}_{0}, A \boldsymbol{r}_{0}, \ldots, A^{m-1} \boldsymbol{r}_{0}\right\} . \tag{30}
\end{equation*}
$$

In this section we survey some of the ramifications of this choice. Section 3.1 discusses the advantages of using Krylov spaces, recalls their description in terms of polynomial spaces and states some technical lemmata. In Sections 3.2 and 3.3 we derive the polynomial counterparts of the OR and MR residual vectors and express their zeros as Ritz and harmonic Ritz values of $A$, respectively. Finally, we describe the implicitly restarted Arnoldi process of Sorensen [22] for later use as a technique for manipulating Krylov spaces.

### 3.1. Why Krylov subspaces?

One regard in which (30) is a reasonable choice for a correction space is that it enables the successive generation of the sequence $\left\{\mathscr{C}_{m}\right\}$ using only matrix-vector multiplication by $A$, an operation which is inexpensive for sparse or structured matrices. Moreover, note that $\mathscr{C}_{m}=\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$ results in the residual space (cf. (4))

$$
\mathscr{H}_{m+1}=\operatorname{span}\left\{\boldsymbol{r}_{0}\right\}+A \mathscr{C}_{m}=\operatorname{span}\left\{\boldsymbol{r}_{0}\right\}+A \mathscr{K}_{m}=\mathscr{K}_{m+1},
$$

i.e., the residual space $\mathscr{V}_{m+1}$ of index $m+1$ coincides with the correction space $\mathscr{C}_{m+1}$ of the next iteration, obviating the need to store two separate bases. This effectively halves the storage requirements of algorithms which are based on orthonormal bases of the residual spaces. As another consequence, the Arnoldi-type decomposition (8) now becomes a proper Arnoldi decomposition

$$
A V_{m}=V_{m+1} \tilde{H}_{m}=V_{m} H_{m}+\eta_{m+1, m} \boldsymbol{v}_{m+1} \boldsymbol{u}_{m}^{\mathrm{T}},
$$

which identifies $H_{m}$ as the orthogonal section of $A$ onto $\mathscr{K}_{m}$, i.e., it represents the linear map $A_{\mathscr{Y}_{m}}:=\left.P_{\mathscr{Y}_{m}} A\right|_{\mathscr{Y}_{m}}: \mathscr{K}_{m} \rightarrow \mathscr{K}_{m}$ with respect to the basis $V_{m}$.

Whether or not Krylov spaces are well suited as correction spaces will, as shown before, depend on the behavior of the angles $\angle\left(\mathscr{K}_{m}, A \mathscr{K}_{m}\right)$ as $m$ approaches $\infty$. There are classes of problems
for which this behavior is very favorable. An example where the angles actually tend to zero, which, in view of (14), implies superlinear convergence of the MR and OR approximants, is given by second-kind Fredholm equations (cf. [3, Theorem 6.12]). On the other hand, there are matrix problems of dimension $n$ for which $\angle\left(\mathscr{K}_{m}, A \mathscr{K}_{m}\right)=\pi / 2(m=1,2, \ldots, n-1)$, i.e., no Krylov subspace method is able to improve the initial residual until the very last step.

Finally, the theoretical investigation of Krylov subspace methods is greatly facilitated by the intimate connection between a Krylov space and an associated space of polynomials, as can be seen from the representation

$$
\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)=\left\{q(A) \boldsymbol{r}_{0}: q \in \mathscr{P}_{m-1}\right\} \quad(m=1,2, \ldots)
$$

where $\mathscr{P}_{m}$ denotes the space of all complex polynomials of degree at most $m$. The linear map

$$
\mathscr{P}_{m-1} \ni q \mapsto q(A) \boldsymbol{r}_{0} \in \mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)
$$

is thus always surjective, but fails to be an isomorphism if and only if there exists a nonzero polynomial $q \in \mathscr{P}_{m-1}$ with $q(A) \boldsymbol{r}_{0}=\mathbf{0}$. If such a polynomial exists (e.g., if $A$ has finite rank) then there also exists a (unique) monic polynomial $c=c_{A, \boldsymbol{r}_{0}}$ of minimal degree for which $c(A) \boldsymbol{r}_{0}=\mathbf{0}$, which is usually called the minimal polynomial of $\boldsymbol{r}_{0}$ with respect to $A$. It is easy to see that the degree of $c$ equals the smallest integer $m$ for which $\mathscr{K}_{m}=\mathscr{K}_{m+1}$ and thus coincides with the index $L$ introduced in (6) (cf. also (7)),

$$
\begin{align*}
L & =\min \left\{m \in \mathbb{N}_{0}: \mathscr{K}_{m}=\mathscr{K}_{m+1}\right\}=\min \left\{m \in \mathbb{N}_{0}: A^{-1} \boldsymbol{r}_{0} \in \mathscr{K}_{m}\right\} \\
& =\min \left\{\operatorname{deg} q: q \text { monic and } q(A) \boldsymbol{r}_{0}=\mathbf{0}\right\} \tag{31}
\end{align*}
$$

In other words, $\mathscr{P}_{m-1}$ and $\mathscr{K}_{m}$ are isomorphic linear spaces if and only if $m \leqslant L$.
The positive-semidefinite sesquilinear form

$$
\begin{equation*}
(p, q):=\left(p(A) \boldsymbol{r}_{0}, q(A) \boldsymbol{r}_{0}\right) \quad\left(p, q \in \mathscr{P}_{\infty}:=\bigcup_{m \geqslant 0} \mathscr{P}_{m}\right) \tag{32}
\end{equation*}
$$

is therefore positive definite when restricted to $\mathscr{P}_{L-1}$ and hence defines an inner product on this space. We will use the same notation $(\cdot, \cdot)$ for this inner product as for its counterpart on $\mathscr{H}$, as well as for derived quantities such as its induced norm $\|\cdot\|:=(\cdot, \cdot)^{1 / 2}$ and the orthogonality relation $\perp$.

Since every vector $\boldsymbol{x} \in \boldsymbol{x}_{0}+\mathscr{K}_{m}$ is of the form $\boldsymbol{x}=\boldsymbol{x}_{0}+q_{m-1}(A) \boldsymbol{r}_{0}$ for some $q_{m-1} \in \mathscr{P}_{m-1}$, the corresponding residual $\boldsymbol{r}=\boldsymbol{b}-A \boldsymbol{x}$ can be written

$$
\boldsymbol{r}=\boldsymbol{r}_{0}-A q_{m-1}(A) \boldsymbol{r}_{0}=p_{m}(A) \boldsymbol{r}_{0}, \quad \text { where } p_{m}(\zeta):=1-\zeta q_{m-1}(\zeta) \in \mathscr{P}_{m}
$$

Note that the residual polynomial $p_{m}$ satisfies the normalization condition $p_{m}(0)=1$. Later in this section we will characterize the residual polynomials which belong to the OR and MR iterates as well as their zeros.

First, however, we provide three lemmata for later use. The first recalls a well-known (see, e.g., [15]) consequence of the Arnoldi decomposition $A V_{m}=V_{m} H_{m}+\eta_{m+1, m} \boldsymbol{v}_{m+1} \boldsymbol{u}_{m}^{\mathrm{T}}$ of $A$ (see (8)), the second states the conditions under which a Krylov space can have $A$-invariant subspaces. The third lemma shows that the orthogonal complement of a Krylov space with respect to an $A$-invariant subspace is itself a Krylov space.

Lemma 3.1. For every polynomial $q(\zeta)=\alpha_{m} \zeta^{m}+\cdots+\alpha_{1} \zeta+\alpha_{0} \in \mathscr{P}_{m}$, there holds

$$
q(A) \boldsymbol{r}_{0}=\beta V_{m} q\left(H_{m}\right) \boldsymbol{u}_{1}+\alpha_{m} \beta \prod_{j=1}^{m} \eta_{j+1, j} \boldsymbol{v}_{m+1}
$$

where $\boldsymbol{u}_{1} \in \mathbb{C}^{m}$ denotes the first unit vector. In particular, $q(A) \boldsymbol{r}_{0}=\beta V_{m} q\left(H_{m}\right) \boldsymbol{u}_{1}$ for every $q \in \mathscr{P}_{m-1}$.

Lemma 3.2. A Krylov space $\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$ contains an $A$-invariant subspace if and only if it is itself $A$-invariant.

Proof. If $\mathscr{U} \subset \mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$ is $A$-invariant, it must contain an eigenvector $\boldsymbol{z}$ of $A$. As an element of $\mathscr{K}_{m}, \boldsymbol{z}$ has a representation $\boldsymbol{z}=q_{m-1}(A) \boldsymbol{r}_{0}$ in terms of a nonzero polynomial $q_{m-1}$ of degree at most $m-1$. Moreover, if $\lambda$ denotes the eigenvalue of $A$ associated with $\boldsymbol{z}$ and $p(\zeta):=(\zeta-\lambda) q_{m-1}(\zeta)$, then $p(A) \boldsymbol{r}_{0}=\mathbf{0}$ and hence the degree of the minimal polynomial $c_{A, \boldsymbol{r}_{0}}$ of $\boldsymbol{r}_{0}$ with respect to $A$ is at most $m$. Consequently $L=\operatorname{deg} c_{A, r_{0}} \leqslant m$ and $\mathscr{K}_{m}$ is $A$-invariant (cf. (31)).

Lemma 3.3. Let $\mathscr{U}$ be an A-invariant subspace, $\mathscr{T}=\mathscr{U}^{\perp}$ its orthogonal complement and set $A_{\mathscr{T}}:=P_{\mathscr{T}} A P_{\mathscr{T}}$. Then there holds for $m=1,2, \ldots$

$$
P_{\mathscr{T}} \mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)=\mathscr{K}_{m}\left(P_{\mathscr{T}} A, P_{\mathscr{T}} \boldsymbol{r}_{0}\right)=\mathscr{K}_{m}\left(A_{\mathscr{T}}, P_{\mathscr{T}} \boldsymbol{r}_{0}\right)
$$

and

$$
P_{\mathscr{T}} A \mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)=P_{\mathscr{T}} A \mathscr{K}_{m}\left(P_{\mathscr{T}} A, P_{\mathscr{T}} \boldsymbol{r}_{0}\right)=A_{\mathscr{T}} \mathscr{K}_{m}\left(A_{\mathscr{T}}, P_{\mathscr{T}} \boldsymbol{r}_{0}\right) .
$$

Proof. We have $P_{\mathscr{T}} A P_{\mathscr{U}}=O$, because $\mathscr{U}$ is $A$-invariant, and therefore

$$
P_{\mathscr{T}} A=P_{\mathscr{T}} A P_{\mathscr{U}}+P_{\mathscr{T}} A P_{\mathscr{T}}=P_{\mathscr{T}} A P_{\mathscr{T}} .
$$

An obvious induction now shows that for $k=1,2, \ldots$

$$
P_{\mathscr{T}} A^{k} \boldsymbol{r}_{0}=\left[P_{\mathscr{T}} A\right]^{k} \boldsymbol{r}_{0}=\left[P_{\mathscr{T}} A P_{\mathscr{T}}\right]^{k} \boldsymbol{r}_{0}
$$

which proves the assertions.
With regard to the notation used in Lemma 3.3, we remark that so far in this paper $A_{\mathscr{T}}$ has denoted the orthogonal section $\left.P_{\mathscr{T}} A\right|_{\mathscr{T}}$ of $A$ onto $\mathscr{T}$. We henceforth identify $P_{\mathscr{T}} A P_{\mathscr{T}}$ with $A_{\mathscr{T}}$ since $P_{\mathscr{T}} A P_{\mathscr{T}}=\left.P_{\mathscr{T}} A\right|_{\mathscr{T}}$ on $\mathscr{T}$ and $P_{\mathscr{T}} A P_{\mathscr{T}}=O$ on $\mathscr{T}^{\perp}$.

## 3.2. $O R$ residual polynomials

We first investigate the residual polynomials associated with the OR approach: $\boldsymbol{r}_{m}^{\mathrm{OR}}=p_{m}^{\mathrm{OR}}(A) \boldsymbol{r}_{0}$. The condition $\boldsymbol{r}_{m}^{\mathrm{OR}} \perp \mathscr{K}_{m}$ translates to $p_{m}^{\mathrm{OR}} \perp \mathscr{P}_{m-1}$, i.e., $p_{m}^{\mathrm{OR}}$ is an orthogonal polynomial of degree $m$ (normalized to satisfy $p_{m}^{\mathrm{OR}}(0)=1$ ). This also follows from the fact that $\boldsymbol{r}_{m}^{\mathrm{OR}}$ is a scalar multiple of $\boldsymbol{v}_{m+1}$, the last element of the orthonormal basis $\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m}, \boldsymbol{v}_{m+1}\right\}$ of $\mathscr{K}_{m+1}$ (cf. Section 2.1): The basis vector $\boldsymbol{v}_{m+1} \in \mathscr{K}_{m+1} \backslash \mathscr{K}_{m}$ has the form $\boldsymbol{v}_{m+1}=v_{m}(A) \boldsymbol{r}_{0}$ for some polynomial $v_{m}$ of exact degree $m$, and $p_{m}^{\text {OR }}$ must be a scalar multiple of $v_{m}$. Next, $\boldsymbol{v}_{m+1} \perp \mathscr{K}_{m}$, i.e., $v_{m} \perp \mathscr{P}_{m-1}$, and $\left\|\boldsymbol{v}_{m+1}\right\|=\left\|v_{m}\right\|=1$ show that $v_{m}$ is an orthonormal polynomial of degree $m$. We arrive at $p_{m}^{\mathrm{OR}}=v_{m} / v_{m}(0)$, a normalization which is, of course, only possible if $v_{m}$ does not vanish at the origin.

The close relation of $v_{m}$ to the characteristic polynomial of the Hessenberg matrix $H_{m}$ will show that $v_{m}(0)=0$ is equivalent to $H_{m}$ being singular: We know that $\boldsymbol{v}_{m+1}=v_{m}(A) \boldsymbol{r}_{0}$ spans the one-dimensional space $\mathscr{K}_{m+1} \cap \mathscr{K}_{m}^{\perp}$. If, on the other hand, $h_{m}(\zeta):=\operatorname{det}\left(\zeta I-H_{m}\right) \in \mathscr{P}_{m}$ denotes the characteristic polynomial of $H_{m}$, then by Lemma 3.1 and the Cayley-Hamilton theorem

$$
\begin{equation*}
\left(h_{m}(A) \boldsymbol{r}_{0}, \boldsymbol{v}_{k}\right)=\beta\left(V_{m} h_{m}\left(H_{m}\right) \boldsymbol{u}_{1}, \boldsymbol{v}_{k}\right)+\beta \prod_{j=1}^{m} \eta_{j+1, j}\left(\boldsymbol{v}_{m+1}, \boldsymbol{v}_{k}\right)=0 \tag{33}
\end{equation*}
$$

$(k=1,2, \ldots, m)$. In other words, $\boldsymbol{v}=h_{m}(A) \boldsymbol{r}_{0}$ belongs to $\mathscr{K}_{m+1} \cap \mathscr{K}_{m}^{\perp}$ and is therefore a scalar multiple of $\boldsymbol{v}_{m+1}$. We have thus shown that the polynomials $v_{m}$ and $h_{m}$ can differ only by a scalar factor. We summarize these observations in

Proposition 3.4. The characteristic polynomial $h_{m}$ of the Hessenberg matrix $H_{m}$ is the (unique) monic orthogonal polynomial of degree $m$ with respect to the inner product (32). The mth OR iterate exists if and only if $h_{m}(0) \neq 0$ and, in this case, the corresponding residual polynomial is given by $p_{m}^{\mathrm{OR}}=h_{m} / h_{m}(0)$.

We next consider the zeros of $p_{m}^{\mathrm{OR}}$ or, equivalently, the eigenvalues of $H_{m}=V_{m}^{*} A V_{m}$, the orthogonal section $A_{\mathscr{H}_{m}}$ of $A$ onto $\mathscr{K}_{m}$. Its eigenvalues $\theta_{j}$, where

$$
\begin{equation*}
H_{m} \boldsymbol{y}_{j}=\theta_{j} \boldsymbol{y}_{j} \quad \text { with } \boldsymbol{y}_{j} \in \mathbb{C}^{m},\left\|\boldsymbol{y}_{j}\right\|_{2}=1 \tag{34}
\end{equation*}
$$

are called the Ritz values of $A$ (with respect to $\mathscr{K}_{m}$ ), while $\boldsymbol{z}_{j}:=V_{m} \boldsymbol{y}_{j}$ are the associated Ritz vectors.
As the eigenvalues of the nonderogatory matrix $H_{m}$, Ritz values have geometric multiplicity one. In case $\theta_{j}$ has algebraic multiplicity $k_{j}>1$, we denote by $\boldsymbol{y}_{j}^{(0)}=\boldsymbol{y}_{j}, \boldsymbol{y}_{j}^{(1)}, \ldots, \boldsymbol{y}_{j}^{\left(k_{j}-1\right)}$ the principal vectors of $H_{m}$ which belong to the eigenvalue $\theta_{j}$, so that

$$
H_{m} \boldsymbol{y}_{j}^{(\ell)}=\theta_{j} \boldsymbol{y}_{j}^{(\ell)}+\boldsymbol{y}_{j}^{(\ell-1)} \quad\left(\ell=1, \ldots, k_{j}-1\right)
$$

and define $\boldsymbol{z}_{j}^{(0)}:=V_{m} \boldsymbol{y}_{j}^{(0)}$ and $\boldsymbol{z}_{j}^{(\ell)}:=V_{m} \boldsymbol{y}_{j}^{(\ell)}$ as the associated Ritz vectors.
Although all our conclusions remain valid in this more general case, we will assume in the remaining sections that $H_{m}$ has $m$ distinct eigenvalues to avoid the (notational) complication of requiring principal vectors.

The Ritz vectors constitute a basis of $\mathscr{K}_{m}$, and their residual vectors with regard to the eigenvalue problem (34) are given by

$$
\begin{align*}
A \boldsymbol{z}_{j}-\theta_{j} \boldsymbol{z}_{j}=A V_{m} \boldsymbol{y}_{j}-\theta_{j} V_{m} \boldsymbol{y}_{j} & =V_{m} H_{m} \boldsymbol{y}_{j}+\eta_{m+1, m} \boldsymbol{v}_{m+1} \boldsymbol{u}_{m}^{\mathrm{T}} \boldsymbol{y}_{j}-\theta_{j} V_{m} \boldsymbol{y}_{j} \\
& =\eta_{m+1}\left(\boldsymbol{u}_{m}^{\mathrm{T}} \boldsymbol{y}_{j}\right) \boldsymbol{v}_{m+1} \tag{35}
\end{align*}
$$

This implies $A \boldsymbol{z}_{j}-\theta_{j} \boldsymbol{z}_{j} \perp \mathscr{K}_{m}$, which is the commonly used definition of Ritz values and Ritz vectors. We also observe that $\left(A-\theta_{j} I\right) \boldsymbol{z}_{j} \in \operatorname{span}\left\{\boldsymbol{v}_{m+1}\right\}=\operatorname{span}\left\{h_{m}(A) \boldsymbol{r}_{0}\right\}$ for every eigenvalue $\theta_{j}$ of $H_{m}$. As an element of $\mathscr{K}_{m}$, each Ritz vector $\boldsymbol{z}_{j}$ can be represented as $\boldsymbol{z}_{j}=z_{j}(A) \boldsymbol{r}_{0}$ with a polynomial $z_{j} \in \mathscr{P}_{m-1}$. Eq. (35) now implies $\left(\zeta-\theta_{j}\right) z_{j}(\zeta)=\tau_{j} h_{m}(\zeta)$ with $\tau_{j} \in \mathbb{C} \backslash\{0\}$, which we express as

$$
z_{j}(\zeta)=\tau_{j} \frac{h(\zeta)}{\zeta-\theta_{j}}
$$

Proposition 3.5. Let

$$
h_{m}(\zeta)=\prod_{j=1}^{J}\left(\zeta-\theta_{j}\right)^{k_{j}} \quad\left(\theta_{i} \neq \theta_{j} \text { for } i \neq j\right)
$$

denote the characteristic polynomial of $H_{m}$. The Ritz vectors $\boldsymbol{z}_{j}^{(\ell)}\left(\ell=0, \ldots, k_{j}-1\right)$ of $A$ with respect to $\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$ have the form

$$
\boldsymbol{z}_{j}^{(\ell)}=z_{j}^{(\ell)}(A) \boldsymbol{r}_{0}, \quad \text { where } z_{j}^{(\ell)}(\zeta)=h_{m}(\zeta) \sum_{i=0}^{\ell} \frac{\tau_{j, i}}{\left(\zeta-\theta_{j}\right)^{i+1}}
$$

is a polynomial of exact degree $m-1$. Moreover, there holds

$$
\left(A-\theta_{j} I\right)^{\ell+1} \boldsymbol{z}_{j}^{(\ell)} \in \operatorname{span}\left\{\boldsymbol{v}_{m+1}\right\}=\operatorname{span}\left\{h_{m}(A) \boldsymbol{r}_{0}\right\}=\operatorname{span}\left\{\boldsymbol{r}_{m}^{\mathrm{OR}}\right\},
$$

where the last equality assumes that the mth OR iterate is defined.

### 3.3. MR residual polynomials

We now turn to the investigation of the residual polynomials $p_{m}^{\mathrm{MR}}$ associated with the MR residuals $\boldsymbol{r}_{m}^{\mathrm{MR}}=p_{m}^{\mathrm{MR}}(A) \boldsymbol{r}_{0}$. Obviously, these polynomials possess the following minimization property:

$$
\left\|p_{m}^{\mathrm{MR}}\right\|=\min \{\|p\|: \operatorname{deg} p \leqslant m, p(0)=1\} .
$$

The condition $\boldsymbol{r}_{m}^{\mathrm{MR}} \perp A \mathscr{K}_{m}$ translates to $p_{m}^{\mathrm{MR}} \perp \zeta \mathscr{P}_{m-1}$, from which we deduce the reproducing property (36) of the MR residual polynomials: For any $q(\zeta)=q(0)+\sum_{j=1}^{m} \alpha_{j} \zeta^{j} \in \mathscr{P}_{m}$, there holds

$$
\left(q, p_{m}^{\mathrm{MR}}\right)=\left(q(0), p_{m}^{\mathrm{MR}}\right)+\left(\sum_{j=1}^{m} \alpha_{j} \zeta^{j}, p_{m}^{\mathrm{MR}}\right)=q(0)\left(1, p_{m}^{\mathrm{MR}}\right)
$$

and because this identity is valid in particular for $q=p_{m}^{\mathrm{MR}}$ yielding $\left\|p_{m}^{\mathrm{MR}}\right\|^{2}=p_{m}^{\mathrm{MR}}(0)\left(1, p_{m}^{\mathrm{MR}}\right)=$ ( $1, p_{m}^{\mathrm{MR}}$ ), we obtain

$$
\begin{equation*}
\left(q, p_{m}^{\mathrm{MR}}\right)=q(0)\left\|p_{m}^{\mathrm{MR}}\right\|^{2} \quad \text { for all } q \in \mathscr{P}_{m} . \tag{36}
\end{equation*}
$$

The coefficients of $p_{m}^{\mathrm{MR}}$ with respect to the orthonormal basis $\left\{v_{0}, v_{1}, \ldots, v_{m}\right\}$ of $\mathscr{P}_{m}$ are thus given by

$$
\left(p_{m}^{\mathrm{MR}}, v_{j}\right)=\overline{v_{j}(0)}\left\|p_{m}^{\mathrm{MR}}\right\|^{2}
$$

which, in view of $\left\|p_{m}^{\mathrm{MR}}\right\|^{2}=\sum_{j=0}^{m}\left|v_{j}(0)\right|^{2}\left\|p_{m}^{\mathrm{MR}}\right\|^{4}$, results in the expansion

$$
\begin{equation*}
p_{m}^{\mathrm{MR}}(\zeta)=\frac{\sum_{j=0}^{m} \overline{v_{j}(0)} v_{j}(\zeta)}{\sum_{j=0}^{m}\left|v_{j}(0)\right|^{2}} \tag{37}
\end{equation*}
$$

(note that the denominator $\sum_{j=0}^{m}\left|v_{j}(0)\right|^{2} \geqslant\left|v_{0}(0)\right|^{2}$ is always positive since $v_{0}$ is a nonzero constant). Furthermore, this representation shows that, since the polynomials $v_{j}$ are of exact degree $j, p_{m}^{\mathrm{MR}}$ will have degree $m$ if and only if $v_{m}(0) \neq 0$, i.e., if the OR polynomial of degree $m$ exists. Otherwise $p_{m}^{\mathrm{MR}}=p_{m-1}^{\mathrm{MR}}=\cdots=p_{k}^{\mathrm{MR}}$ and $\operatorname{deg} p_{m}^{\mathrm{MR}}=k$, if $k$ is the largest index less than $m$ for which $v_{k}(0) \neq 0$.

To characterize the zeros of the MR residual polynomials in an analogous manner as for the OR residual polynomials, we begin by identifying them as the eigenvalues of an orthogonal section of $A^{-1}$ onto the Krylov space

$$
\mathscr{K}_{m}\left(A^{-1}, A^{m} \boldsymbol{r}_{0}\right)=\operatorname{span}\left\{A^{m} \boldsymbol{r}_{0}, A^{m-1} \boldsymbol{r}_{0}, \ldots, A \boldsymbol{r}_{0}\right\}=A \mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)
$$

We denote the associated Arnoldi decomposition by

$$
A^{-1} W_{m}=W_{m+1} \tilde{G}_{m}=W_{m} G_{m}+\gamma_{m+1, m} \boldsymbol{v}_{m+1} \boldsymbol{u}_{m}^{\mathrm{T}}
$$

in which $\tilde{G}_{m}=\left[\gamma_{j, k}\right] \in \mathbb{C}^{(m+1) \times m}$ is an upper Hessenberg matrix, $G_{m}$ the associated square Hessenberg matrix obtained by deleting the last row of $\tilde{G}_{m}$ and $W_{m+1}=\left[\boldsymbol{w}_{1} \ldots \boldsymbol{w}_{m+1}\right]$ is an orthonormal basis of $\mathscr{K}_{m+1}\left(A^{-1}, A^{m} \boldsymbol{r}_{0}\right)=\mathscr{K}_{m+1}\left(A, \boldsymbol{r}_{0}\right)$. If we invoke Lemma 3.1 applied to this Arnoldi decomposition, we obtain

$$
q\left(A^{-1}\right) A^{m} \boldsymbol{r}_{0}=W_{m} q\left(G_{m}\right) \beta_{m} \boldsymbol{u}_{1}^{\mathrm{T}}+\alpha_{m} \beta_{m} \prod_{j=1}^{m} \gamma_{j+1, j} \boldsymbol{w}_{m+1}
$$

for any polynomial $q(\zeta)=\alpha_{m} \zeta^{m}+\cdots+\alpha_{1} \zeta+\alpha_{0} \in \mathscr{P}_{m}$, where $\beta_{m}=\left\|A^{m} \boldsymbol{r}_{0}\right\|$. Denoting by $g_{m}$ the characteristic polynomial of $G_{m}$, we conclude just as in (33) that

$$
\left(g_{m}\left(A^{-1}\right) A^{m} \boldsymbol{r}_{0}, \boldsymbol{w}_{k}\right)=0, \quad k=1, \ldots, m
$$

and that $\boldsymbol{w}:=g_{m}\left(A^{-1}\right) A^{m} \boldsymbol{r}_{0}$ belongs to

$$
\mathscr{K}_{m+1}\left(A^{-1}, A^{m} \boldsymbol{r}_{0}\right) \cap \mathscr{K}_{m}\left(A^{-1}, A^{m} \boldsymbol{r}_{0}\right)^{\perp}=\mathscr{K}_{m+1}\left(A, \boldsymbol{r}_{0}\right) \cap\left(A \mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)\right)^{\perp} .
$$

By virtue of its inclusion in the latter space, we conclude that the vector $\boldsymbol{w}$ is a scalar multiple of the MR residual vector $\boldsymbol{r}_{m}^{\mathrm{MR}}$. Moreover, we observe that $\hat{g}_{m}(\zeta):=g_{m}\left(\zeta^{-1}\right) \zeta^{m}$ is a polynomial in $\zeta$ of degree at most $m$, which is sometimes denoted as the reversed polynomial of $g_{m}$ since it is obtained from $g_{m}$ by reversing the order of the coefficients. Since $\boldsymbol{w}=\hat{g}_{m}(A) \boldsymbol{r}_{0}$ and $\boldsymbol{r}_{m}^{\mathrm{MR}}=p_{m}^{\mathrm{MR}}(A) \boldsymbol{r}_{0}$ are collinear, the same is true for the associated polynomials. Furthermore, since the characteristic polynomial $g_{m}$ is monic, it follows that $\hat{g}_{m}$ has value one at zero, and therefore that $\hat{g}_{m}$ coincides with $p_{m}^{\mathrm{MR}}$. The desired zeros of $p_{m}^{\mathrm{MR}}$ thus coincide with those of $\hat{g}_{m}$, which are easily seen to be the reciprocals of the zeros of $g_{m}$, which in turn are the eigenvalues of $G_{m}$. Since this matrix is not readily available, we instead derive a matrix which is similar to $G_{m}$ and therefore has the same characteristic polynomial.

Departing from $A V_{m}=\hat{V}_{m} R_{m}$ (cf. (12)), where $\hat{V}_{m}$ denotes the Paige-Saunders basis of $A \mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$ and $R_{m}$ is the triangular factor in the QR-factorization of $\tilde{H}_{m}$, we obtain

$$
\begin{align*}
A^{-1} \hat{V}_{m} & =V_{m} R_{m}^{-1}=V_{m+1}\left[\begin{array}{c}
R_{m}^{-1} \\
\mathbf{0}
\end{array}\right]=V_{m+1} Q_{m}^{\mathrm{H}} Q_{m}\left[\begin{array}{c}
R_{m}^{-1} \\
\mathbf{0}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\hat{V}_{m} & \tilde{\boldsymbol{v}}_{m+1}
\end{array}\right] Q_{m}\left[\begin{array}{c}
R_{m}^{-1} \\
\mathbf{0}
\end{array}\right]=:\left[\begin{array}{ll}
\hat{V}_{m} & \tilde{\boldsymbol{v}}_{m+1}
\end{array}\right] \tilde{F}_{m} \\
& =\hat{V}_{m} F_{m}+\tilde{\boldsymbol{v}}_{m+1} \boldsymbol{f}_{m}^{\mathrm{T}} \quad \text { with } \tilde{F}_{m} \text { partitioned as } \tilde{F}_{m}=\left[\begin{array}{c}
F_{m} \\
\boldsymbol{f}_{m}^{\mathrm{T}}
\end{array}\right] . \tag{38}
\end{align*}
$$

We note that both $\hat{V}_{m}$ and $W_{m}$ are orthonormal bases of the same space $A \mathscr{K}_{m}$, which implies a relation of the form $\hat{V}_{m}=W_{m} T$ with a unitary matrix $T \in \mathbb{C}^{m \times m}$. Therefore,

$$
F_{m}=\hat{V}_{m}^{*} A^{-1} \hat{V}_{m}=T^{\mathrm{H}} G_{m} T
$$

and $F_{m}$ is similar to $G_{m}$. The zeros $\tilde{\theta}_{j}$ of $p_{m}^{\mathrm{MR}}$ are therefore the reciprocals of the eigenvalues of $F_{m}$, determined by

$$
\frac{1}{\tilde{\theta}_{j}} \hat{y}_{j}=F_{m} \hat{\boldsymbol{y}}_{j}=\left[\begin{array}{ll}
I_{m} & \mathbf{0}
\end{array}\right] Q_{m}\left[\begin{array}{c}
R_{m}^{-1} \\
\mathbf{0}
\end{array}\right] \hat{\boldsymbol{y}}_{j}=\left[\begin{array}{ll}
I_{m} & \mathbf{0}
\end{array}\right] Q_{m}\left[\begin{array}{c}
I_{m} \\
\mathbf{0}
\end{array}\right] R_{m}^{-1} \hat{\boldsymbol{y}}_{j}=: \hat{Q}_{m} R_{m}^{-1} \hat{\boldsymbol{y}}_{j},
$$

or equivalently, as solution of the generalized eigenvalue problem

$$
R_{m} \tilde{y}_{j}=\tilde{\theta}_{j} \hat{Q}_{m} \tilde{y}_{j}, \quad \tilde{\boldsymbol{y}}_{j}:=R_{m}^{-1} \hat{\boldsymbol{y}}_{j} .
$$

The matrix $\hat{Q}_{m}$ is obtained by deleting the last row and column of $Q_{m}$, which, by (13), yields

$$
\hat{Q}_{m}=\left[\begin{array}{cc}
I_{m-1} & \mathbf{0} \\
\mathbf{0} & c_{m}
\end{array}\right] G_{m-1}\left[\begin{array}{cc}
G_{m-2} & \mathbf{0} \\
\mathbf{0} & 1
\end{array}\right] \ldots\left[\begin{array}{cc}
G_{1} & O \\
O & I_{m-2}
\end{array}\right] .
$$

Eq. (38) shows that $F_{m}$ represents the orthogonal section of $A^{-1}$ onto $A \mathscr{K}_{m}$ with respect to $\hat{V}_{m}$. Its eigenvalues $1 / \tilde{\theta}_{j}$ are therefore the Ritz values of $A^{-1}$ with respect to this space, and thus satisfy

$$
\mathbf{0}=\hat{V}_{m}^{*}\left(A^{-1} \hat{V}_{m} \hat{\boldsymbol{y}}_{j}-\frac{1}{\tilde{\theta}_{j}} \hat{V}_{m} \hat{\boldsymbol{y}}_{j}\right)=\hat{V}_{m}^{*}\left(A^{-1} \hat{z}_{j}-\frac{1}{\tilde{\theta}_{j}} \hat{z}_{j}\right)
$$

with Ritz vectors $\hat{z}_{j}:=\hat{V}_{m} \hat{\boldsymbol{y}}_{j}$, which, upon multiplication by $\tilde{\theta}_{j}$, substituting $A^{-1} \hat{V}_{m}=V_{m} R_{m}^{-1}$ and multiplication by $R_{m}^{\mathrm{H}}$, becomes

$$
\begin{equation*}
\mathbf{0}=R_{m}^{\mathrm{H}} \hat{V}_{m}^{*}\left(A V_{m} R_{m}^{-1} \hat{\boldsymbol{y}}_{j}-\tilde{\theta}_{j} V_{m} R_{m}^{-1} \hat{\boldsymbol{y}}_{j}\right)=\left(A V_{m}\right)^{*}\left(A \tilde{\boldsymbol{z}}_{j}-\tilde{\theta}_{j} \tilde{z}_{j}\right), \tag{39}
\end{equation*}
$$

where $\tilde{z}_{j}:=V_{m} \tilde{\boldsymbol{y}}_{j}=V_{m} R_{m}^{-1} \hat{\boldsymbol{y}}_{j}=A^{-1} \hat{\mathbf{z}}_{j}$. Vectors $\tilde{\boldsymbol{z}}_{j}$ and numbers $\tilde{\theta}_{j}$ which satisfy (39) are called harmonic Ritz vectors and values with respect to $A$ and $\mathscr{K}_{m}$ (cf. [15]). A better known characterization of these quantities is

$$
\left(A V_{m}\right)^{*} V_{m} \tilde{y}_{j}=\frac{1}{\tilde{\theta}_{j}}\left(A V_{m}\right)^{*} A V_{m} \tilde{\boldsymbol{y}}_{j}, \quad \text { i.e., } H_{m}^{\mathrm{H}} \tilde{\boldsymbol{y}}_{j}=\frac{1}{\tilde{\theta}_{j}} \tilde{H}_{m}^{\mathrm{H}} \tilde{H}_{m} \tilde{\boldsymbol{y}}_{j} .
$$

That this formulation gives rise to the same set of eigenvalues can be seen from the similarity transformation

$$
\left(\tilde{H}_{m}^{\mathrm{H}} \tilde{H}_{m}\right)^{-1} H_{m}^{\mathrm{H}}=\left[\begin{array}{ll}
R_{m}^{-1} & \mathbf{0}
\end{array}\right] Q_{m}\left[\begin{array}{c}
I_{m} \\
\mathbf{0}
\end{array}\right]=R_{m}^{-1}\left[\begin{array}{ll}
I_{m} & \mathbf{0}
\end{array}\right] Q_{m}\left[\begin{array}{c}
R_{m}^{-1} \\
\mathbf{0}
\end{array}\right] R_{m}=R_{m}^{-1} F_{m} R_{m} .
$$

The harmonic Ritz vectors lie in $\mathscr{K}_{m}$ and, in view of (39), satisfy

$$
\left(A-\tilde{\theta}_{j} I\right) \tilde{z}_{j} \perp A \mathscr{K}_{m} .
$$

In other words, $\left(A-\tilde{\theta}_{j} I\right) \tilde{z}_{j} \in \mathscr{K}_{m+1} \cap\left(A \mathscr{K}_{m}\right)^{\perp}=\operatorname{span}\left\{\boldsymbol{r}_{m}^{\mathrm{MR}}\right\}$ and therefore, if the polynomials $\tilde{z}_{j} \in \mathscr{P}_{m-1}$ are defined by $\tilde{z}_{j}=\tilde{z}_{j}(A) \boldsymbol{r}_{0}$, there holds

$$
\begin{equation*}
\tilde{z}_{j}(\zeta)=\tau_{j} \frac{p_{m}^{\mathrm{MR}}(\zeta)}{\zeta-\tilde{\theta}_{j}}=\tau_{j} \frac{\hat{g}_{m}(\zeta)}{\zeta-\tilde{\theta}_{j}} \tag{40}
\end{equation*}
$$

for some normalization factor $\tau_{j} \neq 0$.
Remark. Polynomials which possess the reproducing property (36) are called kernel polynomials. Their role in Krylov subspace methods was first explored by Stiefel [24] in the Hermitian case and later extended to the non-Hermitian case by Freund [8,7] (see also [11]).

### 3.4. The implicitly restarted Arnoldi process

When manipulating Krylov subspaces, the following fundamental task often arises: given a Krylov space $\mathscr{K}_{m}\left(A, \boldsymbol{v}_{1}\right)$ which is not $A$-invariant, along with the associated Arnoldi factorization

$$
\begin{equation*}
A V_{m}=V_{m} H_{m}+\eta_{m+1, m} \boldsymbol{v}_{m+1} \boldsymbol{u}_{m}^{\mathrm{T}} \quad\left(\eta_{m+1, m} \neq 0\right) \tag{41}
\end{equation*}
$$

and given an arbitrary vector $\boldsymbol{v} \in \mathscr{K}_{m-1}\left(A, \boldsymbol{v}_{1}\right)$, generate the Arnoldi factorization associated with $\mathscr{K}_{p}(A, \boldsymbol{v})$, i.e., using $\boldsymbol{v}$ as the initial vector, with $p$ as large as possible without performing additional multiplications with $A$. The technique which accomplishes this task is known as the implicitly restarted Arnoldi (IRA) process and is due to Sorensen [22].

As a member of $\mathscr{K}_{m-1}, \boldsymbol{v}$ has the representation $\boldsymbol{v}=q_{k-1}(A) \boldsymbol{v}_{1}$ with $q_{k-1}$ of exact degree $k-1$, $1 \leqslant k<m$. In other words, $\boldsymbol{v} \in \mathscr{K}_{k} \backslash \mathscr{K}_{k-1}$. We will show that $p=m-k$ is maximal and the resulting Arnoldi factorization has the form

$$
\begin{equation*}
A \check{V}_{p}=\check{V}_{p} \check{H}_{p}+\check{\eta}_{p+1, p} \check{v}_{p+1} \boldsymbol{u}_{p}^{\mathrm{T}} \tag{42}
\end{equation*}
$$

with $\breve{\boldsymbol{v}}_{1}=\boldsymbol{v} /\|\boldsymbol{v}\|$. That $p=m-k$ holds should not come as a surprise because the construction of factorization (41) requires $m$ multiplications by $A$, whereas $\boldsymbol{v}$ can be computed by only $k-1$ matrix-vector products. Exactly $p+1=m-k+1$, i.e., the number of the 'remaining' multiplications by $A$ are needed to construct (42) in the conventional way.

We assume the polynomial $q_{k-1}$ is given in factored form $q_{k-1}(\zeta)=\prod_{j=1}^{k-1}\left(\zeta-\theta_{j}\right)$, as this is how it is used in the IRA method. The arguments that follow remain valid upon multiplying by a nonzero factor, so we may, without loss of generality, assume $q_{k-1}$ to be monic. It is obviously sufficient to show how decomposition (42) can be established in the case $k=2$, i.e., if $\boldsymbol{v}=(A-\theta I) \boldsymbol{v}_{1}$. Polynomials of higher degree can then be handled by repeated application of the procedure below.

Each step of the IRA method is based on one step of the shifted QR algorithm. Following Sorensen [22, p. 363], we begin by subtracting $\theta V_{m}$ on both sides of the Arnoldi decomposition (41)

$$
(A-\theta I) V_{m}=V_{m}\left(H_{m}-\theta I\right)+\eta_{m+1, m} \boldsymbol{v}_{m+1} \boldsymbol{u}_{m}^{\mathrm{T}}
$$

then form the QR factorization of $H_{m}-\theta I$,

$$
\begin{equation*}
(A-\theta I) V_{m}=V_{m} Q R+\eta_{m+1, m} \boldsymbol{v}_{m+1} \boldsymbol{u}_{m}^{\mathrm{T}}, \tag{43}
\end{equation*}
$$

multiply by $Q$ from the right,

$$
(A-\theta I) V_{m} Q=\left(V_{m} Q\right)(R Q)+\eta_{m+1, m} \boldsymbol{v}_{m+1} \boldsymbol{u}_{m}^{\mathrm{T}} Q
$$

and add $\theta V_{m} Q$ on both sides to obtain

$$
\begin{equation*}
A\left(V_{m} Q\right)=\left(V_{m} Q\right)(R Q+\theta I)+\eta_{m+1, m} \boldsymbol{v}_{m+1} \boldsymbol{u}_{m}^{\mathrm{T}} Q . \tag{44}
\end{equation*}
$$

We rewrite (44) to introduce some extra notation:

$$
\begin{aligned}
A\left[\begin{array}{llll}
\check{\boldsymbol{v}}_{1} & \ldots & \check{\boldsymbol{v}}_{m-1} & \boldsymbol{v}_{m}^{+}
\end{array}\right]= & {\left[\begin{array}{llll}
\check{\boldsymbol{v}}_{1} & \ldots & \check{\boldsymbol{v}}_{m-1} & \boldsymbol{v}_{m}^{+}
\end{array}\right]\left[\begin{array}{ccc}
\check{H}_{m-1} & * \\
\eta^{+} \boldsymbol{u}_{m-1}^{\mathrm{T}} & *
\end{array}\right] } \\
& +\eta_{m+1, m} \boldsymbol{v}_{m+1}\left[\begin{array}{lllll}
0 & \ldots & 0 & q_{m, m-1} & q_{m, m}
\end{array}\right],
\end{aligned}
$$

where we have made use of the fact that

$$
R Q+\theta I=\left[\begin{array}{cc}
\check{H}_{m-1} & * \\
\eta^{+} \boldsymbol{u}_{m-1}^{\mathrm{T}} & *
\end{array}\right] \in \mathbb{C}^{m \times m}
$$

is again an upper Hessenberg matrix due to the upper Hessenberg form of $Q$. We note in passing that, in case $\theta$ happens to be an eigenvalue of $H_{m}$ (and only then), the last row of $R$ is zero (and only the last row since $H_{m}$ is nonderogatory) and therefore $\eta^{+}=0$.

We now omit the last column in (44), giving

$$
A\left[\begin{array}{lll}
\check{v}_{1} & \ldots & \check{\boldsymbol{v}}_{m-1}
\end{array}\right]=\left[\begin{array}{lll}
\check{v}_{1} & \ldots & \check{\boldsymbol{v}}_{m-1}
\end{array}\right] \check{H}_{m-1}+\left(\eta^{+} \boldsymbol{v}_{m}^{+}+\eta_{m+1, m} q_{m, m-1} \boldsymbol{v}_{m+1}\right) \boldsymbol{u}_{m-1}^{\mathrm{T}},
$$

which, setting $\check{\eta}_{m, m-1}:=\left\|\eta^{+} \boldsymbol{v}_{m}^{+}+\eta_{m+1, m} q_{m, m-1} \boldsymbol{v}_{m+1}\right\|$, becomes

$$
\begin{equation*}
A \check{V}_{m-1}=\check{V}_{m-1} \check{H}_{m-1}+\check{\eta}_{m, m-1} \check{\boldsymbol{v}}_{m} \boldsymbol{u}_{m-1}^{\mathrm{T}} \tag{45}
\end{equation*}
$$

Theorem 3.6. With the notation introduced above, the decomposition (45) is an Arnoldi factorization of $A$ with respect to the Krylov space $\mathscr{K}_{m-1}\left(A,(A-\theta I) \boldsymbol{v}_{1}\right)$.

Proof. Since $Q$ is unitary, it follows that the elements of $\check{V}_{m-1}=\left[\begin{array}{lll}\check{v}_{1} & \ldots & \check{\boldsymbol{v}}_{m-1}\end{array}\right]$ are orthonormal as the first $m-1$ elements of $V_{m} Q$. Next, the vector

$$
\check{\boldsymbol{v}}_{m}=\left(\eta^{+} \boldsymbol{v}_{m}^{+}+\eta_{m+1, m} q_{m, m-1} \boldsymbol{v}_{m+1}\right) / \check{\eta}_{m, m-1}
$$

has unit norm and is orthogonal to $\check{\boldsymbol{v}}_{1}, \ldots, \check{\boldsymbol{v}}_{m-1}$ since $\boldsymbol{v}_{m}^{+}$, as the last element $V_{m} Q$, is orthogonal to the previous elements $\check{\boldsymbol{v}}_{1}, \ldots, \check{\boldsymbol{v}}_{m-1}$ and since $\boldsymbol{v}_{m+1}$ is orthogonal to $V_{m}$ and hence also to $V_{m} Q$. That the new first basis vector $\check{\boldsymbol{v}}_{1}$ is a multiple of $(A-\theta I) \boldsymbol{v}_{1}$ follows by equating the first vector on both sides of (43). It remains to show that the Hessenberg matrix $\breve{H}_{m-1}$ is unreduced. If $\check{\eta}_{k+1, k}=0$ for some $k<m$, then this would imply that $\mathscr{K}_{k}\left(A, \check{v}_{1}\right)$ is a proper $A$-invariant subspace of $\mathscr{K}_{m}\left(A, \boldsymbol{v}_{1}\right)$, which, in view of Lemma 3.2, contradicts the assumption $\eta_{m+1, m} \neq 0$.

As mentioned previously, decomposition (42) involving a new starting vector $\check{\boldsymbol{v}}_{1}=q_{k-1}(A) \boldsymbol{v}_{1}$ is effected by $k-1$ steps of the procedure outlined above. For later use, we note that the associated Krylov space is given by

$$
\mathscr{K}_{p}\left(A, \check{\boldsymbol{v}}_{1}\right)=\left\{r(A) q_{k-1}(A) \boldsymbol{v}_{1}: r \in \mathscr{P}_{p-1}\right\} \subset \mathscr{K}_{p+k-1}\left(A, \boldsymbol{v}_{1}\right) .
$$

## 4. Augmentation strategies and some algorithmic realizations

Up to this point we have not yet considered the question of how to construct suitable correction spaces $\mathscr{C}_{m}$ for a given initial approximation $\boldsymbol{x}_{0}$ to the solution of a linear system (1). In practice, this task usually arises in the following form. Given a correction space $\mathscr{C}$, select vectors $\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{k}$ such that the augmented correction space $\tilde{\mathscr{C}}:=\mathscr{C}+\operatorname{span}\left\{\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{k}\right\}$ has better correction properties.

We first specify the (obvious) meaning of phrases such as 'well-suited correction space', 'better correction properties', etc. Let $\mathscr{C} \subset \mathscr{H}$ be a finite-dimensional subspace and denote by $\boldsymbol{r}^{\mathrm{MR}}$ the residual vector of the MR approximation with respect to the correction space $\mathscr{C}$. Whether or not $\mathscr{C}$ is well suited as a correction space, i.e., whether or not $A \mathscr{C}$ contains an acceptable approximation to $\boldsymbol{r}_{0}$, depends, in view of $\left\|\boldsymbol{r}^{\mathrm{MR}}\right\|=\sin \angle\left(\boldsymbol{r}_{0}, A \mathscr{C}\right)\left\|\boldsymbol{r}_{0}\right\|$ (cf. (17)), only on the size of the angle $\varphi:=\angle\left(\boldsymbol{r}_{0}, A \mathscr{C}\right) . \mathscr{C}$ is optimal, i.e., $\boldsymbol{r}^{\mathrm{MR}}=\mathbf{0}$ if and only if $\varphi=0$. The worst case is that in which the optimal correction from $\mathscr{C}$ is the null vector (i.e., $\boldsymbol{r}^{\mathrm{MR}}=\boldsymbol{r}_{0}$ ), and this occurs precisely for $\varphi=\pi / 2$, or equivalently, for $\boldsymbol{r}_{0} \perp A \mathscr{C}$.

In Section 4.1 we comment on two general strategies for augmenting correction spaces, the first of which adds nearly $A$-invariant subspaces to the correction space, whereas the second adds approximate solution of residual equations. Subsequently we survey and compare existing algorithms in which the ideas and strategies developed in the previous sections have been realized.

### 4.1. General augmentation strategies

It has often been suggested, primarily in the context of Krylov subspace methods, that it is a desirable goal that the correction space $\mathscr{C}$ be either nearly $A$-invariant or contain a nearly $A$-invariant subspace, usually spanned by a few approximate eigenvectors of $A$. Clearly, if a given correction space $\mathscr{C}$ which contains the initial residual $\boldsymbol{r}_{0}$ - as do e.g. all Krylov spaces - is exactly $A$-invariant, then $\varphi=0$ and the MR approximation with respect to $\mathscr{C}$ yields the exact solution. If only a subspace $\mathscr{U}$ of $\mathscr{C}$ is $A$-invariant, or nearly so in the sense that it lies at a small angle to its image under $A$, Proposition 4.1 shows that the MR residual with respect to $\mathscr{C}$ then has a small component in the direction of $\mathscr{U}$.

Proposition 4.1. Given a correction space $\mathscr{C}$, let $\mathscr{U} \subset \mathscr{C}$ denote a subspace such that $\sin \angle(A \mathscr{U}, \mathscr{U}) \leqslant$ $\varepsilon$. Then the $M R$ residual $\boldsymbol{r}^{\mathrm{MR}}$ with respect to $\mathscr{C}$ satisfies $\left\|P_{\vartheta} \boldsymbol{r}^{\mathrm{MR}}\right\| \leqslant \varepsilon\left\|\boldsymbol{r}_{0}\right\|$.

Proof. The assertion follows from $P_{\mathscr{U}} \boldsymbol{r}^{\mathrm{MR}}=P_{\mathscr{U}}\left(I-P_{A \mathscr{C}}\right) \boldsymbol{r}_{0}$ and $\left\|P_{\mathscr{U}}\left(I-P_{A \mathscr{C}}\right)\right\| \leqslant\left\|P_{\mathscr{U}}\left(I-P_{A \mathscr{U}}\right)\right\|=$ $\sin \angle(A \mathscr{U}, \mathscr{U}) \leqslant \varepsilon$.

In particular, if $\mathscr{C}$ contains an exactly invariant subspace $\mathscr{U}$, then the MR approximation removes the components of the initial residual in the direction of $\mathscr{U}$ completely. Of course, this may only be of limited use if $\left\|\left(I-P_{\mathscr{U}}\right) \boldsymbol{r}_{0}\right\| /\left\|\boldsymbol{r}_{0}\right\|$ is large, i.e., if $\mathscr{U}$ does not contain a good approximation of $\boldsymbol{r}_{0}$. In short, the existence of $A$-invariant subspaces of $\mathscr{C}$ per se need not be beneficial.

In Lemma 3.2 we already proved that if $\mathscr{C}=\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$ is a Krylov space, then it cannot contain an $A$-invariant subspace $\mathscr{U}$ unless $\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$ is itself $A$-invariant, i.e., $\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)=\mathscr{K}_{L}\left(A, \boldsymbol{r}_{0}\right)$. Obviously, augmenting $\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$ by $\operatorname{span}\left\{A^{m} \boldsymbol{r}_{0}, \ldots, A^{L-1} \boldsymbol{r}_{0}\right\}$ leads to the new correction space $\mathscr{K}_{L}\left(A, \boldsymbol{r}_{0}\right)$ which is $A$-invariant. We now show that there is no 'faster' way to augment $\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$ to an $A$-invariant space.

Proposition 4.2. Let $\tilde{\mathscr{C}}$ be an A-invariant subspace containing $\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$. Then $\tilde{\mathscr{C}}$ contains $\mathscr{K}_{L}\left(A, \boldsymbol{r}_{0}\right)$.
Proof. By $\mathscr{U}_{0}:=\cap\left\{\mathscr{U}: \mathscr{U}\right.$ is an $A$-invariant subspace with $\left.\mathscr{K}_{m} \subseteq \mathscr{U}\right\}$ we denote the smallest $A$-invariant subspace containing $\mathscr{K}_{m}$. By definition, $\mathscr{U}_{0} \subseteq \mathscr{K}_{L}$. On the other hand, since $\mathscr{U}_{0}$ contains $\boldsymbol{r}_{0}$ and is invariant under $A$, it must contain also $A^{m} \boldsymbol{r}_{0}$ for very $m=0,1, \ldots$, i.e., $\mathscr{K}_{L} \subseteq \mathscr{U}_{0}$.

Proposition 4.2 should not lead to the conclusion that it is useless to augment a Krylov subspace $\mathscr{C}=\mathscr{K}_{m}$ by an $A$-invariant subspace $\mathscr{U}$. After all, by Proposition 4.1 the MR residual with respect to $\tilde{\mathscr{C}}=\mathscr{C}+\mathscr{U}$ contains no component in the direction of $\mathscr{U}$. We show next that the MR approach with respect to the augmented space $\tilde{\mathscr{C}}$ yields an MR approximation with respect to another Krylov subspace, associated with a 'smaller' linear system.

Lemma 4.3. Let $\tilde{\boldsymbol{r}}^{\mathrm{MR}}$ denote the MR residual with respect to $\tilde{\mathscr{C}}=\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)+\mathscr{U}$, where $\mathscr{U}$ is an A-invariant subspace. Set further $\mathscr{T}:=\mathscr{U}^{\perp}, A_{\mathscr{T}}:=P_{\mathscr{F}} A P_{\mathscr{F}}$ and, finally, let $\boldsymbol{r}^{\mathrm{MR}}$ be the residual of the MR approximation for $A_{\mathscr{J}} \boldsymbol{x}=P_{\mathscr{J}} \boldsymbol{r}_{0}$ with respect to the correction space $\mathscr{K}_{m}\left(A_{\mathscr{F}}, P_{\mathscr{F}} \boldsymbol{r}_{0}\right)$. Then there holds

$$
\tilde{\boldsymbol{r}}^{\mathrm{MR}}=\boldsymbol{r}^{\mathrm{MR}} \quad \text { or, equivalently } P_{\not \partial \boldsymbol{r}} \tilde{\boldsymbol{r}}^{\mathrm{MR}}=\mathbf{0} \quad \text { and } \quad P_{\mathscr{T}} \tilde{\boldsymbol{r}}^{\mathrm{MR}}=\boldsymbol{r}^{\mathrm{MR}} \text {. }
$$

Proof. As in Section 2.3 we split the computation of $\tilde{\boldsymbol{r}}^{\mathrm{MR}}$ into two subtasks and write (using that $\mathscr{U}$ is $A$-invariant)

$$
\tilde{\boldsymbol{r}}^{\mathrm{MR}}=\left(I-P_{\mathscr{Z}}\right) \boldsymbol{r}_{0}-P_{\mathscr{Z}}\left(I-P_{\mathscr{U}}\right) \boldsymbol{r}_{0}=\left(I-P_{\mathscr{X}}\right) P_{\mathscr{F}} \mathbf{r}_{0},
$$

where $\mathscr{Z}=\left(I-P_{\mathscr{U}}\right) A \mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)=A \mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right) \cap \mathscr{T} \subseteq \mathscr{T}$, whereby $P_{\nmid l} P_{\mathscr{Z}}=O$. This implies $P_{q_{l}} \tilde{\boldsymbol{r}}^{\mathrm{MR}}=\mathbf{0}$ (a fact we could also have deduced directly from Proposition 4.1).

Since $P_{\mathscr{F}} A \mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)=A_{\mathscr{J}} \mathscr{K}_{m}\left(A_{\mathscr{T}}, P_{\mathscr{F}} \boldsymbol{r}_{0}\right)$ (cf. Lemma 3.3),

$$
\tilde{\boldsymbol{r}}^{\mathrm{MR}}=\left(I-P_{P_{\mathscr{F}} A \mathscr{J}_{\mathscr{M}}\left(A, r_{0}\right)}\right) P_{\mathscr{F}} \boldsymbol{r}_{0}=\left(I-P_{A_{\mathscr{F}} \mathscr{\mathscr { r }}_{(1)}\left(A_{F}, P_{\mathcal{F}} \boldsymbol{r}_{0}\right)}\right) P_{\mathscr{F}} \boldsymbol{r}_{0},
$$

identifying $\tilde{r}^{\mathrm{MR}}$ as the residual of the MR approximation for $A_{\mathscr{T}} \boldsymbol{x}=P_{\mathscr{T}} \boldsymbol{r}_{0}$ with respect to the Krylov space $\mathscr{K}_{m}\left(A_{\mathscr{F}}, P_{\mathscr{F}} \boldsymbol{r}_{0}\right)$.

A different strategy for enriching correction spaces is common for many inner-outer iteration schemes and based on the following trivial observation: Suppose that, for a given correction space $\mathscr{C}$ and associated residual space $\mathscr{V}=\operatorname{span}\left\{\boldsymbol{r}_{0}\right\}+A \mathscr{C}$, we are able to solve $A \boldsymbol{c}=\boldsymbol{r}$ for some $\boldsymbol{r} \in \mathscr{V}$. Such an $\boldsymbol{r}$ has a representation $\boldsymbol{r}=\boldsymbol{r}_{0}-A \tilde{\boldsymbol{c}}$ with $\tilde{\boldsymbol{c}} \in \mathscr{C}$, and therefore, by virtue of

$$
A \boldsymbol{c}=\boldsymbol{r}=\boldsymbol{r}_{0}-A \tilde{\boldsymbol{c}}, \quad \text { i.e., } \quad \boldsymbol{r}_{0}=A(\boldsymbol{c}+\tilde{\boldsymbol{c}}),
$$

we see that the augmented correction space $\tilde{\mathscr{C}}=\mathscr{C}+\operatorname{span}\{\boldsymbol{c}\}$ contains the exact correction. In practice, since solving $A \boldsymbol{c}=\boldsymbol{r}$ is generally as difficult as the original problem, one applies an inexpensive approximate solution method to this auxiliary problem, yielding a vector $\boldsymbol{c}$ satisfying $A \boldsymbol{c}=\boldsymbol{r}+\boldsymbol{h}$ and consequently, $\left\|\tilde{\boldsymbol{r}}^{\mathrm{MR}}\right\| \leqslant\|\boldsymbol{h}\|$ for the MR residual with respect to $\check{\mathscr{C}}$.

The FGMRES algorithm of Saad [17], which is the natural generalization of GMRES to the case of an arbitrary correction space, was originally introduced as a technique that enlarges the correction space at each step by an approximate solution of such a residual equation. In [17], this is achieved by selecting the new correction direction $\boldsymbol{c}_{m+1}$ as the result of a preconditioning step applied to the most recent basis vector $\boldsymbol{v}_{m+1}$ of the residual space $\mathscr{V}_{m+1}$, which may be viewed as an approximate solution of the equation $A \boldsymbol{c}=\boldsymbol{v}_{m+1}$.

A similar approach is taken in the GMRESR (which stands for GMRES Recursive) method of van der Vorst and Vuik [27]. In each step of GMRESR, the new correction vector $\boldsymbol{c}_{m+1}$ is chosen as the approximate solution of the equation $A \boldsymbol{c}=\boldsymbol{r}_{m}$ obtained by a given number of GMRES steps, where $\boldsymbol{r}_{m}$ is the residual of the MR approximation using the current correction space $\mathscr{C}_{m}$. This method was improved upon by de Sturler [25], who observed that, by enforcing orthogonality of the approximation space of the inner GMRES iteration, one can obtain as a result of the inner GMRES iteration the best approximation of $\boldsymbol{r}_{0}$ from the sum of the inner and outer approximation spaces as described in Section 2.3. In other words, the inner iteration consists of GMRES applied to Eq. (21). The resulting inner-outer iteration scheme is called GCRO.

### 4.2. Restarted GMRES

In general, the implementation of OR and MR methods require computing and storing at least one orthonormal basis of a space which grows in dimension with each step. A result of Faber and Manteuffel [6] shows that this considerable computational effort can be avoided essentially only for self-adjoint $A$. It is therefore not surprising that the necessity of truncating or restarting in practical implementations of MR and OR methods is as old as these methods themselves (cf. [21,4]). The most widely used algorithm is GMRES $(m)$, the restarted version of GMRES, which uses a Krylov space of dimension $m$. One cycle of $\operatorname{GMRES}(m)$ for solving (1) with initial residual $\boldsymbol{r}_{0}$ consists of generating the Krylov space $\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$, forming the MR approximation with respect to the correction space $\mathscr{C}=\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$ and repeating this process using the resulting residual as the initial residual for the next cycle until a stopping criterion is satisfied.

In the terminology of Section 2, two consecutive cycles of $\operatorname{GMRES}(m)$ consist of two MR approximations with respect to the correction spaces

$$
\mathscr{C}_{1}=\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right) \quad \text { and } \quad \mathscr{C}_{2}=\mathscr{K}_{m}\left(A, \boldsymbol{r}_{m}\right)
$$

where $\boldsymbol{r}_{m}$ denotes the residual of the MR approximation computed in the first cycle. No orthogonalization of the residual space $\mathscr{V}_{2}$ against the approximation space $A \mathscr{C}_{1}$ is performed in the second cycle, and thus, in general, the approximation after the second cycle is no longer the MR approximation with respect to $\mathscr{C}_{1}+\mathscr{C}_{2}$. Besides this inexact approximation, it may also happen that the sum is not direct. In the extreme case there holds $\boldsymbol{r}_{m}=\boldsymbol{r}_{0}$ after the first cycle, so that the second cycle constructs the identical Krylov space (as do all subsequent cycles) and no progress is made, a phenomenon known as stalling.

Proposition 4.4. For two consecutive cycles of $\operatorname{GMRES}(m)$ with initial residual $\boldsymbol{r}_{0}$, there holds

$$
\begin{equation*}
\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right) \oplus \mathscr{K}_{m}\left(A, \boldsymbol{r}_{m}\right)=\mathscr{K}_{2 m}\left(A, \boldsymbol{r}_{0}\right) \tag{46}
\end{equation*}
$$

if and only if no stagnation occurs in the last step of the first cycle.
Proof. By definition, $\mathscr{K}_{m}\left(A, \boldsymbol{r}_{m}\right)=\left\{q(A) p_{m}^{\mathrm{MR}}(A) \boldsymbol{r}_{0}: q \in \mathscr{P}_{m-1}\right\}$, where $p_{m}^{\mathrm{MR}}$ denotes the MR polynomial of the last step of the first cycle, and this shows that (46) holds if and only if $p_{m}^{\mathrm{MR}}$ has degree $m$. Representation (37) of $p_{m}^{\mathrm{MR}}$ shows that this is equivalent with $v_{m}(0) \neq 0$, which is equivalent to stagnation at step $m$.

One of the more common misconceptions regarding $\operatorname{GMRES}(m)$ is that a method with larger restart length $m$ applied to the same problem will converge at least as fast as the method with smaller $m$. A simple counterexample ${ }^{4}$ is provided by the $3 \times 3$ system

$$
A \boldsymbol{x}=\boldsymbol{b}, \quad A=\left[\begin{array}{lll}
1 & 0 & 0 \\
1 & 1 & 0 \\
0 & 1 & 1
\end{array}\right], \quad \boldsymbol{b}=\left[\begin{array}{c}
-1 \\
1 \\
1
\end{array}\right]
$$

[^25]with initial guess $\boldsymbol{x}_{0}=\mathbf{0}$. Two cycles of GMRES(2) applied to this example result in a residual norm of $\left\|\boldsymbol{r}_{4}^{(2)}\right\|=4 / 15=0.26 \ldots$, whereas four cycles of $\operatorname{GMRES}(1)$, which involve the same number of matrix-vector multiplications, yields $\left\|\boldsymbol{r}_{4}^{(1)}\right\|=0.057 \ldots$. The gap between GMRES(1) and GMRES(2) widens further in subsequent iteration steps, e.g., $\left\|\boldsymbol{r}_{18}^{(1)}\right\|_{2}=1.6 \ldots 10^{-12}$, whereas $\left\|\boldsymbol{r}_{18}^{(2)}\right\|_{2}=3.9 \ldots 10^{-5}$. Even more surprising in this example is that $\left\|\boldsymbol{r}_{10}^{(1)}\right\|_{2}<\left\|\boldsymbol{r}_{20}^{(2)}\right\|_{2}$, showing that ten cycles of GMRES(1) have reduced the residual further than ten cycles of GMRES(2). By expanding this example to the analogous matrix for higher dimensions $n$ one can observe that $\operatorname{GMRES}(m)$ is ultimately slower for this system than $\operatorname{GMRES}(m-1)$ for $m=2, \ldots, n-1$.

### 4.3. Deflation by augmentation

The first algorithm which attempts to improve the restarted GMRES method by augmenting the Krylov space is due to Morgan [14]. This approach selects a fixed number of approximate eigenvectors of $A$ to add to the Krylov space of the following cycle, as motivated, e.g., by Lemma 4.3. Since the emphasis of [13] is on cases in which the eigenvalues close to the origin limit the convergence rate the most - as is the case, e.g., for the so-called model problem of the discrete Laplacian on the unit cube - harmonic Ritz vectors are chosen as the eigenvector approximations, since, as argued in [12], harmonic Ritz values tend to approximate eigenvalues close to zero more accurately than classical Ritz values.

Each step except the first consists of forming the MR approximation with respect to a correction space $\mathscr{C}=\mathscr{C}_{1}+\mathscr{C}_{2}$ with $\mathscr{C}_{1}=\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$ and $\mathscr{C}_{2}=\operatorname{span}\left\{\tilde{\boldsymbol{z}}_{1}, \ldots, \tilde{z}_{k}\right\}$. The vectors $\tilde{\boldsymbol{z}}_{1}, \ldots, \tilde{\boldsymbol{z}}_{k}$ are the harmonic Ritz vectors associated with the $k$ harmonic Ritz values $\tilde{\theta}_{1}, \ldots, \tilde{\theta}_{k}$ of $A$ with respect to the previous correction space which are closest to the origin. Since no eigenvector information is available in the first cycle, the first correction space is chosen simply as $\mathscr{C}=$ $\mathscr{K}_{m+k}\left(A, \boldsymbol{r}_{0}\right)$.

As subsequently shown by Morgan [14], there is a less expensive implementation of this approach. Consider the MR approximation with initial residual $\boldsymbol{r}_{0}$ with respect to the ( $m+k$ )-dimensional Krylov space $\mathscr{K}_{m+k}\left(A, \boldsymbol{r}_{0}\right)$. As shown in Section 3.3, the associated residual vector has the representation

$$
\boldsymbol{r}_{m+k}^{\mathrm{MR}}=p_{m+k}^{\mathrm{MR}}(A) \boldsymbol{r}_{0}, \quad \text { where } p_{m+k}^{\mathrm{MR}}(\zeta)=\prod_{j=1}^{m+k}\left(1-\frac{\zeta}{\tilde{\theta}_{j}}\right) .
$$

We denote by $q_{m}$ the polynomial whose zeros are the harmonic Ritz values $\tilde{\theta}_{k+1}, \ldots, \tilde{\theta}_{k+m}$, i.e., those largest in modulus.

Theorem 4.5. The correction space $\mathscr{C}$ of Morgan's method is itself a Krylov space, namely

$$
\begin{equation*}
\mathscr{C}=\mathscr{K}_{m}\left(A, \boldsymbol{r}_{m+k}\right)+\operatorname{span}\left\{\tilde{\boldsymbol{z}}_{1}, \ldots, \tilde{\boldsymbol{z}}_{k}\right\}=\mathscr{K}_{m+k}\left(A, q_{m}(A) \boldsymbol{r}_{0}\right) . \tag{47}
\end{equation*}
$$

Proof. The rightmost member of (47) can be represented as

$$
\mathscr{K}_{m+k}\left(A, q_{m}(A) \boldsymbol{r}_{0}\right)=\left\{r(A) q_{m}(A) \boldsymbol{r}_{0}: r \in \mathscr{P}_{m+k-1}\right\} .
$$

On the other hand, by (40), the harmonic Ritz vectors may be represented in terms of polynomials as $\tilde{\boldsymbol{z}}_{j}=\tilde{z}_{j}(A) \boldsymbol{r}_{0}$ with

$$
\tilde{z}_{j}(\zeta)=\frac{p_{m+k}^{\mathrm{MR}}(\zeta)}{\zeta-\tilde{\theta}_{j}}=q_{m}(\zeta) \prod_{\substack{\ell=1 \\ \ell \neq j}}^{k}\left(1-\frac{\zeta}{\tilde{\theta}_{\ell}}\right)
$$

whereas $\boldsymbol{r}_{m+k}^{\mathrm{MR}}=p_{m+k}^{\mathrm{MR}}(A) \boldsymbol{r}_{0}$, with

$$
p_{m+k}^{\mathrm{MR}}(\zeta)=q_{m}(\zeta) \prod_{\ell=1}^{k}\left(1-\frac{\zeta}{\tilde{\theta}_{\ell}}\right)
$$

Therefore, the correction space of Morgan's method may be characterized as

$$
\mathscr{C}=\left\{q_{m}(A) q(A) \boldsymbol{r}_{0}: q \in \mathscr{Q}\right\}
$$

where the polynomial space 2 is given by

$$
\begin{aligned}
\mathscr{2} & :=\prod_{\ell=1}^{k}\left(1-\frac{\zeta}{\tilde{\theta}_{\ell}}\right) \mathscr{P}_{m-1}+\operatorname{span}\left\{\prod_{\substack{\ell=1 \\
\ell \neq j}}^{k}\left(1-\frac{\zeta}{\tilde{\theta}_{\ell}}\right): j=1 \ldots, k\right\} \\
& =\prod_{\ell=1}^{k}\left(1-\frac{\zeta}{\tilde{\theta}_{\ell}}\right) \mathscr{P}_{m-1}+\mathscr{P}_{k-1}=\mathscr{P}_{m+k-1},
\end{aligned}
$$

where the middle equality follows from the fact that $\tilde{\theta}_{1}, \ldots, \tilde{\theta}_{k}$ are distinct.
Eq. (47) shows that $\mathscr{C}$ can be generated by applying the IRA method to $\mathscr{K}_{m+k}\left(A, \boldsymbol{r}_{0}\right)$, using $\tilde{\theta}_{k+1}, \ldots, \tilde{\theta}_{m+k}$ as shifts, to obtain $\mathscr{K}_{k}\left(A, q_{m}(A) \boldsymbol{r}_{0}\right)$. The space $\mathscr{C}$ is then obtained after $m$ further steps of the Arnoldi process. This approach is computationally less expensive in that $k$ fewer matrix-vector multiplications with $A$ are required.

As also noted by Morgan, an analogous method can be used to augment the Krylov space in conjunction with an OR iteration. In this case, however, Ritz values and vectors must be used in place of harmonic Ritz values/vectors, as the Ritz values are the zeros of the OR residual polynomial.

### 4.4. Deflation by preconditioning

The methods of the next class also attempt to utilize spectral information gained during the course of the iteration to accelerate convergence. Instead of augmenting the Krylov space, however, these methods use this information to construct preconditioners which can be improved as more accurate spectral information becomes available. Such an approach was proposed by Erhel et al. [5].

To motivate this approach, assume $\mathscr{U}$ is an $A$-invariant subspace of dimension $k$ with orthonormal basis $U$, i.e.,

$$
A U=: U A_{U}, \quad A_{U} \in \mathbb{C}^{k \times k}
$$

Note that $A_{U}$ is the specific representation of the orthogonal section $A_{\mathscr{U}}$ with respect to the basis $U$. Denoting by $T$ an orthonormal basis of the orthogonal complement $\mathscr{T}=\mathscr{U}^{\perp}$, we can represent the
action of $A$ as

$$
A\left[\begin{array}{ll}
U & T
\end{array}\right]=\left[\begin{array}{ll}
U & T
\end{array}\right]\left[\begin{array}{cc}
A_{U} & U^{*} A T \\
O & T^{*} A T
\end{array}\right]
$$

Under the assumption that $k$ is small, it is feasible to solve systems involving $A_{U}$ directly, and thus to precondition by $M$ defined as

$$
M\left[\begin{array}{ll}
U & T
\end{array}\right]=\left[\begin{array}{ll}
U & T
\end{array}\right]\left[\begin{array}{cc}
A_{U} & O  \tag{48}\\
O & I
\end{array}\right]
$$

at each step of the iteration. The resulting right-preconditioned operator is then

$$
A M^{-1}\left[\begin{array}{ll}
U & T
\end{array}\right]=\left[\begin{array}{ll}
U & T
\end{array}\right]\left[\begin{array}{cc}
I & U^{*} A T  \tag{49}\\
O & T^{*} A T
\end{array}\right], \quad \text { i.e., } \quad A M^{-1}=P_{\mathscr{U}}+A P_{\mathscr{T}} .
$$

We want to compare this approach with Morgan's method of augmenting the Krylov space $\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$ by the $A$-invariant subspace $\mathscr{U}$.

Theorem 4.6. Let $\boldsymbol{r}_{m}^{M}$ denote the $M R$ residual with respect to the correction space $\mathscr{U}+\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$, where $\mathscr{U}$ is an $A$-invariant subspace, and let $\boldsymbol{r}_{m}^{E}$ denote the $M R$ residual with respect to the correction space $\mathscr{K}_{m}\left(A M^{-1}, \boldsymbol{r}_{0}\right)$ resulting from preconditioning $A$ from the right by $M$ as defined in (48). Then there holds

$$
\begin{equation*}
0=\left\|P_{\mathscr{O}} \boldsymbol{r}_{m}^{M}\right\| \leqslant\left\|P_{\mathscr{U}} \boldsymbol{r}_{m}^{E}\right\| \quad \text { and } \quad\left\|P_{\mathscr{T}} \boldsymbol{r}_{m}^{M}\right\| \leqslant\left\|P_{\mathscr{T}} \boldsymbol{r}_{m}^{E}\right\| \tag{50}
\end{equation*}
$$

in particular, $\left\|\boldsymbol{r}_{m}^{M}\right\| \leqslant\left\|\boldsymbol{r}_{m}^{E}\right\|$. If, in addition, also $\mathscr{T}=\mathscr{U}^{\perp}$ is $A$-invariant, then, $P_{O_{\|}} \boldsymbol{r}_{0}=\mathbf{0}$ implies $\boldsymbol{r}_{m}^{E}=\boldsymbol{r}_{m}^{M}$.

Proof. The left set of inequalities in (50) follow from $P_{q} \boldsymbol{r}_{m}^{M}=\mathbf{0}$ which was proved in Lemma 4.3.
We next recall that $A_{\mathscr{T}}=P_{\mathscr{T}} A P_{\mathscr{T}}$ is the orthogonal section of $A$ onto $\mathscr{T}$ (cf. the remark following Lemma 3.3). Since $\boldsymbol{r}_{m}^{E}=\boldsymbol{r}_{0}-A M^{-1} \boldsymbol{c}$, for some $\boldsymbol{c} \in \mathscr{K}_{m}\left(A M^{-1}, \boldsymbol{r}_{0}\right)$ we obtain using (49)

$$
P_{\mathscr{T}} \boldsymbol{r}_{m}^{E}=P_{\mathscr{T}} \boldsymbol{r}_{0}-P_{\mathscr{T}} A M^{-1} \boldsymbol{c}=P_{\mathscr{T}} \boldsymbol{r}_{0}-P_{\mathscr{T}} A P_{\mathscr{T}} \boldsymbol{c}=P_{\mathscr{T}} \boldsymbol{r}_{0}-A_{\mathscr{T}} P_{\mathscr{T}} \boldsymbol{c}
$$

Moreover, $A M^{-1} \mathscr{U}=\mathscr{U}$ together with Lemma 3.3 yield

$$
P_{\mathscr{T}} \boldsymbol{c} \in P_{\mathscr{T}} \mathscr{K}_{m}\left(A M^{-1}, \boldsymbol{r}_{0}\right)=\mathscr{K}_{m}\left(P_{\mathscr{T}} A M^{-1}, P_{\mathscr{T}} \boldsymbol{r}_{0}\right)=\mathscr{K}_{m}\left(A_{\mathscr{T}}, P_{\mathscr{T}} \boldsymbol{r}_{0}\right) .
$$

The last two statements show that $P_{\mathscr{T}} \boldsymbol{r}_{m}^{E}$ is of the form $P_{\mathscr{T}} \boldsymbol{r}_{0}-A_{\mathscr{T}} \tilde{\boldsymbol{c}}$ with $\tilde{\boldsymbol{c}} \in \mathscr{K}_{m}\left(A_{\mathscr{T}}, P_{\mathscr{T}} \boldsymbol{r}_{0}\right)$. On the other hand, by Proposition 4.3 there holds

$$
\left\|\boldsymbol{r}_{m}^{M}\right\|=\min _{c \in \mathscr{H}_{m}\left(A_{\mathscr{F}}, P_{\mathscr{F}} \boldsymbol{r}_{0}\right)}\left\|P_{\mathscr{T}} \boldsymbol{r}_{0}-A_{\mathscr{T}} \boldsymbol{c}\right\|
$$

i.e., $\left\|\boldsymbol{r}_{m}^{M}\right\|$ minimizes all expressions of this form, yielding the right inequality of (50).

Next, assuming $A \mathscr{T}=\mathscr{T}$, (49) implies $A M^{-1} \boldsymbol{r}_{0}=A_{\mathscr{T}} \boldsymbol{r}_{0}$ for $\boldsymbol{r}_{0} \in \mathscr{T}$, and thus $\mathscr{K}_{m}\left(A M^{-1}, \boldsymbol{r}_{0}\right)=$ $\mathscr{K}_{m}\left(A_{\mathscr{T}}, P_{\mathscr{T}} \boldsymbol{r}_{0}\right)$, which shows that in this case both methods minimize over the same space, hence $\boldsymbol{r}_{m}^{E}=\boldsymbol{r}_{m}^{M}$.

We note that the assumption $P_{\mathscr{U}} \boldsymbol{r}_{0}=\mathbf{0}$ is not restrictive, as the preconditioner is built upon the premise that $A_{U}$ is easily invertible. Since $P_{Q_{U}} \boldsymbol{r}_{0}=\mathbf{0}$ by no means implies that $P_{q} \boldsymbol{r}_{m}^{E}=\mathbf{0}$, it cannot be guaranteed that $\left\|\boldsymbol{r}_{m}^{E}\right\|=\left\|\boldsymbol{r}_{m}^{M}\right\|$ even for such a special choice of initial residual unless $A \mathscr{T}=\mathscr{T}$.

The availability of an (exactly) $A$-invariant subspace $\mathscr{U}$, on the other hand, is an assumption that can rarely be satisfied in practice. In such a case, one can nonetheless still define the preconditioner as above, where now $A_{U}:=U^{*} A U$ represents the orthogonal section of $A$ onto $\mathscr{U}$, resulting in

$$
A M^{-1}\left[\begin{array}{ll}
U & T
\end{array}\right]=\left[\begin{array}{ll}
U & T
\end{array}\right]\left[\begin{array}{cc}
I & U^{*} A T \\
T^{*} A U A_{U}^{-1} & T^{*} A T
\end{array}\right]
$$

based on the heuristic argument that $T^{*} A U A_{U}^{-1}$ will be small whenever $\mathscr{U}$ is nearly $A$-invariant. Such nearly $A$-invariant spaces are obtained as the span of selected Ritz or harmonic Ritz vectors determined from Krylov spaces generated during previous cycles. In practice it is common to suitably scale $A_{U}$ in the preconditioner $M$ (see [7]).

Baglama et al. [1] propose a similar algorithm, which preconditions by (48) from the left, leadingagain under the assumption that $\mathscr{U}$ is exactly $A$-invariant-to the preconditioned operator

$$
\begin{aligned}
& M^{-1} A\left[\begin{array}{ll}
U & T
\end{array}\right]=\left[\begin{array}{ll}
U & T
\end{array}\right]\left[\begin{array}{cc}
I & A_{U}^{-1} U^{*} A T \\
O & T^{*} A T
\end{array}\right], \\
& M^{-1} A=P_{\mathscr{U}}+A P_{\mathscr{T}}+\left(A^{-1}-I\right) P_{\mathscr{U}} A P_{\mathscr{T}} .
\end{aligned}
$$

The MR correction of the left-preconditioned system is the solution of the minimization problem

$$
\left\|M^{-1} \boldsymbol{r}_{m}^{B}\right\|=\min \left\{\left\|M^{-1}\left(\boldsymbol{r}_{0}-A M^{-1} \boldsymbol{c}\right)\right\|: \boldsymbol{c} \in \mathscr{K}_{m}\left(A M^{-1}, \boldsymbol{r}_{0}\right)\right\}
$$

(cf. [18, p. 255]).
From (48), it is evident that

$$
M^{-1}=A^{-1} P_{\mathscr{U}}+P_{\mathscr{T}}
$$

and, consequently, if $A \mathscr{U}=\mathscr{U}$,

$$
P_{\mathscr{T}} M^{-1} \boldsymbol{v}=P_{\mathscr{T}} \boldsymbol{v} \quad \text { for all } \boldsymbol{v}
$$

These are the essential ingredients for showing that Proposition 4.6 holds in exactly the same way with $\boldsymbol{r}_{m}^{E}$ in place of $\boldsymbol{r}_{m}^{B}$.

The construction of an approximately invariant subspace $\mathscr{U}$ is accomplished in [1] by employing the IRA process (cf. Section 3.4).

Kharchenko and Yeremin [10] suggest another adaptive right preconditioner $\tilde{M}$ constructed as follows: After each GMRES cycle the Ritz values and the corresponding left ${ }^{5}$ and right Ritz vectors of $A$ with respect $\mathscr{K}_{m}$ are extracted. The aim is to obtain a preconditioner such that the extremal eigenvalues of $A$, which are approximated by the Ritz values, are translated to one (or at least to a small cluster around one).

The extremal Ritz values are partitioned into, say, $k$ subsets $\Theta_{j}$ of nearby Ritz values. For each $\Theta_{j}$, a rank-one transformation of the form $I+\boldsymbol{v}_{j} \tilde{v}_{j}^{*}$ is constructed, where $\boldsymbol{v}_{j}$ and $\tilde{\boldsymbol{v}}_{j}$ are linear combinations of the associated right and left Ritz vectors. These linear combinations are chosen to translate simultaneously all Ritz values of $\Theta_{j}$ into a small cluster around one, while satisfying certain stability criteria. One preconditioning step now consists of successive multiplication by these rank-one matrices, i.e.,

$$
\tilde{M}^{-1}=\left(I+\boldsymbol{v}_{1} \tilde{\boldsymbol{v}}_{1}^{*}\right) \ldots\left(I+\boldsymbol{v}_{k} \tilde{\boldsymbol{v}}_{k}^{*}\right)=I+\left[\boldsymbol{v}_{1} \ldots \boldsymbol{v}_{k}\right]\left[\tilde{\boldsymbol{v}}_{1} \ldots \tilde{\boldsymbol{v}}_{k}\right]^{*}
$$

[^26]For the last equality we have made use of the fact that $\tilde{\boldsymbol{v}}_{j}^{*} \boldsymbol{v}_{i}=0$ for $i \neq j$, since all eigenvalues of $H_{m}$ have geometric multiplicity one. Note that, if $\Theta_{j}$ has a small diameter and the Ritz values contained in $\Theta_{j}$ are good approximations of eigenvalues of $A$, then $\boldsymbol{v}_{j}$ and $\tilde{\boldsymbol{v}}_{j}$ are approximate right and left eigenvectors of $A$. It can be shown that the statement made in Theorem 4.6 also holds for this preconditioning approach.

### 4.5. Optimal truncation

The methods of the preceding sections were based on restarting an MR iteration once the correction space has reached a given dimension $m$, and attempted to compensate for the attendant loss of information by augmenting or preconditioning. The methods discussed in this section are related to the former in that they also attempt to retain information contained in the current correction space - in this case orthogonality constraints - which is deemed most useful for convergence.

In place of restarting, the basic scheme underlying this class of methods is a truncated MR iteration, in which, as soon as the correction space has reached a maximal dimension $m$, only a subset of the most recent $m$ basis vectors of the correction space is retained, or equivalently, one or more of these basis vectors is periodically discarded during the iteration. In [26] de Sturler proposes a scheme for selectively discarding subspaces rather than individual basis vectors. This selection process, however, does not rely on spectral or invariant subspace information, but rather on angles between subspaces.

To discard a subspace of dimension $\ell$, the subspace selection scheme proposed by de Sturler compares two approximation spaces $\mathscr{W}_{1}$ and $\mathscr{W}_{2}$ associated with correction spaces $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$. It assumes the availibility of an orthonormal basis $W_{m}^{(1)}=\left[\boldsymbol{w}_{1}^{(1)}, \ldots, \boldsymbol{w}_{m}^{(1)}\right]$ of $\mathscr{W}_{1}$, an arbitrary basis $\hat{W}_{k}^{(2)}=\left[\hat{\boldsymbol{w}}_{1}^{(2)}, \ldots, \hat{\boldsymbol{w}}_{k}^{(2)}\right]$ of $\mathscr{W}_{2}$ as well as a factorization

$$
\left(I_{k}-W_{m}^{(1)}\left[W_{m}^{(1)}\right]^{*}\right) \hat{W}_{k}^{(2)}=Z_{k} R
$$

with $Z_{k}=\left[\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{k}\right], Z_{k}^{*} Z_{k}=I_{k}$ and $R \in \mathbb{C}^{k \times k}$ nonsingular and upper triangular. After computing the singular value decomposition

$$
\begin{equation*}
\left(\left[W_{m}^{(1)}\right]^{*} \hat{W}_{k}^{(2)}\right)\left(Z_{k}^{*} \hat{W}_{k}^{(2)}\right)^{-1}=X \Xi \hat{Y}^{\mathrm{H}} \tag{51}
\end{equation*}
$$

the subspace of $\mathscr{W}_{1}$ to be retained is chosen as that spanned by the vectors $W_{m}^{(1)}\left[\boldsymbol{x}_{1} \cdots \boldsymbol{x}_{\ell}\right]$, where the vectors $\boldsymbol{x}_{j}$ are the left singular vectors associated with the $\ell$ largest singular values. The following proposition relates this choice to the results of Section 2.4.

Proposition 4.7. With the above notation under the assumption $\mathscr{W}_{1} \cap \mathscr{W}_{2}=\{\boldsymbol{0}\}$, the singular values appearing in (51) are the cotangents of the canonical angles between the spaces $\mathscr{W}_{1}$ and $\mathscr{W}_{2}$.

Proof. Let $W_{k}^{(2)}$ denote an orthonormal basis of $\mathscr{W}_{2}$ such that $\hat{W}_{k}^{(2)}=W_{k}^{(2)} S$ with a nonsingular matrix $S \in \mathbb{C}^{k \times k}$. Then the cosines of the canonical angles between $\mathscr{W}_{1}$ and $\mathscr{W}_{2}$ are the singular values of $\left[W_{m}^{(1)}\right]^{*} W_{k}^{(2)}$, and we write the associated singular value decomposition as $\left[W_{m}^{(1)}\right]^{*} W_{k}^{(2)}=X \Gamma Y^{\mathrm{H}}$ with a diagonal matrix $\Gamma \in \mathbb{R}^{m \times k}$ and the unitary matrices $X \in \mathbb{C}^{m \times m}$ and $Y \in \mathbb{C}^{k \times k}$. From

$$
\begin{aligned}
Z_{k} R & =\left(I_{k}-W_{m}^{(1)}\left[W_{m}^{(1)}\right]^{*}\right) \hat{W}_{k}^{(2)}=\left(I_{k}-\left(W_{m}^{(1)} X\right)\left(W_{m}^{(1)} X\right)^{*}\right)\left(W_{k}^{(2)} Y\right) Y^{\mathrm{H}} S \\
& =\left[\left(W_{k}^{(2)} Y\right)-\left(W_{m}^{(1)} X\right) \Gamma\right] Y^{\mathrm{H}} S,
\end{aligned}
$$

we obtain $Z_{k}=\left[\left(W_{k}^{(2)} Y\right)-\left(W_{m}^{(1)} X\right) \Gamma\right] Y^{\mathrm{H}} S R^{-1}$ and therefore, defining the diagonal matrix $\Sigma \in \mathbb{R}^{k \times k}$ by $I_{k}-\Gamma^{\mathrm{H}} \Gamma=\Sigma^{2}$, there results

$$
I_{k}=Z_{k}^{*} Z_{k}=\left(S R^{-1}\right)^{\mathrm{H}} Y \Sigma^{2} Y^{\mathrm{H}}\left(S R^{-1}\right)=\left(\Sigma Y^{\mathrm{H}} S R^{-1}\right)^{\mathrm{H}} \Sigma Y^{\mathrm{H}} S R^{-1}
$$

which reveals that the $k \times k$ matrix $\Sigma Y^{\mathrm{H}} S R^{-1}$ is also unitary. Note that, in view of $\mathscr{W}_{1} \cap \mathscr{W}_{2}=\{\mathbf{0}\}$, none of the cosines in $\Gamma$ are one, hence $\Sigma$ is nonsingular. Now, inserting

$$
\begin{aligned}
& {\left[W_{m}^{(1)}\right]^{*} \hat{W}_{k}^{(2)}=\left[W_{m}^{(1)}\right]^{*} W_{k}^{(2)} S=X \Gamma Y^{\mathrm{H}} S,} \\
& Z_{k}^{*} \hat{W}_{k}^{(2)}=\left(S R^{-1}\right)^{\mathrm{H}} Y\left[\left(W_{k}^{(2)} Y\right)^{*}-\Gamma^{\mathrm{H}}\left(W_{m}^{(1)} X\right)^{*}\right] W_{k}^{(2)} S=\left(S R^{-1}\right)^{\mathrm{H}} Y \Sigma^{2} Y^{\mathrm{H}} S
\end{aligned}
$$

can express the singular value decomposition (51) as

$$
\left(\left[W_{m}^{(1)}\right]^{*} \hat{W}_{k}^{(2)}\right)\left(Z_{k}^{*} \hat{W}_{k}^{(2)}\right)^{-1}=X\left(\Gamma \Sigma^{-1}\right)\left(\Sigma Y^{\mathrm{H}} S R^{-1}\right)
$$

which reveals that its singular values are indeed the cotangents of the angles between $\mathscr{W}_{1}$ and $\mathscr{W}_{2}$.

The proof also shows that the left singular vectors of (51) coincide with those of $\left[W_{m}^{(1)}\right]^{*} W_{k}^{(2)}$, hence the selection scheme discards that subspace of $\mathscr{W}_{1}$ which lies at the largest canonical angles with $\mathscr{W}_{2}$. As shown in Section 2.4, this choice yields the greatest possible residual reduction when replacing the approximation space $\mathscr{W}_{1}+\mathscr{W}_{2}$ by $\tilde{\mathscr{W}}_{1}+\mathscr{W}_{2}$ with $\tilde{\mathscr{W}}_{1}$ a subspace of $\mathscr{W}_{1}$ of dimension $\operatorname{dim} \mathscr{W}_{1}-k$.

In [26] de Sturler applies this scheme to a GMRES cycle of length $m$ in order to determine which directions of the $s$-dimensional Krylov subspace $\mathscr{K}_{s}\left(A, \boldsymbol{r}_{0}\right), s<m$, are most important for convergence in the sense that maintaining orthogonality against these directions upon restarting after the first $s$ steps results in the greatest residual reduction. The subspaces to be compared are thus $A \mathscr{K}_{s}\left(A, \boldsymbol{r}_{0}\right)$ and $A \mathscr{K}_{m-s}\left(A, \boldsymbol{r}_{s}\right)$. The subspace comparison in this case is particularly inexpensive, as both spaces lie in $\mathscr{K}_{m}\left(A, \boldsymbol{r}_{0}\right)$, for which the Arnoldi process has computed an orthonormal basis. Hence, the angle computations can be performed in the coordinate space with respect to this basis, and therefore involve only small matrices. For details, we refer to [26].

This subspace selection scheme is further used in [26] to improve the inner-outer iteration algorithm GCRO (see Section 4.1). The resulting method, named GCROT, uses the subspace selection scheme specialized to GMRES to transfer several vectors from the inner to the outer approximation space after each inner iteration cycle. In addition, once the outer approximation space exceeds a maximal dimension, it is truncated by comparing it against the inner approximation space in the manner outlined above.

## 5. Concluding remark

Having described all these improvements of restarted GMRES of course raises the question of which method one should use in practice. Some of the theoretical statements we have made in this paper required simplifying assumptions which seldom hold in practice. Our results can be viewed
as a mathematical justification of why and how these methods work, but need to be supplemented by thorough numerical investigations for realistic applications to yield a complete comparison.

We can, however, make the following statement independently of any numerical evidence: None of the techniques presented here can replace an effective preconditioning strategy, but can sometimes dramatically improve the performance of restarted GMRES when applied to a properly preconditioned linear system.
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#### Abstract

Direct methods have made remarkable progress in the computational efficiency of factorization algorithms during the last three decades. The advances in graph theoretic algorithms have not received enough attention from the iterative methods community. For example, we demonstrate how symbolic factorization algorithms from direct methods can accelerate the computation of a factored approximate inverse preconditioner. For very sparse preconditioners, however, a reformulation of the algorithm with outer products can exploit even more zeros to good advantage. We also explore the possibilities of improving cache efficiency in the application of the preconditioner through reorderings. The article ends by proposing a block version of the algorithm for further gains in efficiency and robustness. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

So far research into sparse approximate inverse preconditioners has focused on convergence, ignoring more subtle efficiency issues for the most part. This paper explores how to get the best performance out of an approximate inverse preconditioner, particularly on modern superscalar workstations.

The algorithm we turn our attention to is Benzi and Tůma's AINV [2,3], or more specifically, a slight variation on the stabilized version SAINV [1] that is guaranteed to avoid breakdown for positive-defininte problems. We previously explored the issue of ordering in [7], noting that for good orderings the set-up time for the preconditioner can be reduced dramatically. Here we go into details on that and other techniques for boosting the performance of the method. We note that in $[2,3]$,

[^27]Benzi and Tüma had already implemented the symbolic factorization enhancement and outer-product form below, though do not discuss it in depth.

Before proceeding, we introduce some notation. Column $i$ of a matrix $A$ is written $A_{i}$ (and so row $i$ is $\left.\left(A^{\mathrm{T}}\right)_{i}^{\mathrm{T}}\right)$. The $j$ th entry of a vector $v$ is given by $v_{j}$ (and so the $(i, j)$ th entry of a matrix is indeed $A_{i j}$ ). The column vector of all zeros except for the one at the $i$ th position is $e_{i}: e_{i}$ is thus column $i$ of the identity matrix $I$. In algorithms, $x \leftarrow y$ indicates that variable $x$ is assigned the value of $y$.

## 2. Basic implementation

The simplest form of SAINV is a left-looking, inner-product-based algorithm, given in Algorithm 1. It can be viewed as the generalization of classical Gram-Schmidt ${ }^{1}$ to constructing $A$-biconjugate sets of vectors from the standard basis, with small entries dropped to preserve sparsity. The results are two upper-triangular matrices $W$ and $Z$ containing the sets of vectors as columns and a diagonal matrix $D$ with $W^{\mathrm{T}} A Z \approx D$. (In fact, with the presented choice of dropping, the diagonal of $W^{\mathrm{T}} A Z$ is exactly $D$ - it is just the off-diagonal terms that might not be zero.) When $A$ is symmetric, the algorithm can be simplified by eliminating the $W$ computations, using $W=Z$.

Algorithm 1. The left-looking, inner-product form of SAINV

- Take $A$, an $n \times n$ matrix, and some drop tolerance $\delta \geqslant 0$ as input.
- For $i=1, \ldots, n$
$\triangleright$ Initialize columns $i$ of $W$ and $Z$ to the $i$ 'th standard basis vector
- Set $W_{i} \leftarrow e_{i}$ and $Z_{i} \leftarrow e_{i}$.
$\triangleright$ Make column $i$ of $W$ biconjugate with previous columns
- Get row $i$ of $A: r \leftarrow\left(A^{\mathrm{T}}\right)_{i}^{\mathrm{T}}=e_{i}^{\mathrm{T}} A$.
- For $j=1, \ldots, i-1$
- Set $W_{i} \leftarrow W_{i}-\left(r Z_{j} / D_{j j}\right) W_{j}$
$\triangleright$ Make column $i$ of $Z$ biconjugate with previous columns
- Get column $i$ of $A: c \leftarrow A_{i}=A e_{i}$.
- For $j=1, \ldots, i-1$
- Set $Z_{i} \leftarrow Z_{i}-\left(W_{j}^{\mathrm{T}} c / D_{j j}\right) Z_{j}$
$\triangleright$ Drop small entries to keep $W$ and $Z$ sparse
- Zero any above-diagonal entry of $W_{i}$ or $Z_{i}$ with magnitude $\leqslant \delta$.
$\triangleright$ Find the "pivot" $D_{i i}$
- Set $D_{i i} \leftarrow W_{i}^{\mathrm{T}} A Z_{i}$.
- Return $W, Z$, and $D$.

Of course, all the matrices should be stored in sparse mode. For this article, compressed column storage format is assumed: each matrix is a collection of $n$ sparse column vectors.

However, the inner products $r Z_{j}$ and $W_{j}^{\mathrm{T}} c$ are more efficiently computed if one of the vectors is stored in full mode; while a sparse-sparse operation could theoretically be faster, a typical

[^28]implementations more complicated branching and memory accesses make it slower on today's hardware. Since each $r$ and $c$ is reused over many inner iterations, it is natural to keep these in full storage - though of course, there is the drawback that often $W$ and $Z$ will be denser than $A$, so the inner products would be even more efficient with $W_{j}$ and $Z_{j}$ in full storage.

One $n$-vector suffices to store both $r$ and $c$. To avoid unnecessary $\mathrm{O}\left(n^{2}\right)$ work, it should not be completely zeroed out after use: only the nonzero locations should be reset. Further unnecessary work can be eliminated by only copying nonzeros up to position $i-1$, since $W$ and $Z$ are upper triangular and thus locations from $i$ onwards will not be involved in the inner products.

With compressed column storage, accessing each column $c$ is simple, but finding each row $r$ is more time-consuming. In the symmetric case, this is of course unnecessary. Even if $A$ just has symmetric structure, $r$ can be found faster since not every column of $A$ need be checked for a nonzero at position $i$ : only those columns corresponding to nonzeros in column $i .^{2}$

The updates to $W_{i}$ and $Z_{i}$ require some thought, as they should be done in sparse mode; if constructed as dense vectors, there will be unnecessary $\mathrm{O}(n)$ work in every iteration to gather them up into sparse storage. If the sparse columns are not kept in sorted order, the simplest way of adding the scaled $W_{j}$ to $W_{i}$ ( or $Z_{j}$ to $Z_{i}$ ) is to do a linear search in $W_{i}$ for each nonzero in $W_{j}$; if there is a nonzero already in that location, add it to it, and otherwise append it. If the columns are sorted, then a faster merge operation may be used instead.

However, both of these methods require time depending on the number of nonzeros already in $W_{i}$ (some fraction of the elements in $W_{i}$ will be scanned to determine where to add the update), which may grow with each inner iteration as updates are applied. A better implementation is described below, adding the scaled $W_{j}$ to $W_{i}$ in time just proportional to the number of nonzeros in $W_{j}$, independent of how many are already in $W_{i}$ (avoiding any scan of existing elements).

Maintain two $n$-vectors, exists and location. The former is a Boolean vector with exists ( $k$ ) true when $W_{i}$ has a nonzero in position $k$; then location ( $k$ ) points to where that nonzero is stored in the sparse data structure. Now adding an entry from the scaled $W_{j}$ to $W_{i}$, say at position $k$, takes $\mathrm{O}(1)$ time: look-up exists $(k)$; if true use location ( $k$ ) to modify the existing entry in $W_{i}$, otherwise append the new entry to $W_{i}$. If the vectors must be stored in sorted order, after the inner loop $W_{i}$ can be radix or bin-sorted very efficiently.

Of course, exists must be reset to all false before each inner loop. A cheap method to avoid this cost is to let exists $(k)=i$ indicate true for $W_{i}$, and $n+i$ true for $Z_{i}$, on the $i$ 'th iteration.

The calculation of the pivot $W_{i}^{\mathrm{T}} A Z_{i}$ is best done with $W_{i}$ in full storage, viewing it as a sum of full-sparse inner products:

$$
W_{i}^{\mathrm{T}} A Z_{i}=\sum_{Z_{j i} \neq 0}\left(W_{i}^{\mathrm{T}} A_{j}\right) Z_{j i}
$$

Thus, after small entries have been dropped, $W_{i}$ should be scattered into a full $n$-vector, and after the pivot has been calculated, only those nonzeros reset.

[^29]
## 3. Fruitless inner products

Even with good handling of the sparse vs. dense issues, the algorithm as it stands must take at least $\mathrm{O}\left(n^{2}\right)$ time due to the nested loops. This can be improved significantly after realizing that often many of the inner $j$ iterations are unnecessary: the inner products $r Z_{j}$ and $W_{j}^{\mathrm{T}} c$ are often zero simply because there are no nonzero locations in common.

Table 1 shows some sample statistics of how many inner products turn out to be exactly zero in the preconditioner construction for some typical test matrices, symmetrically ordered with the nested dissection routine from Metis [13]. ${ }^{3}$ This does not include the small fraction of inner products from the pivot calculation $W_{i}^{\mathrm{T}} A Z_{i}$.

Fortunately, many of these inner products can be avoided. We begin by considering those inner products which are zero even without small entries dropped in the algorithm, i.e., when the true inverse factors are computed. Because the algorithm does not rely on cancellation anywhere, dropping can only result in more zero dot products - thus, we are always safe to avoid the ones that are zero without dropping.

First, consider the case when $A$ has symmetric structure, so the true inverse factors have the same structure as each other. Then we have the following result:

Theorem 3.1. Assuming symmetric structure, at step $i$ with $r$ equal to the ith row of $A$, the inner product $r Z_{j} \neq 0$ only if $j<i$ and $j$ is an ancestor in the elimination tree [16] of some $k$ with $A_{i k} \neq 0$.

Proof. In [7] the structure of the true inverse factors, assuming no felicitous cancellation, was shown: $Z_{k j} \neq 0$ if and only if $k$ is a descendent of $j$ in the elimination tree of $A$. The inner product $r Z_{j}$ is nonzero if and only if there is some $k$ with $A_{i k} \neq 0$ and $Z_{k j} \neq 0$. Therefore, the inner product is

Table 1
When SAINV with drop tolerance 0.1 is applied to several standard test matrices, almost all the inner products are exactly zero. The ordering in all cases is nested dissection

| Matrix | Total number of <br> inner products | Number that are <br> exactly zero | Percentage <br> of total (\%) |
| :--- | :---: | :---: | :--- |
| ADD32 | $24,596,640$ | $24,580,218$ | 99.9 |
| BCSSTK25 | $238,347,282$ | $237,781,980$ | 99.8 |
| MEMPLUS | $315,328,806$ | $315,240,589$ | 99.97 |
| NASA2146 | $4,603,170$ | $4,464,828$ | 97.0 |
| ORSREG1 | $4,859,820$ | $4,838,964$ | 99.6 |
| PORES2 | $1,496,952$ | $1,484,637$ | 99.2 |
| SHERMAN2 | $1,165,320$ | $1,118,651$ | 96.0 |
| SHERMAN3 | $25,045,020$ | $25,013,829$ | 99.9 |
| WATSON5 | $3,431,756$ | $3,421,143$ | 99.7 |

[^30]nonzero only when there is some $k$ with $A_{i k} \neq 0$ and $k$ a descendent of $j$, i.e., $j$ an ancestor of $k$. Only values $j<i$ are considered in the original loop, and so the result follows.

Another proof of this result can be made from the factorization $A=L D U$ (with $L$ unit lower triangular, $U$ unit upper triangular, and $D$ diagonal), so $Z=U^{-1}$ and thus $A Z=L D$. Then the inner product $r Z_{j}$ at step $i$ is simply $L_{i j} D_{j j}$, and the nonzero structure of each row of $L$ has been characterized precisely as above in [15]. The only difficulty with this route is determining what role cancellation plays in the structure of $A Z$ - with inexact arithmetic and especially with dropping, it is not immediately clear that the structure of the lower triangle of $A Z$ will be a subset of the structure of $L$.

In [15] a very efficient algorithm is given for finding the elimination tree of $A$, leading to a fast symbolic factorization. We can use this to create a symbolic factorization enhanced AINV, replacing the inner $j=1, \ldots, i-1$ loop with one just over the nonzeros in row $i$ of $L$. Of course, taking note of the symmetric structure and column-oriented storage of $A$, the upwards-traversals of the elimination tree to find those indices should start with the nonzeros in column $i$ of $A$ with indices less than $i$.

When $A$ does not have symmetric structure, things get a little more complicated. Often $A$ is close to structurally symmetric and so ordering, symbolic factorization, and biconjugation can all be done efficiently with zeros inserted into the sparsity structure to make it symmetric. However, there may be cases when it is best to exploit the nonsymmetric zeros in any or all of these steps. (For example, it may be possible to exploit unsymmetric zeros in ordering to reduce the matrix to block triangular form, in which case only smaller submatrices need be preconditioned.) Here we will consider an unsymmetric symbolic factorization enhancement.

The key again is the structure of the true inverse factors. This is most easily discussed with the language of graph theory, where the nonzero structure of an $n \times n$ matrix $M$ corresponds to a graph $G_{M}$ with vertices labelled $1, \ldots, n$ and directed edge $i \rightarrow j$ if and only if $M_{i j} \neq 0$. See [10], for example, for more discussion of graph theory and sparse matrix computations.

As proven in [12], the inverse of a matrix $M$ has the structure of the transitive closure $G_{M}^{*}$ of $G_{M}$, that is a graph $G_{M}^{*}$ with a directed edge $i \rightarrow j$ whenever there is a path from $i$ to $j$ in $G_{M}$. The simplest characterization of the structure of the true inverse factors $W^{\mathrm{T}}=L^{-1}$ and $Z=U^{-1}$ is then as the transitive closures of the graphs of $L$ and $U$, respectively. However, there are many unnecessary edges in $G_{L}$ and $G_{U}$ from this standpoint - if an edge $i \rightarrow j$ exists alongside a disjoint path from $i$ to $j$, the edge $i \rightarrow j$ may be deleted without effecting the transitive closure. If all such redundant edges are deleted, the result is called the transitive reduction. If $A$ was structurally symmetric, this turns out to be the elimination tree mentioned above [16]; otherwise, $G_{L}$ and $G_{U}$ reduce to a pair of directed acyclic graphs called elimination dags [11].

Unfortunately, the elimination dags can be fairly expensive to compute, and so somewhat denser but cheaper graphs, intermediate between the triangular factors and their transitive reductions, have been investigated in [9]. For this application, an alternative route is to use graphs whose transitive closures contain the structures of $W^{\mathrm{T}}$ and $Z$ but may be a little denser still - for example, the elimination tree of the symmetrized $A$. With these cases in mind, the unsymmetric generalization of the previous theorem is:

Theorem 3.2. Let $G_{L}^{o}$ and $G_{U}^{o}$ be directed acyclic graphs whose transitive closures contain the structures of $W^{\mathrm{T}}$ and $Z$, respectively. Then at step $i$ of $A I N V$, the inner-product $r Z_{j} \neq 0$ only
if $j<i$ and there is a path in $G_{U}^{\mathrm{o}}$ to $j$ from some $k$ with $A_{i k} \neq 0$; similarly, the inner-product $W_{j}^{\mathrm{T}} c \neq 0$ only if $j<i$ and $j$ is reachable in $G_{L}^{\mathrm{o}}$ from some $k$ with $A_{k i} \neq 0$.

Proof. We will only prove the $r Z_{j}$ part, as the $W_{j}^{\mathrm{T}} c$ part is essentially the same. Since the transitive closure of $G_{U}^{\mathrm{o}}$ contains the structure of $Z, Z_{k j} \neq 0$ only if there is a path in $G_{U}^{\mathrm{o}}$ from $k$ to $j$. The inner-product $r Z_{j} \neq 0$ if and only if there is some $k$ with $A_{i k} \neq 0$ and $Z_{k j} \neq 0$. Therefore, the inner-product is nonzero only if there is some $k$ with $A_{i k} \neq 0$ and with a path to $j$ in $G_{U}^{\mathrm{o}}$. Only values $j<i$ are considered in the original loop, and so the result follows.

Just as before, this can be interpreted as symbolic factorization, if $G_{L}^{o}$ and $G_{U}^{o}$ are chosen to be the elimination dags or other intermediate structures between the elimination dags and the triangular factors. For example, the inner-product $r Z_{j}$ at step $i$ is just $L_{i j} D_{j j}$, and the above characterization is the same as that shown for the rows of $L$ in [11,9].

Table 2 compares the regular form of AINV with the symbolic factorization enhanced version, with a drop tolerance of 0.1 for each test matrix as before. The timing counts are from a C implementation running on an Apple Macintosh workstation with a 233 MHz Power PC 750 processor. For the matrices with nonsymmetric structure an elimination dag version is tested first, followed by a symmetrized version. Even without the time required for finding the elimination dags taken into account, and even though more unnecessary zero inner products are performed, the symmetrized version is clearly much faster for these typical matrices. In all cases, the enhanced algorithm is significantly faster than the original algorithm, often by an order of magnitude or more.

For a successful ordering, the number of nonzeros in the $L D U$ factors, hence the number of inner products in the symbolic factorization enhanced algorithm, is an order of magnitude less than $\mathrm{O}\left(n^{2}\right)$ (see, e.g., [14] for guarantees on two-dimensional finite element meshes). Assuming that the average

Table 2
A comparison of regular and symbolic factorization enhanced SAINV on some standard test matrices. The matrices marked as "symmetrized" had zeros inserted in their sparsity structure to make them structurally symmetric, albeit not numerically symmetric

| Matrix | Millions of inner products |  | Percentage of zero inner products |  | Seconds spent on AINV |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Regular | Enhanced | Regular | Enhanced | Regular | Enhanced |
| ADD32 | 25 | 0.02 | 99.9 | 15.5 | 15.2 | 0.04 |
| BCSSTK25 | 238 | 1.57 | 99.8 | 82.0 | 730 | 6.8 |
| MEMPLUS | 315 | 0.11 | 99.97 | 18.9 | 310 | 44.5 |
| (symmetrized) |  | 0.11 |  | 21.4 | 260 | 0.42 |
| NASA2146 | 4.6 | 0.14 | 97.0 | 50.2 | 7.7 | 0.31 |
| ORSREG1 | 4.9 | 0.17 | 99.6 | 87.6 | 3.4 | 0.20 |
| PORES2 | 1.5 | 0.06 | 99.2 | 78.4 | 1.2 | 0.28 |
| (symmetrized) |  | 0.09 |  | 86.0 | 1.1 | 0.07 |
| SHERMAN2 | 1.2 | 0.12 | 96.0 | 60.3 | 1.8 | 0.71 |
| (symmetrized) |  | 0.16 |  | 70.1 | 1.4 | 0.50 |
| SHERMAN3 | 25 | 0.20 | 99.9 | 84.3 | 18.1 | 0.34 |
| WATSON5 | 3.4 | 0.02 | 99.7 | 50.8 | 3.7 | 0.46 |
| (symmetrized) |  | 0.09 |  | 88.8 | 3.7 | 0.08 |

cost of an inner-product in the regular and the enhanced algorithms is the same - which is probably not strictly true, but still is a good rough estimate - this explains why the enhanced version is so much faster.

## 4. Revisiting the outer-product form

The symbolic factorization enhancement may avoid all inner products that can be determined zero a priori. However, there are still more that result from the nonzeros that are dropped during the algorithm. Possibly, these could be avoided by pruning the elimination structures as the algorithm goes, but a simpler approach is to rewrite SAINV as a right-looking outer-product algorithm by switching the order of the loops. With the obvious sparsity enhancement, the result is given in Algorithm 2.

## Algorithm 2. The outer-product form of SAINV

- Take as input $A$ and $\delta$.
- Set $W \leftarrow I$ and $Z \leftarrow I$.
- For $j=1, \ldots, n$
- Set $l \leftarrow A Z_{j}$
- Set $u \leftarrow W_{j}^{\mathrm{T}} A$
- Set $D_{j j} \leftarrow u Z_{j}$ or equivalently $W_{j}^{\mathrm{T}} l$, whichever is cheapest
- For $i>j, l_{i} \neq 0$
- Update $W_{i} \leftarrow W_{i}-\operatorname{drop}\left(\left(l_{i} / D_{j j}\right) W_{j}, \delta\right)$, where entries of the update vector with magnitude $\leqslant \delta$ are dropped.
- For $i>j, u_{i} \neq 0$
- Update $Z_{i} \leftarrow Z_{i}-\operatorname{drop}\left(\left(u_{i} / D_{j j}\right) Z_{j}, \delta\right)$.
- Return $W, Z$, and $D$.

In exact arithmetic without dropping, the vectors $l$ and $u$ at step $j$ are the $j$ th column and row of $L D$ and $D U$, respectively. With dropping, they naturally become sparser, giving the improvement over the symbolic factorization enhanced inner-product algorithm.

Note that because small entries are dropped before being added in this formulation, the result will in general be different from the inner-product version. Usually, the same drop tolerance will produce a sparser but less accurate preconditioner than the inner-product form.

The primary drawback of the outer-product form is its right-looking nature: all of columns $j+1, \ldots, n$ of $W$ and $Z$ must be stored in dynamic data structures, since updates to them may insert entries in any row up to $j$. The natural implementation with each column of $W$ and $Z$ in a sorted linked list then can suffer from inefficient insertions, poor cache usage, and difficulties for vectorization. ${ }^{4}$ However, the savings from exploiting the dropped zeros hopefully can make up for this.

[^31]Just as with the inner-product form, there is a difficulty when $A$ does not have symmetric structure and a row-oriented copy is not available: the left-multiplication $W_{j}^{\mathrm{T}} A$ cannot be made in an efficient fully sparse mode. All entries must be computed, even though most will be zero. One possibility to speed this up is to use a similar symbolic factorization approach as before, making use of a characterization of the columns of $L$ (rather than the rows) to a priori eliminate most of the zero computations. However, this would lose the motivation for the outer-product form - exploiting the zeros that cannot be determined a priori - while still incurring the dynamic data structure penalties. Therefore, we have chosen to symmetrize the sparse matrix data structure as before.

A timing comparison between the inner-product and outer-product algorithms is given in Table 3. Since the same drop tolerance of 0.1 produces slightly different factors for the outer-product form than for the inner-product form, I have chosen new drop tolerances for the outer-product tests to give it roughly the same number of nonzeros.

As the results show, while for some problems the extra overhead of outer-product SAINV is not worth the small gain made from exploiting the full sparsity, in several cases the benefit is considerable.

With these results in mind the choice of algorithm depends on several factors:

- How much storage is available? Enough for the overhead of the dynamic data structures in the outer-product form? Enough for an additional row-oriented copy of $A$ ?
- Approximately how full will the factors be? Full enough that there will be so few zero inner products that inner-product AINV is faster?
- Is $A$ so far from structurally symmetric that it pays to exploit the unsymmetric zeros in some way (e.g., using unsymmetric elimination structures for inner-product SAINV rather than the elimination tree of the symmetrized matrix)?

It should be noted also that for some problems, $A$ is known only as an operator or as a product of matrices, not in explicit matrix form. In this case, finding elimination structures for $A$ may be impossible, prompting the choice of the outer-product form which does not require them (for example, see [6]).

Table 3
Timing comparison for inner-product SAINV versus outer-product SAINV. Matrices with unsymmetric structure are symmetrized with additional zeros

| Matrix | Time for <br> inner-product form | Time for <br> outer-product form |
| :--- | :--- | :--- |
| ADD32 | 0.04 | 0.06 |
| BCSSTK25 | 6.75 | 0.97 |
| MEMPLUS | 0.42 | 0.55 |
| NASA2146 | 0.31 | 0.17 |
| ORSREG1 | 0.20 | 0.06 |
| PORES2 | 0.07 | 0.04 |
| SHERMAN2 | 0.50 | 0.44 |
| SHERMAN3 | 0.34 | 0.10 |
| WATSON5 | 0.08 | 0.11 |

## 5. Ordering for application

Forgetting the trivial diagonal matrix $D$ for the time being, the basic operation in an iterative solver is applying the preconditioned operator to a dense vector: $W^{\mathrm{T}} A Z x$. Algorithm 3 shows the simplest algorithm for doing this with compressed column storage.

One major issue in the speed of this algorithm on modern superscalar processors comes from the memory hierarchy: efficient cache usage. For example, in the first main loop (multiplying $u=Z x$ ) each entry of $u$ may be accessed several times according to the structure of $Z$. The more cache misses there are - the more times an entry of $u$ has to be fetched from main memory - the slower the loop will run. Ideally, once an entry from $u$ is fetched from cache it will stay there until done with, and will not be prematurely bumped out of the cache. The situation is complicated by how entire cache "lines" of consecutive memory locations are brought into cache at each miss - typically on the order of 64 bytes.

## Algorithm 3. Multiplying $W^{\mathrm{T}} A Z x$

- Take as input sparse matrices $W, A$, and $Z$ (in compressed column format) and a dense vector $x$.
- Initialize dense vectors $u=0$ and $v=0$
- For $i=1, \ldots, n$
- For $j$ with $Z_{j i} \neq 0$
- Update $u_{j} \leftarrow u_{j}+Z_{j i} x_{i}$
- For $i=1, \ldots, n$
- For $j$ with $A_{j i} \neq 0$
- Update $v_{j} \leftarrow v_{j}+A_{j i} u_{i}$
- For $i=1, \ldots, n$
- Set $u_{i} \leftarrow 0$
- For $j$ with $W_{j i} \neq 0$
- Update $u_{i} \leftarrow u_{i}+W_{j i} v_{j}$
- Return the result in $u$.

One of the advantages of approximate inverses is that any orderings may be used in the matrixvector multiplies - the rows and columns of the matrices and vectors may be permuted without effecting the result, modulo finite precision arithmetic errors, with the only restriction coming from the compatibility of the orderings in multiplication (e.g., the ordering of $x$ must be the same as the columns of $Z$ ). With detailed knowledge of the hardware hopefully this can be exploited to promote efficient cache usage in the multiplies. Such tuning is beyond the scope of this article, but some simple tests can show the potential effect of ordering for application. We hope to raise questions here, rather than provide answers.

Table 4 compares the performance for random orderings, the nested dissection ordering used in construction of the preconditioner, and a reordering of the elimination tree for the nested dissection ordering starting at the leaves and progressing upwards level by level. This last ordering is an entirely equivalent elimination sequence to the nested dissection, but mimics the greedy choices made by minimum degree or MIP [7].

Table 4
The number of milliseconds taken to compute $W^{\mathrm{T}} A Z x$ for various orderings of the matrices and $x . W$ and $Z$ are computed from inner-product SAINV with a drop tolerance of 0.1 and the nested dissection ordering. The leaf reordering is an equivalent elimination sequence to the nested dissection, but begins with all the leaves of the elimination tree and progresses upwards level by level, mimicking minimum degree and MIP to some extent

| Matrix | Ordering |  |  |
| :--- | :---: | :---: | :---: |
|  | Random | Nested <br> dissection | Leaf <br> reordering |
| ADD32 | 5.6 | 4.7 | 4.8 |
| BCSSTK25 | 102.3 | 70.6 | 91.6 |
| MEMPLUS | 33.6 | 7.4 | 28.6 |
| NASA2146 | 13.0 | 12.4 | 12.7 |
| ORSREG1 | 2.3 | 2.6 | 2.2 |
| PORES2 | 1.3 | 1.3 | 1.3 |
| SHERMAN2 | 4.2 | 4.3 | 4.4 |
| SHERMAN3 | 7.9 | 6.6 | 6.9 |
| WATSON5 | 3.7 | 3.4 | 3.8 |

The differences in performance, at least for ADD32, BCSSTK25, MEM-PLUS, and SHERMAN3, highlight how important ordering might be here. Random ordering is clearly bad - indicating for example that unstructured meshes created with no natural ordering should be appropriately reordered for iterations. The standard nested dissection is generally better than the elimination tree equivalent leaf reordering, perhaps indicating that if minimum degree or MIP is used for construction a further reordering is necessary. We believe the reason for these differences is that standard nested dissection tends to cluster most of the nonzeros in small blocks (excepting the large block separators), which intuitively will allow efficient cache usage. We note that other factors may be involved, such as how fully used are multiple instruction pipelines, but for the moment we do not see a reason they would have this effect; we refer the reader to [8] for a full discussion of all the factors involved in tuning a (dense) matrix-multiplication routine.

The question remains whether there are significantly superior orderings to standard nested dissection. The following theorem suggests that for fairly full approximate inverses, the nested dissection ordering could well be the best. In general, for symmetrically structured matrices, a post-ordering of the elimination tree [10] is a natural generalization of the nested dissection ordering even when the ordering was not constructed in that manner.

Theorem 5.1. For symmetrically structured $A$ with a post-ordering of the elimination tree [10], the true upper triangular inverse factor has a dense skyline. In other words, its columns consist of a block of zeros followed by a single dense block of nonzeros ending at the diagonal.

Proof. The key characterization of a post-ordering is that any subtree is ordered in a contiguous block, with the root of the subtree coming last. The nonzeros in column $i$ of the true upper triangular inverse factor correspond to all children of $i$ in the etree, i.e., to the others nodes in the subtree rooted at $i$. Thus, the nonzeros form one contiguous block, ending at the diagonal (the $i$ th row).

This simple block structure is near optimal for cache use within each column, though the question of the order in which the columns should be considered is still open.

## 6. Block methods

As with the direct methods, the eventual goal of the algorithms should be to cut the symbolic operations to a minimum while doing the necessary numerical operations efficiently in cache. We have shown the ways to eliminate unnecessary numerical operations in the preconditioner construction, and the possibility of promoting cache usage in the application. For further improvements we now turn to block methods to cut down symbolic operations and further cache efficiency.

This approach, partitioning $A$ into small dense block matrices, is used to great advantage in direct methods, where for example supernodes [17] are used to eliminate redundant symbolic operations. There are also many problems, e.g., from systems of PDEs, that naturally have a block structure and it sometimes makes sense to treat them as such: convergence may sometimes be improved, as shown below.

The generalization of SAINV to block matrices is straightforward. We redefine our notation somewhat for block structures. Throughout we assume that $A$ and all other matrices have been partitioned with $1=b_{1}<b_{2}<\cdots<b_{m+1}=n+1$. Then $A_{i}$ indicates block column $i$ of $A$, consisting of the "point" columns $b_{i}$ to $b_{i+1}-1$, and $A_{i j}$ indicates the $j$ th block in this block vector, the submatrix of $A$ extending from position $\left(b_{i}, b_{j}\right)$ to $\left(b_{i+1}-1, b_{j+1}-1\right)$. The $i$ th block column of the identity is given by $E_{i}$. Notice that diagonal blocks of a matrix are necessarily square, but off-diagonal blocks might not be if the block size is not constant.

Block SAINV produces matrices $W, Z$, and $D$ that approximately satisfy $W^{\mathrm{T}} A Z=D$, where $W$ and $Z$ are block upper triangular and $D$ is block diagonal. The inner-product form is given in Algorithm 4; for this paper we do not explore the performance of the somewhat more complicated outer-product form. The generalization of the scalar outer-product algorithm is straightforward nonetheless.

Algorithm 4. The left-looking, inner-product form of block SAINV with symbolic factorization enhancement

- Take $A$, an $m \times m$ block matrix, and some drop tolerance $\delta \geqslant 0$ as input.
- For $i=1, \ldots, m$
$\triangleright$ Initialize block columns $i$ of $W$ and $Z$ to the i'th standard basis block vector
- Set $W_{i} \leftarrow E_{i}$ and $Z_{i} \leftarrow E_{i}$.
- Get block row $i$ of $A: R \leftarrow\left(A^{\mathrm{T}}\right)_{i}^{\mathrm{T}}=E_{i}^{\mathrm{T}} A$ (up to column $i-1$ )
- For $j<i, U_{j i} \neq 0$ (determined by symbolic factorization)
- $W_{i} \leftarrow W_{i}-W_{j}\left(R Z_{j} D_{j j}^{-1}\right)^{\mathrm{T}}$
- Get block column $i$ of $A: C \leftarrow A_{i}=A E_{i}$ (up to row $i-1$ )
- For $j<i, L_{i j} \neq 0$ (determined by symbolic factorization)
- $Z_{i} \leftarrow Z_{i}-Z_{j}\left(D_{j j}^{-1} W_{j}^{\mathrm{T}} C\right)$
- Zero any above-diagonal block of $W_{i}$ or $Z_{i}$ with norm $\leqslant \delta$.
- Set $D_{i i} \leftarrow W_{i}^{\mathrm{T}} A Z_{i}$ ( and store $D_{i i}^{-1}$ ).
- Return $W, Z$, and $D$.

The symbolic factorization enhancement now must use the graph of the block form of $A$, where each vertex represents a diagonal block and each edge a nonzero off-diagonal block. Also notice that since the storage requirements of a sparse block matrix is strongly dominated by the numerical entries in the dense blocks, it is perfectly reasonable to store a row-oriented version of the sparsity structure (referencing the same numerical entries) along side the column-oriented version - so finding block rows of unsymmetric $A$ can be done with ease.

Determining when to drop "small" blocks from $W$ and $Z$ is an interesting issue, especially as one drop tolerance is used for blocks of potentially different sizes. One possibility, used here, is to compare the Frobenius norm of the block divided by the number of entries in the block against the drop tolerance $\delta$.

In the scalar case, it is possible that a pivot will be zero (or small enough to cause problems when dividing by the pivot later). This problem is alleviated somewhat with the block algorithm, since the inversion of the block pivots can be carried out more robustly with a partial pivoting $L U$ decomposition, a $Q R$ decomposition, or even an $S V D$ operation to be completely confident of numerical stability. However, it still may happen that a block pivot is singular or so close to singular that problems emerge. Our implementation currently only checks for exact zeros in the partial pivoting $L U$ decomposition; this never happenned in the testing however. Several possibilities exist for recovery if this does happen - adding a diagonal shift to the block, for example, or using a shifted $S V D$ instead.

Some of the test problems have a natural block structure while it is not so clear for others. One possibility is to use the supernodes following a nested dissection ordering, hoping that since the nodes making up a supernode have essentially the same structure in the true inverse factors, they should have similar structure in the approximate inverse and thus be correctly handled with dense blocks. The problem is that usually many supernodes are singletons, so unless care is taken in coding the algorithm, the overhead of the block algorithm is wasted. It is also important to note that there are typically some supernodes of very large size, which must be broken up into more manageable sizes for storage and computational efficiency.

Perhaps, a better approach is to use the aggregation algorithms of algebraic multigrid. Here we tried applying the ideas from [5] (using $|A|+\left|A^{\mathrm{T}}\right|$ for the unsymmetric matrices).

Table 5 shows construction times and convergence rates for scalar inner-product AINV and block inner-product AINV, with the same drop tolerance of 0.1 as before. For these examples, the block form is always slower - the overhead simply is not worth any gains in dense operations. It should be noted that the BLAS and LAPACK libraries used for these timings were not highly tuned, however, so better results are definitely anticipated in better implementations. The convergence is generally worse for the block method, presumably because the block version may drop important nonzeros in otherwise near zero blocks while retaining unimportant nonzeros that happen to occur in the same blocks as important nonzeros. The exception is SHERMAN2, where as suggested in [7] the block form succeeds but the scalar form fails.

It seems then that the block version might only be appropriate in certain cases, unless a better determination of blocks and a more sophisticated dropping strategy are adopted. For example, the improvement for SHERMAN2 over the scalar version is probably because the scalar version's simple diagonal pivoting is inappropriate - with weak diagonals and condition numbers ranging from $10^{7}$ to $10^{11}$, the diagonal blocks require partial pivoting to be inverted. (For the other matrices, the diagonal

Table 5
A comparison of preconditioner construction times and convergence rates. The drop tolerance for scalar inner-product AINV is 0.1 , and the drop tolerance for the block version is chosen to give approximately the same number of nonzeros. CG is used for s.p.d. problems and BiCGstab for the rest; the right-hand side is the vector of all ones, the initial guess is all zeros, and convergence is flagged when the residual 2 -norm is decreased by a factor of $10^{6}$

| Matrix | Scalar |  | Block |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time for AINV | Iterations | Average block size | Time for AINV | Iterations |
| ADD32 | 0.04 | 5 | 2 | 0.10 | 32 |
| BCSSTK25 | 6.75 | $\infty$ | 3.0 | 7.88 | $\infty$ |
| MEMPLUS | 0.42 | 17 | 2 | 0.58 | $\infty$ |
| NASA2146 | 0.31 | 85 | 3.9 | 0.30 | 135 |
| ORSREG1 | 0.20 | 31 | 2.5 | 0.31 | 46 |
| PORES2 | 0.07 | $\infty$ | 2 | 0.20 | $\infty$ |
| SHERMAN2 | 0.50 | $\infty$ | 6 | 0.57 | 21 |
| SHERMAN3 | 0.34 | 96 | 1.7 | 1.13 | 127 |
| WATSON5 | 0.08 | 127 | 2.7 | 0.13 | $\infty$ |

blocks are not nearly as badly conditioned.) Of course, this raises the question whether a simple block diagonal rescaling applied before scalar AINV would be enough to cure the problem.

## 7. Conclusions

We have presented several refinements for improving the performance of the SAINV-factored approximate inverse. Ideas and algorithms from direct methods allowed significant performance enhancements for the inner-product form of the algorithm; for many problems, however, even faster construction was possible with an outer-product reformulation. Experimental results demonstrated how reordering the approximate inverse can greatly effect the cache efficiency during its application in an iterative solver. We finally proposed a block version of the algorithm for further gains in cache efficiency, which unfortunately are off-set by increased overhead in the current implementation - we expect further tuning of the code will make block processing worthwhile. The block version can give better convergence for some badly conditioned block-structured problems thanks to its better treatment of pivots, but for other matrices appears to be less robust since the block-by-block dropping is more likely to make bad choices. More sophisticated ideas from algebraic multigrid for finding better block structures may alleviate this difficulty, as might better dropping strategies than the current ad hoc choice.

The underlying theme to this research is that significant gains can be made for iterative solvers by considering the techniques designed originally for direct solvers. Progress towards high-performance iterative methods requires solving many of the algorithmic problems that have confronted the direct methods community; the solutions developed there, tempered with knowledge of iterative approaches, are bound to be valuable.
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#### Abstract

Mass matrices arise in the numerical solution of time-dependent partial differential equations by the Galerkin method. Since these systems must be inverted at each time step, rapid inversion algorithms for these systems are important. When nodal finite elements are used as basis functions, it is known that the mass matrices can be consistently approximated by a diagonal matrix or solved by a scalable conjugate gradient method. This may not be the case for other basis functions. In this paper, we show that the preconditioned conjugate gradient method is scalable when used to invert mass matrices that arise from vector finite element basis functions. These basis functions are particularly important for solving Maxwell's equations on unstructured grids by the Galerkin method. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Mass matrices

The Gram matrix of the linear-independent elements $\phi_{1}, \phi_{2}, \ldots, \phi_{n}$ in an inner product space $V$ is the symmetric positive-definite $n \times n$ matrix

[^32]\[

G=\left[$$
\begin{array}{cccc}
\left(\phi_{1}, \phi_{1}\right) & \left(\phi_{1}, \phi_{2}\right) & \cdots & \left(\phi_{1}, \phi_{n}\right)  \tag{1}\\
\left(\phi_{2}, \phi_{1}\right) & \left(\phi_{2}, \phi_{2}\right) & \cdots & \left(\phi_{2}, \phi_{n}\right) \\
\vdots & \vdots & \vdots & \vdots \\
\left(\phi_{n}, \phi_{1}\right) & \left(\phi_{n}, \phi_{2}\right) & \cdots & \left(\phi_{n}, \phi_{n}\right)
\end{array}
$$\right]
\]

[5]. A classic example of a Gram matrix is the Hilbert matrix given by $\phi(x)=x^{i-1}$ and the inner product $(u, v)=\int_{0}^{1} u(x) v(x) \mathrm{d} x$ in which case $G=\left[g_{i j}\right]=\left[(i+j-1)^{-1}\right]$. Gram matrices naturally arise in the numerical solution of time-dependent partial differential equations by the Galerkin method [14]. Specifically, given the weak differential equation

$$
\begin{equation*}
\left(\frac{\partial u}{\partial t}, v\right)=(L[u], v) \tag{2}
\end{equation*}
$$

a function $\tilde{u}(\boldsymbol{x}, t)=\sum_{i=1}^{n} \alpha_{i}(t) \phi_{1}(\boldsymbol{x})$ is sought out in a finite-dimensional subspace spanned by a linearly independent set of basis functions $\phi_{1}(\boldsymbol{x}), \phi_{2}(\boldsymbol{x}), \ldots, \phi_{n}(\boldsymbol{x})$ that approximates the weak solution of Eq. (2). The Galerkin method calculates this approximation by defining $\tilde{u}$ to satisfy

$$
\begin{equation*}
\left(\frac{\partial}{\partial t} \tilde{u}, \phi_{j}\right)=\left(L[\tilde{u}], \phi_{j}\right), \quad j=1,2, \ldots, n \tag{3}
\end{equation*}
$$

Then, if we let $\alpha(t)=\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]^{t}$, this results in a system of ordinary differential equations

$$
\begin{equation*}
G \frac{\mathrm{~d} \alpha}{\mathrm{~d} t}=F(\alpha) \tag{4}
\end{equation*}
$$

where $G$ is the Gram matrix of Eq. (1) and is called the mass matrix of the Galerkin procedure.
If one approximates Eq. (4) by any numerical time differencing scheme, we see that it is necessary to invert the mass matrix at each time step. Hence, the ease and rapidity of the mass matrix inversion process is an important part of any Galerkin method.

## 2. Numerical inversion of the mass matrix

Since the mass matrix $G$ is symmetric and positive definite, the natural choice for its inversion is the preconditioned conjugate gradient method. The efficiency of the preconditioned conjugate gradient method relies on the choice of the preconditioner $Q$ [11]. Examples of preconditioners include the incomplete Cholesky factorization [9], the SSOR preconditioner [22], multigrid preconditioners [3] and domain decomposition preconditioners [2].

An efficient preconditioner must possess three properties:

1. The preconditioner must be relatively easy to solve.
2. The matrix $Q^{-1} G$ must "approximate the identity".
3. The preconditioner must yield a "scalable" method in the sense that the number of iterations to convergence must approach a constant as the size of the matrix $n$ approaches infinity.

For the preconditioned conjugate gradient method, the spectral condition number ratio

$$
\kappa\left(Q^{-1} G\right)=\frac{\lambda_{\max }\left(Q^{-1} G\right)}{\lambda_{\min }\left(Q^{-1} G\right)}
$$

of the largest to the smallest eigenvalue of $Q^{-1} G$ enters into the upper bound for the error

$$
\begin{equation*}
\frac{\left\|e^{k}\right\|_{G}}{\left\|e^{0}\right\|_{G}} \leqslant 2\left[\frac{\kappa^{1 / 2}-1}{\kappa^{1 / 2}+1}\right]^{k}, \tag{5}
\end{equation*}
$$

where the $G$-norm of the error $\left\|e^{k}\right\|_{G}$, is defined as $\left(e^{k}\right)^{t} G e^{k}$. The bound in Eq. (5) is not sharp for the conjugate gradient method. A sharp error bound for the conjugate gradient method is more complicated [10], involving the distribution of the eigenvalues of $Q^{-1} G$. However, a spectral condition number close to 1 and bounded from above as the size $n$ approaches infinity is sufficient to ensure fast and scalable convergence of the conjugate gradient algorithm.

In this paper we concentrate on determining preconditioners that yield scalable conjugate gradient algorithms. That is we seek preconditioners such that

$$
\lim _{n \rightarrow \infty} \kappa\left(Q^{-1} G\right)<C
$$

for some constant $C$ independent of $n$.
Condition number bounds can sometimes be achieved by obtaining a bound on the condition number of an associated matrix and then "comparing" it to the original system. Unfortunately, there are few theoretical comparison results for the condition number of preconditioned systems. An exception is the case of diagonal and block diagonal preconditioners. Van der Sluis [19] proved the following theorem about diagonal scaling of a symmetric positive matrix $G$.

Theorem (Van der Sluis [19]). Let D be the diagonal of the symmetric positive-definite matrix $G$, and let $\hat{D}$ be any other positive-definite diagonal matrix. Then

$$
\kappa\left(D^{-1} G\right) \leqslant m \kappa\left(\hat{D}^{-1} G\right),
$$

where $m$ is the maximum number of nonzeros in any row of $G$.
When the matrix $G$ has property- $A$, that is when $G$ can be permuted in the form

$$
G=\left[\begin{array}{cc}
D_{1} & B \\
B^{t} & D_{2}
\end{array}\right],
$$

where $D_{1}$ and $D_{2}$ are diagonal matrices, a stronger result holds [8].
Theorem (Forsythe and Strauss [8]). Using the above notation, if the symmetric positive-definite matrix $G$ has property-A, then

$$
\kappa\left(D^{-1} G\right) \leqslant \kappa\left(\hat{D}^{-1} G\right) .
$$

A generalization of the Van der Sluis theorem has also been proved for block diagonal preconditioners [6].

Theorem (Demmel [6]). Let D be the block diagonal of the symmetric positive-definite matrix $G$, and let $\hat{D}$ be any other symmetric positive-definite block diagonal matrix with same size blocks. Then

$$
\kappa\left(D^{-1} G\right) \leqslant b \kappa\left(\hat{D}^{-1} G\right),
$$

where $b$ is the number of blocks in $D$.


Fig. 1. Numbering configuration for reference element $K_{0}$ and quadrilateral element $K$.

A result similar to that of Forsythe and Strauss has also been proved for block diagonal preconditioners [7], when the matrix $G$ is block 2-cyclic and is permuted in the form

$$
G=\left[\begin{array}{cc}
D_{1} & C  \tag{6}\\
C^{t} & D_{2}
\end{array}\right],
$$

where $D_{i}, i=1,2$, is a block diagonal matrix with diagonal blocks $D_{i, j}, j=1,2, \ldots, r_{i}$.
Theorem (Eisenstat et al. [7]). Let $G$ be the form in Eq. (6) and let $D$ be the block diagonal matrix whose diagonal blocks are $\left\{D_{1,1}, \ldots, D_{1, r_{1}}, D_{2,1}, \ldots, D_{2, r_{2}}\right\}$. Let $\hat{D}$ be any other block diagonal matrix with same size blocks. Then

$$
\kappa\left(D^{-1} G\right) \leqslant \kappa\left(\hat{D}^{-1} G\right) .
$$

## 3. The finite element Galerkin method

The finite element Galerkin method is a systematic technique for constructing the basis functions $\phi_{i}$ for the Galerkin method based around a numerical grid. Irregular domains and mixed boundary conditions are easily accommodated and the resulting equations describing the discrete model are generally well-conditioned [1].

Formally, a finite element ( $K, P_{K}, A_{K}$ ) is defined as follows [4]:

1. $K$, a quadrilateral domain.
2. $P_{K}=\left(P_{1}\right)^{N}=P_{1} \otimes \cdots \otimes P_{N}$, a vector space consisting of the tensor product of a polynomial vector spaces $P_{i}$ defined on $K . P_{K}$ has a basis $\left\{\Psi_{1}, \Psi_{2}, \Psi_{3}, \Psi_{4}\right\}$.
3. $A_{K}$, a set of linear functionals defined on $P_{K}$ having a basis $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}$ (called degrees of freedom).

Each finite element ( $K, P_{K}, A_{K}$ ) will be isoparametrically equivalent to a single reference finite element ( $K_{0}, P_{0}, A_{0}$ ) where $K_{0}=\{-1 \leqslant x, y \leqslant 1\}$. If we assume the numbering configuration for the nodes and edges of a given quadrilateral in Fig. 1, then the isoparametric mapping is given by

$$
F_{K}(\xi, \eta)=\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
x_{1} \\
y_{1}
\end{array}\right] N_{1}+\left[\begin{array}{l}
x_{2} \\
y_{2}
\end{array}\right] N_{2}+\left[\begin{array}{l}
x_{3} \\
y_{3}
\end{array}\right] N_{3}+\left[\begin{array}{l}
x_{4} \\
y_{4}
\end{array}\right] N_{4},
$$

where $K$ is the quadrilateral with vertices $\left\{\left(x_{i}, y_{i}\right), i=1,2,3,4\right\}$ and

$$
\begin{align*}
& N_{1}(\xi, \eta)=\frac{1}{4}(1-\xi)(1-\eta), \\
& N_{2}(\xi, \eta)=\frac{1}{4}(1+\xi)(1-\eta), \\
& N_{3}(\xi, \eta)=\frac{1}{4}(1+\xi)(1+\eta),  \tag{7}\\
& N_{4}(\xi, \eta)=\frac{1}{4}(1-\xi)(1+\eta) .
\end{align*}
$$

Then, $P_{K}$ is defined by

$$
\begin{equation*}
P_{K}=\left\{p=p_{0} \cdot F_{K}^{-1}: p_{0} \in P_{0}\right\} \tag{8}
\end{equation*}
$$

and the basis of $P_{K}$ is given by $\Psi_{i}=\Psi_{i}^{(0)} \cdot F_{K}^{-1}$ where

$$
P_{0}=\operatorname{span}\left[\Psi_{1}^{(0)}, \Psi_{2}^{(0)}, \Psi_{3}^{(0)}, \Psi_{4}^{(0)}\right] .
$$

A finite element is said to be unisolvent if the set of degrees of freedom $A_{K}$ determines a unique polynomial in $P_{K}$. If this is the case, then for any function $f$ defined on $K$, there exists a unique interpolant $\pi(f) \in P$ such that $\alpha(f)=\alpha[\pi(f)]$ for all $\alpha \in A_{K}$.
The element mass matrix is defined to be the $4 \times 4$ matrix

$$
M_{K}=\left[\int_{K} \Psi_{i} \cdot \Psi_{j} \mathrm{~d} K\right]=\left[\int_{-1}^{1} \int_{-1}^{1} \Psi_{i}^{(0)} \cdot \Psi_{j}^{(0)} \operatorname{det}\left(J_{K}\right) \mathrm{d} \xi \mathrm{~d} \eta\right],
$$

where

$$
J_{K}=\left[\begin{array}{ll}
x_{\xi} & y_{\xi} \\
x_{\eta} & y_{n}
\end{array}\right] .
$$

The mass matrix is then given by

$$
M=\sum_{K} M_{K},
$$

where the matrix behind the summation signs are expanded or augmented by zero filling.

## 4. Nodal finite elements

Here, the polynomial space $P_{K}=P=\operatorname{span}[1, x, y, x y]$. The four degrees of freedom are

$$
\begin{equation*}
A_{K}=\operatorname{span}\left[\alpha_{i}(p)=p\left(x_{i}, y_{i}\right), \quad p \in P_{K}, \quad i=1,2,3,4\right], \tag{9}
\end{equation*}
$$

where $\left(x_{i}, y_{i}\right)$ are the coordinates of the nodes of $K$. Clearly, the finite element is unisolvent under the degrees of freedom in Eq. (9). For the reference element, $P_{0}=\operatorname{span}\left[N_{1}, N_{2}, N_{3}, N_{4}\right]$ (the $N_{i}$ are defined in Eq. (7)). An important result regarding the scalability of the conjugate gradient method for solving mass matrix systems arising from nodal finite elements is the following.

Theorem (Ciarlet [4]). Assume

- $\Omega$ a polynomial domain in $R^{2}$.
- $\Gamma$ the boundary of $\Omega$.
- $G_{h}$ a quadrilateral decomposition of $\Omega$, i.e., a decomposition of $\Omega$ into a set $G_{h}=K_{1}, K_{2}, \ldots, K_{m}$ of nonoverlapping quadrilaterals $K_{i}$ such that $\Omega=\bigcup_{K \in G_{h}} K$ and no vertex of one quadrilateral lies on the edge of another quadrilateral.
- $h=\max _{K \in G_{h}} \operatorname{diam}(K)$ where $\operatorname{diam}(K)$ is the longest side of quadrilateral $K$.
- There exists positive constants $\beta_{1}, \beta_{2}$ independent of $h$ such that for all $K \in G_{h}$,

$$
\beta_{1} h \leqslant h_{K}=\operatorname{diam}(K) \leqslant \beta_{2} h .
$$

- $\phi_{1}, \phi_{2}, \ldots, \phi_{n}$ are a nodal basis functions of $V_{h}$.

Then if $M=\operatorname{matrix}\left(\int_{\Omega} \phi_{i} \phi_{j} d \Omega\right)$ is the mass matrix, there exist constants $C_{1}, C_{2}$ depending only on $\beta_{1}, \beta_{2}$ such that

$$
\kappa(M) \leqslant \frac{C_{2}}{C_{1}} .
$$

Hence, we see that if a sequence of grids satisfies the previous theorem, then the preconditioned conjugate gradient will attain a constant number of iterations as the number of grid points increases whenever the preconditioner satisfies any of the theorems in Section 2.

Another important property of nodal mass matrices is that they can be consistently "lumped" [15]. That is, they can be consistently approximated by a diagonal matrix.

## 5. Motivation - the vector wave equation

The two-dimensional Maxwell's equations consist of two equations that relate the vector electric field $\boldsymbol{E}=\left[E_{1}, E_{2}\right]$, a scalar magnetic field $H$ and a divergence condition [12].

$$
\begin{align*}
& \nabla \times \boldsymbol{E}=-\frac{\partial H}{\partial t}  \tag{10}\\
& \vec{\nabla} \times H=\frac{\partial \boldsymbol{D}}{\partial t}  \tag{11}\\
& \nabla \cdot \boldsymbol{D}=0 \tag{12}
\end{align*}
$$

where

$$
\stackrel{\rightharpoonup}{\nabla} \times H=\left[\frac{\partial H}{\partial y},-\frac{\partial H}{\partial x}\right]^{t}, \quad \nabla \times \boldsymbol{E}=\frac{\partial E_{2}}{\partial x}-\frac{\partial E_{1}}{\partial y}
$$

Two constitutive relations are required to close Maxwell's equations,

$$
\begin{equation*}
\boldsymbol{D}=\varepsilon \boldsymbol{E}, \quad B=\mu H \tag{13}
\end{equation*}
$$

where the dielectric permittivity $\varepsilon$ and the magnetic permeability $\mu$ are scalar functions of position.
The magnetic field is eliminated by applying the operation $\vec{\nabla} \times$ to Eq. (10) and applying the identities Eqs. (11) and (13) to obtain the vector wave equation for the electric field

$$
\begin{equation*}
\varepsilon \frac{\partial^{2} \boldsymbol{E}}{\partial t^{2}}=-\stackrel{\rightharpoonup}{\nabla} \times \frac{1}{\mu} \nabla \times \boldsymbol{E} \tag{14}
\end{equation*}
$$

The Galerkin method for solving Eq. (14) computes an approximation

$$
\tilde{\boldsymbol{E}}=\left[\tilde{E}_{1}, \tilde{E}_{2}\right]^{t}=\sum_{i=1}^{n} \alpha_{i}(t) \stackrel{\rightharpoonup}{\Phi}(x, y)
$$

such that

$$
\begin{aligned}
\int_{\Omega} \varepsilon\left[\frac{\partial^{2}}{\partial t^{2}} \tilde{\boldsymbol{E}}\right]^{t} \stackrel{\rightharpoonup}{\Phi}_{j} \mathrm{~d} \Omega= & -\int_{\Omega}\left[\vec{\nabla} \times \frac{1}{\mu} \nabla \times \tilde{\boldsymbol{E}}\right]^{t} \vec{\Phi}_{j} \mathrm{~d} \Omega \\
& =-\int_{\Omega} \frac{1}{\mu}[\nabla \times \boldsymbol{E}]^{t}\left[\nabla \times \vec{\Phi}_{j}\right] \mathrm{d} \Omega
\end{aligned}
$$

where the second equality follows from Green's second vector theorem [20]. Substituting the expansion for $\boldsymbol{E}$ we get a square system of equations

$$
\sum_{i}\left(\int_{\Omega} \vec{\Phi}_{i}^{t} \vec{\Phi}_{j} \mathrm{~d} \Omega\right) \frac{\partial^{2} \alpha_{i}}{\partial t^{2}}=-\sum_{i}\left(\int_{\Omega}\left[\nabla \times \vec{\Phi}_{i}\right]^{t}\left[\nabla \times \vec{\Phi}_{j}\right] \mathrm{d} \Omega\right) \alpha_{i}
$$

yielding the system of ordinary differential equations in Eq. (4) where the mass matrix $G$ is given by

$$
G=\left[\int_{\Omega} \vec{\Phi}_{i}^{t} \vec{\Phi}_{j} \mathrm{~d} \Omega\right]
$$

One could, of course, use the nodal finite elements to provide Galerkin vector approximations to the vector wave equation in Eq. (14). This has the advantage that the mass matrices can be consistently lumped or be solved by a scalable preconditioned conjugate gradient algorithm. Unfortunately, the continuity of the nodal finite element approximations turns out to be a liability when applied to the vector wave equation when the dielectric $\varepsilon$ has a jump discontinuity. In this case, it is known that the tangential component of the electric field is continuous across the discontinuity while its normal component may be discontinuous. Consequently, an important property of electric fields that should be preserved in any numerical approximation is the following: The tangential component of $E$ across an interface is continuous but the normal component $f$ E across the same interface may be discontinuous. To ensure this, the tangential component of the numerical approximation $\tilde{E}$ should be continuous along the edges of each quadrilateral of the grid but its normal component need not be. More specifically, if $K_{1}$ and $K_{2}$ are two elements with a common edge $e$ then the tangential components of $\pi_{1}(u)$ and $\pi_{2}(u)$ are the same on $e$ for all $u \in C^{\infty}\left(K_{1} \cup K_{2}\right)$ [16]. Finite elements with this property are said to be conformal. Since the tangential and normal components of the Galerkin approximation provided by the nodal finite elements are continuous, nonphysical spurious oscillations have been observed when they are used to solve Eq. (14) [13].

## 6. Edge elements

Finite elements that enforce continuity of the electric field across edges have been recently discovered and analyzed $[16,17]$. Basically, these "vector finite element" assign degrees of freedom to the edges rather than to the nodes of the elements. For this reason, they are called edge elements. Although these types of elements were described in [21], as early as 35 years ago, their use and
importance in electromagnetics was not realized until recently. Extensive investigations as well as some very successful applications have been carried over the past few years [18,20]. In this section, we introduce the edge elements ( $K, P_{K}, A_{K}$ ) in two dimensions and analyze the mass matrices that arise from their use in the Galerkin procedure.
The degrees of freedom $A_{K}$ for the edge elements are the line integrals

$$
\alpha_{i}(\boldsymbol{p})=\int_{e_{i}} \boldsymbol{p} \cdot \boldsymbol{t}_{i} \mathrm{~d} e_{i}, \quad \boldsymbol{p} \in P
$$

where $\boldsymbol{t}_{i}$ is the unit tangent along edge $e_{i}, i=1,2,3,4$ [13]. The fact that these elements are conforming is found in [17]. On the reference element,

$$
P_{0}=\{a+b \eta\} \otimes\{c+\mathrm{d} \xi\}
$$

and the conditions

$$
\alpha_{i}(\boldsymbol{p})=\int_{e_{i j}} \boldsymbol{p} \cdot \boldsymbol{t}_{j} \mathrm{~d} \sigma=\delta_{i j}, \quad \boldsymbol{p} \in P_{0}
$$

yields the basis functions

$$
\begin{aligned}
& \Psi_{1}^{(0)}(\xi, \eta)=\frac{1}{4}(1-\eta)\left[\begin{array}{l}
1 \\
0
\end{array}\right], \\
& \Psi_{2}^{(0)}(\xi, \eta)=\frac{1}{4}(1+\eta)\left[\begin{array}{l}
1 \\
0
\end{array}\right], \\
& \Psi_{3}^{(0)}(\xi, \eta)=\frac{1}{4}(1-\xi)\left[\begin{array}{l}
0 \\
1
\end{array}\right], \\
& \Psi_{4}^{(0)}(\xi, \eta)=\frac{1}{4}(1+\xi)\left[\begin{array}{l}
0 \\
1
\end{array}\right] .
\end{aligned}
$$

Then, $P_{K}=\operatorname{span}\left[\Psi_{1}, \Psi_{2}, \Psi_{3}, \Psi_{4}\right]$ where $\Psi_{i}(x, y)=\Psi_{i}^{(0)}\left[F_{K}^{-1}(x, y)\right]$. Note that if $\boldsymbol{t}_{j}$ is the unit tangent vector along edge $e_{j}$, then

$$
\int_{e_{j}}\left(\Psi_{i}(x, y) \cdot \boldsymbol{t}_{j}\right) \mathrm{d} e_{j}=\delta_{i j} .
$$

The element mass matrix is given by

$$
\int_{K} \Psi_{i}^{t} \Psi_{j} \mathrm{~d} K=\int_{-1}^{1} \int_{-1}^{1}\left(\Psi_{i}^{0}\right)^{t} \Psi_{j}^{(0)} \operatorname{det}\left(J_{K}\right) \mathrm{d} \xi \mathrm{~d} \eta .
$$

Table 1
Mass matrix condition number for $n$ edge elements

| $n$ | $\kappa(M)$ |
| ---: | :--- |
| 12 | 2.37 |
| 40 | 3.87 |
| 144 | 3.92 |
| 544 | 3.97 |
| 2112 | 4.0 |
| 5320 | 4.0 |
| 33024 | 4.07 |

## 7. Edge element mass matrices

### 7.1. Uniform grid

We first consider the edge element mass matrices generated on a uniform grid of grid size $h$. Here, $K=\left\{\left(x_{i} \leqslant x \leqslant x_{i}+h, y_{i} \leqslant y \leqslant y_{i}+h\right)\right\}$ and the element matrix is given by

$$
M_{K}=\frac{h^{2}}{6}\left[\begin{array}{llll}
2 & 1 & 0 & 0 \\
1 & 2 & 0 & 0 \\
0 & 0 & 2 & 1 \\
0 & 0 & 1 & 2
\end{array}\right]
$$

This yields a block diagonal mass matrix

$$
M=\frac{h^{2}}{6}\left[\begin{array}{lllll}
A_{1} & & & & \\
& A_{2} & & & \\
& & \ddots & & \\
& & & A_{n-1} & \\
& & & & A_{n}
\end{array}\right], \quad A_{i}=\left[\begin{array}{ccc}
2 & 1 & 0 \\
1 & 4 & 1 \\
0 & 1 & 2
\end{array}\right] .
$$

If we estimate the eigenvalues of the mass matrix $M$ using Gerschgorin discs, we get the following result.

Theorem 1. If $M$ is the mass matrix generated from vector edge elements on a uniform rectangular grid, then

$$
\begin{equation*}
\kappa(M) \leqslant 6 \tag{15}
\end{equation*}
$$

Table 1 tabulates the actual condition number for a variety of matrix sizes. We see that the bound on the condition number in Eq. (15) appears to be an over-estimate.

Of course, a natural question to ask would be whether the mass matrix can be consistently approximated by a diagonal matrix much in the same manner as is commonly done using mass lumping techniques for nodal elements. In this regard, if the trapezoid rule is used to evaluate the inner product integrals, we get the following result.

Table 2
Condition number of element mass matrix for $f=0.44$

| $n$ | $f=0.49$ | $f=0.47$ | $f=0.44$ | $f=0.35$ |
| ---: | :--- | :--- | :---: | :--- |
| 144 | 3.86 | 4.41 | 5.27 | 10.31 |
| 544 | 3.92 | 4.95 | 6.76 | 20.28 |
| 2112 | 3.97 | 5.49 | 8.35 | 86.18 |
| 5320 | 3.99 | 6.15 | 10.69 | 230 |
| 33024 | 4.0 | 7.2 | 15.72 |  |

Table 3
Condition number calculations for diagonally preconditioned systems

| $n$ | $f=0.49$ | $f=0.47$ | $f=0.44$ | $f=0.35$ |
| ---: | :--- | :--- | :--- | ---: |
| 40 | 3.0 | 3.15 | 3.33 | 4.08 |
| 144 | 3.0 | 3.18 | 3.43 | 4.43 |
| 544 | 3.0 | 3.28 | 3.64 | 5.58 |
| 2112 | 3.0 | 3.43 | 3.95 | 10.87 |
| 5320 | 3.0 | 3.63 | 4.3 | 16.28 |

## Theorem 2.

$$
\begin{equation*}
\frac{h}{64} I=M_{K}+\mathrm{O}\left(h^{2}\right) \tag{16}
\end{equation*}
$$

A corollary to Theorem 2 is that the diagonal approximation in Eq. (16) yields the well-known Yee's method which is totally consistent with the vector wave equation [13].

### 7.2. Non-uniform grid

We now examine the edge element mass matrices based upon a nonuniform grid. In this case, no consistent mass lumping procedure is known to exist and matrix inversion of the mass matrix is necessary to use the Galerkin procedure. In this section, we examine the condition numbers of the preconditioned mass matrices to determine if a scalable preconditioned conjugate gradient method exists.

The nonuniform grids were constructed by recursively forming four new quadrilaterals out of one initial quadrilateral. Along each edge of the quad, a random position is chosen using: $x_{\text {newnode }}=$ $s x_{\text {node } i}+(1-s) x_{\text {node } j}, y_{\text {newnode }}=s y_{\text {node } i}+(1-s) y_{\text {node } j}$, where $s$ is defined by a user chosen variable $f$ as $s=f+(1-2 f) \operatorname{rand}(\cdot)$ and $\operatorname{rand}(\cdot)$ is a random number between 0 and 1 . These four new nodes are used to define the center by finding random positions between the new left and right nodes, as well as the new top and bottom nodes, thus giving four new quadrilaterals. This operation is performed on each new quadrilateral until the desired number of elements is reached (see Fig. 2).

Tables 2 and 3 list the condition number of the unconditioned and diagonally preconditioned mass matrices. Inner product integrations were performed using a four-point Gaussian quadrature rule.


Fig. 2. $32 \times 32$ numerical grids for different $f$ values.

Table 4
Number of preconditioned conj. grad. iterations for $f=0.44$

| $n$ | Jacobi | ILU |
| ---: | :--- | :--- |
| 144 | 14 | 5 |
| 544 | 15 | 6 |
| 2112 | 16 | 6 |
| 33024 | 16 | 7 |

Table 4 list the number of iterations for convergence of the preconditioned conjugate gradient algorithm for the mass matrices generated on the unstructured grids generated when $f=0.44$. The preconditioners used were Jacobi diagonal scaling and the Incomplete-LU.

As one can be seen from the condition number computations for $f=0.35$ in Table 3 , the condition number of the preconditioned does not seem to be approaching a constant as would be hoped. The


Fig. 3. $16 \times 16$ numerical grid for $f=0.35$.
Table 5
Ratio of maximum zone area to minimum zone area for different grid sizes

| $n$ | $f=0.47$ | $f=0.44$ | $f=0.35$ |
| ---: | :--- | :--- | :--- |
| 40 | 0.86 | 0.72 | 0.44 |
| 144 | 0.77 | 0.59 | 0.24 |
| 544 | 0.69 | 0.47 | 0.12 |
| 2112 | 0.62 | 0.37 | 0.07 |
| 5320 | 0.54 | 0.29 | 0.03 |
| 33024 | 0.48 | 0.23 | 0.01 |

Table 6
Ratio of maximum edge length to minimum edge length for different grid sizes

| $n$ | $f=0.47$ | $f=0.44$ | $f=0.35$ |
| ---: | :--- | :--- | :--- |
| 40 | 0.856 | 0.733 | 0.441 |
| 144 | 0.796 | 0.626 | 0.293 |
| 544 | 0.719 | 0.509 | 0.172 |
| 2112 | 0.657 | 0.424 | 0.107 |
| 5320 | 0.597 | 0.351 | 0.069 |
| 33024 | 0.547 | 0.294 | 0.42 |

reason for this is that, unlike uniform grids, the fundamental structure of the grid is not the same as the number of grid points is increased, compare the grids in Figs. 2 and 3. This becomes evident when one compares the zone sizes and edge lengths of the different grids. Tables 5 and 6 list ratios of maximum to minimum zone sizes and edge lengths of the different grid sizes. In this case, $n$ refers to the number of edges in the grid.

In order to determine if a result holds that is similar to the Ciarlet Theorem for nodal finite elements, the previous computations were carried out on a sequence of grids whose diameters are


Fig. 4. $2^{n-1}+1 \times 2^{n-1}+1$ grids.
related (see Fig. 4). The initial coarse grid was constructed using a seed of $f=0.35$. Mesh metrics, condition numbers and preconditioned conjugate gradient iterations are given in Tables 7-9, respectively.

## 8. Conclusions

In this paper we have established computationally that the condition number of the diagonally preconditioned mass edge element matrix essentially remains constant as the size of a grid increases provided the ratio of the mesh lengths remains constant. This is useful when the preconditioned conjugate gradient algorithm is used to invert the edge element mass matrix in Galerkin procedures for solving Maxwell's equations.

Table 7
Mesh metrics

| $n$ | $\frac{\max (\text { area })}{\min (\text { area })}$ | $\frac{\max (\mathrm{diam})}{\min (\text { diam })}$ |
| :--- | :--- | :--- |
| 4 | 0.237794 | 0.293104 |
| 5 | 0.217542 | 0.293099 |
| 6 | 0.207517 | 0.293091 |
| 7 | 0.197316 | 0.293072 |
| 8 | 0.192447 | 0.293035 |

Table 8
Condition numbers of mass matrix $M$ and diagonally preconditioned matrix $Q^{-1} M$

| $n$ | $\kappa(M)$ | $\kappa\left(Q^{-1} M\right)$ |
| :--- | :--- | :--- |
| 4 | 20.29 | 4.44 |
| 5 | 25.32 | 4.56 |
| 6 | 30.05 | 4.71 |
| 7 | 34.1 | 4.91 |
| 8 | 36.75 | 5.17 |

Table 9
Number of iterations for diagonally scaled conj. grad. and ILU conj. grad.

| $n$ | Jacobi | ILU |
| :--- | :--- | :--- |
| 4 | 17 | 7 |
| 5 | 17 | 8 |
| 6 | 18 | 9 |
| 7 | 18 | 9 |
| 8 | 18 | 9 |
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#### Abstract

We survey the literature on robust multigrid methods which have been developed in recent years for solving second-order elliptic PDEs with nonsmooth coefficients. We highlight the key ideas of designing robust multigrid methods which are able to recover the usual multigrid efficiency for nonsmooth coefficient PDEs on structured or unstructured grids. In particular, we shall describe various approaches for constructing the interpolation and the smoothing operators, and the coarse grid points selections. © 2000 Elsevier Science B.V. All rights reserved.


## 1. Introduction

Multigrid methods are multilevel techniques for solving partial differential equations (PDEs) by eliminating errors in different parts of the spectrum on a sequence of coarse grids, or more generally, coarse subspaces. The basic principle is based on the interplay of smoothing and coarse grid correction which complement each other; the smooth errors not being reduced by smoothing are eliminated by coarse grid corrections. These techniques can generally be applied directly to PDEs but are of most interest when applied to the linear systems arising from their discretizations. Multigrid methods have been widely used in a broad variety of applications, from Poisson equations to full Navier-Stokes equations, from two-dimensional square domains to three-dimensional unstructured airfoil grids, etc. Multigrid has proved itself as a powerful and successful numerical technology for fast and efficient computations. In contrast with many other iterative methods such as classical relaxation methods, multigrid offers the capability of solving elliptic PDE problems with complexity

[^33]

Fig. 1. A spectrum of multigrid methods.
and storage proportional to the number of unknowns, and its convergence rate is often independent of the problem size.

In this article, we survey robust multigrid methods in the literature which have been developed in recent years for solving second-order elliptic PDEs with nonsmooth coefficients. While multigrid converges rapidly for model problems such as the Poisson equation on a square, its convergence rate can be severely affected by PDEs with highly nonsmooth coefficients, or problems defined on complicated geometries, and unstructured grids. Unfortunately, these types of problems often arise in industrial applications, and hence traditional multigrid methods must be redesigned for them. The primary focus of this paper is in the design of robust multigrid methods which are able to retain the usual multigrid efficiency for smooth coefficient PDEs on structured grids. In particular, we shall describe various approaches for constructing the interpolation and the smoothing operators, and the coarse grid points selections.

General surveys of multigrid methods for solving different kinds of applications can be found in Brandt $[20,21,23]$. A survey on multilevel methods on unstructured grids can be found in Chan et al. [28]. Also, see [61,70] for a survey of parallel implementation of multigrid, which is not within the scope of this paper. Surveys on other aspects of multigrid methods can be found in [24,54,60,93]. We also note that the introductory note by Wagner [90] contains a lot of the details of the interpolation approaches discussed in this paper. Finally, we refer the readers to MGNet http://www.mgnet.org for a database of an extensive collection of multigrid papers in the literature.

The idea of multigrid was introduced and analyzed by Brakhage [15], and Fedorenko [47,48] in the 1960s, followed by Bachvalov [5]. Multigrid methods have not been paid much attention in the 1970s until the works of Astrachancer [2], Bank and Dupont [6], Brandt [19], Hackbusch [53], Nicolaides [74], and others showed that multigrid is indeed a very useful technique practically and theoretically. An enormous amount of progress has been achieved since then. Various multigrid methods have been developed, ranging from geometry specific to purely algebraic black box methods, and a spectrum of methods exist between the two extremes; see Fig. 1. We refer to this spectrum of methods as gray box methods: they require more information about the problem (e.g. grids, matrix graph, etc.) than a complete black box approach, but on the other hand, they can produce better robustness and performance.

Close to the geometric-dependent end of the spectrum where Cartesian grid was used, Alcouffe et al. [1] was one of the earliest papers to address the issue of nonsmooth coefficient PDE problems, and proposed robust interpolation methods for multigrid; see also [62]. Along this line were also the black box multigrid method by Dendy [38,39], and matrix-dependent approaches by de Zeeuw [102] and Reusken [76,77]. Other related approaches include frequency decomposition by Hackbusch [56], and filtering decomposition by Wittum [96,97]. The purely algebraic methods, on the other end of
the spectrum, were first proposed by Brandt et al. [25], and then popularized by Ruge and Stüben [79]. There is a recent resurgence of interest in AMG and other multigrid algorithms with focuses on parallel implementation and memory hierarchy aspects [26,36,37,43,44,64,75,87]. An introduction to AMG is recently given by Stüben [84]. See also the algebraic multilevel methods by Axelsson and Vassilevski [3,4], and an additive version of AMG by Grauschopf et al. [49]. The geometric unstructured multigrid methods were studied by Bank and Xu [9], Chan et al. [32], Guillard [52], Lallemand et al. [65], Morano et al. [72], and Xu [100]. The recent interest in energy minimization was studied by Brezina et al. [26], Brezina et al. [67,68], Chan et al. [33] with a local minimization perspective, and Wan et al. [92] with a global minimization perspective. Another recent interest is in the direction of bridging the gap between Gaussian elimination and multigrid; see [8,78]. Other multilevel methods include the hierarchical basis multigrid methods proposed by Yserentant [101], and Bank et al. [7], and the BPX method proposed by Bramble, Pasciak and Xu [17]. In Griebel [50], multilevel methods including multigrid and BPX were viewed as iterative methods on semidefinite systems. General multigrid references can be found in the books of Bramble [16], Briggs [27], Hackbusch [55], Smith et al. [80], and Wesseling [94]. Finally, we note that we are not able to survey the many more references in the literature here.

This paper is organized as follows: Section 1 begins with the basic principles of multigrid, and its classical convergence analysis. The design of robust multigrid will be discussed component by component. In Section 2, the construction of various sophisticated interpolation operators is described. Section 3 concerns the robustness and efficiency of smoothers. Algebraic and geometric coarsening strategies are covered in Section 4. Finally, Section 5 summarizes the current and future research on robust multigrid methods for elliptic linear systems.

In the rest of this section, we introduce the model problem and notation used in this paper, followed by the standard multigrid algorithm and the classical convergence analysis for smooth coefficient problems.

### 1.1. Elliptic PDEs

Elliptic PDE problems are among the most extensively investigated problems in applied mathematics. Their relation to many physical models is well known and the theoretical and numerical results obtained in this area are very useful in practice. The design of numerical methods for such model problems can often be adapted and applied to more complicated situations. Elliptic problems are also important in their own right, for instance, in the solution of the pressure equation arising from incompressible fluid problems, implicit time integration schemes, etc.

The model problem of primary interest is the following elliptic PDE which exhibits the fundamental properties and challenges that the elliptic problems above generally experience:

$$
\begin{aligned}
& -\nabla \cdot a(x) \nabla u(x)=f(x) \quad x \in \Omega, \\
& u=0 \quad x \in \partial \Omega,
\end{aligned}
$$

where $\Omega \subset \mathbb{R}^{d}, d=2,3$, is a polygonal or polyhedral domain, and $a(x)$, in general, is a $d \times d$ symmetric positive-definite matrix whose eigenvalues are bounded uniformly on $\bar{\Omega}$, and its coefficients can be oscillatory or discontinuous with large jumps across the interfaces. We note that Dirichlet boundary condition is used just for simplicity, and other boundary conditions are also permissible.

Many of the multigrid methods discussed in this paper apply to the discretization matrices given by finite element, finite difference or finite volume methods. For easy exposition, we set up notations based on finite element discretization. Let $H^{1}(\Omega)$ be the standard Sobolov space consisting of square integrable functions with square integrable derivatives of first order, and $H_{0}^{1}(\Omega)$ the subspace of $H^{1}(\Omega)$ whose functions vanish on $\partial \Omega$. Solving the PDE problem is equivalent to finding $u \in H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
a(u, v)=(f, v) \quad \forall v \in H_{0}^{1}(\Omega) \tag{1}
\end{equation*}
$$

where

$$
a(u, v)=\int_{\Omega} a(x) \nabla u \cdot \nabla v \mathrm{~d} x, \quad(f, v)=\int_{\Omega} f v \mathrm{~d} x .
$$

Suppose $\Omega$ is triangulated by quasi-uniform nonoverlapping simplices $\tau_{i}$ with size $h$, i.e., $\Omega=\bigcup_{i} \tau_{i}$. Define the finite element subspace by

$$
V^{h}=\left\{v^{h} \in H_{0}^{1}(\Omega):\left.v^{h}\right|_{\tau_{i}} \in P_{1}\left(\tau_{i}\right), \forall i\right\}
$$

where $P_{1}\left(\tau_{i}\right)$ is the set of linear functions on $\tau_{i}$. The finite element approximation is the function $u^{h} \in V^{h}$ such that

$$
\begin{equation*}
a\left(u^{h}, v^{h}\right)=\left(f, v^{h}\right) \quad \forall v^{h} \in V^{h} \tag{2}
\end{equation*}
$$

Define a linear operator $A^{h}: V^{h} \rightarrow V^{h}$ by

$$
\left(A^{h} u^{h}, v^{h}\right)=a\left(u^{h}, v^{h}\right) \quad u^{h}, v^{h} \in V^{h} .
$$

Then (2) is equivalent to

$$
\begin{equation*}
A^{h} u^{h}=f^{h} \tag{3}
\end{equation*}
$$

where $f^{h}$ is the projection of $f$ on $V^{h}$. Let $\left\{\phi_{j}^{h}\right\}_{j=1}^{n}$ be the set of nodal basis of $V^{h}$. Write $u^{h}=$ $\sum_{j=1}^{n} \mu_{j}^{h} \phi_{j}^{h}$, and $f^{h}=\sum_{j=1}^{n} b_{j} \phi_{j}^{h}$. Then (3) is equivalent to the linear system

$$
\begin{equation*}
\mathscr{A}^{h} \mu^{h}=b^{h} \tag{4}
\end{equation*}
$$

where $\mathscr{A}^{h}$ is the stiffness matrix, $\mu^{h}=\left(\mu_{1}^{h}, \ldots, \mu_{n}^{h}\right)^{\mathrm{T}}, b^{h}=\mathscr{M}^{h}\left(b_{1}^{h}, \ldots, b_{n}^{h}\right)^{\mathrm{T}}$, and $\mathscr{M}^{h}$ the mass matrix. It is well known that the condition number of $\mathscr{A}^{h}$ grows in the order of $\mathrm{O}\left(h^{-2}\right)$, and hence classical iterative methods converge very slowly for large-scale problems. In the next sections, we describe a fast solution procedure - multigrid - for solving (4) whose convergence rate is often independent of the mesh size $h$.

Remark. We distinguish $A^{h}$, a linear operator of $V^{h}$, from $\mathscr{A}^{h}$, the corresponding stiffness matrix. The multigrid algorithms discussed in this paper are fast solution methods for solving the matrix equation (4).

### 1.2. Basic principles of multigrid

The idea of multigrid consists of two main components: smoothing and coarse grid correction. The smoothing process, usually carried out by a few iterations of a relaxation method, damps away the high frequency error components. The coarse grid correction process, carried out by a restriction,
a coarse grid solve, and an interpolation, eliminates the low-frequency error components. Hence, the key of multigrid is that smoothing and coarse grid correction complement each other. As a result, the combination of the two yields a significant error reduction, resulting in a fast solution procedure. Moreover, we gain efficiency since the coarse grid solves are less expensive than the fine grid one. The two-grid solution process is made more precise in the following.

We begin with an initial guess $\mu^{h}$ and we smooth the error by applying a relaxation iteration

$$
\begin{equation*}
\mu_{1}^{h}=\mu^{h}+\mathscr{R}^{h}\left(b^{h}-\mathscr{A}^{h} \mu^{h}\right), \tag{5}
\end{equation*}
$$

where $\mathscr{R}^{h}$ is the approximate inverse of $\mathscr{A}^{h}$ given by the relaxation method. Then, we improve $\mu_{1}^{h}$ by a coarse grid correction consisting of the following steps (Eqs. (6)-(8)): First, we restrict the residual to the coarse grid $V^{H}$ :

$$
\begin{equation*}
r^{H}=\mathscr{I}_{h}^{H}\left(b^{h}-\mathscr{A}^{h} \mu_{1}^{h}\right), \tag{6}
\end{equation*}
$$

where $\mathscr{I}_{h}^{H}$ is the restriction operator. Second, we solve the coarse grid error equation:

$$
\begin{equation*}
\mathscr{A}^{H} e^{H}=r^{H} \tag{7}
\end{equation*}
$$

where the coarse grid matrix $\mathscr{A}^{H}$ is formed by the Galerkin process: $\mathscr{A}^{H}=\mathscr{I}_{h}^{H} \mathscr{A}^{h} \mathscr{I}_{H}^{h}$. The Galerkin approach can be shown to be optimal for symmetric positive-definite elliptic problems. Here $\mathscr{I}_{H}^{h}=$ $\left(\mathscr{I}_{h}^{H}\right)^{\mathrm{T}}$ is the interpolation operator. The coarse grid error is then interpolated back to the fine grid and the fine grid approximation is updated by

$$
\begin{equation*}
\mu_{2}^{h}=\mu_{1}^{h}+\mathscr{I}_{h}^{H} e^{H} . \tag{8}
\end{equation*}
$$

Finally, we apply a post-smoothing at the end:

$$
\begin{equation*}
\mu_{\text {new }}^{h}=\mu_{2}^{h}+\mathscr{R}^{h}\left(b^{h}-\mathscr{A}^{h} \mu_{2}^{h}\right) . \tag{9}
\end{equation*}
$$

Combining (5)-(9), the entire process can be summarized by the following result.

Lemma 1.1. The iteration matrix $M_{\mathrm{tg}}$ of the two-grid method with $v_{1}$ steps of pre-smoothing and $v_{2}$ steps of post-smoothing is given by

$$
\begin{equation*}
M_{\mathrm{tg}}=\left(I-\mathscr{R}_{2}^{h} \mathscr{A}^{h}\right)^{v_{2}}\left(I-\mathscr{I}_{h}^{H}\left(\mathscr{A}^{H}\right)^{-1} \mathscr{I}_{h}^{H} \mathscr{A}^{h}\right)\left(I-\mathscr{R}_{1}^{h} \mathscr{A}^{h}\right)^{v_{1}}, \tag{10}
\end{equation*}
$$

where $\mathscr{R}_{1}^{H}$ and $\mathscr{R}_{2}^{h}$ denote the approximate inverses of $\mathscr{A}^{h}$ given by the pre- and post-smoother, respectively.

If we solve the coarse grid problem (7) recursively by the same two-grid method, we obtain a multigrid algorithm. We use the following notations for the multilevel methods in the next sections. Let $V_{J}=V^{h}$ be the fine grid space, and $V_{1} \subset V_{2} \subset \cdots \subset V_{J}$ be a sequence of nested coarse grid subspace of $V^{h}$. On each level $k, A^{k}: V_{k} \rightarrow V_{k}$ is the restriction of $A^{J}=A^{h}$ on $V_{k}$, and $R^{k}: V_{k} \rightarrow V_{k}$ is an approximate inverse of $A^{k}$ given by the smoother. Their corresponding stiffness matrix is denoted by $\mathscr{A}^{k}$ and $\mathscr{R}^{k}$, respectively. Let $I_{k-1}^{k}: V_{k-1} \rightarrow V_{k}$ be the interpolation operator and its adjoint $I_{k}^{k-1}: V_{k} \rightarrow V_{k-1}$ the restriction operator. Their matrix representation is denoted by $\mathscr{J}_{k-1}^{k}$ and $\mathscr{I}_{k}^{k-1}=\left(\mathscr{I}_{k-1}^{k}\right)^{\mathrm{T}}$, respectively.

In addition, associated with each $A^{k}$, we define the $A$-inner product by $(\cdot, \cdot)_{A^{k}} \equiv\left(A^{k} \cdot, \cdot\right)$. Let $Q_{k}: V_{j} \rightarrow V_{k}$ and $P_{k}: V_{J} \rightarrow V_{k}$ be the projection operators with respect to the $L^{2}$ and $A$ inner products, respectively.

### 1.3. Convergence theory

In view of (10), the classical convergence analysis involves the norm estimates of

$$
\left\|I-\mathscr{R}^{h} \mathscr{A}^{h}\right\| \quad \text { and } \quad\left\|I-\mathscr{I}_{h}^{H}\left(\mathscr{A}^{H}\right)^{-1} \mathscr{I}_{h}^{H} \mathscr{A}^{h}\right\| .
$$

See $[16,22,55,71]$ for details. Here, we summarize the results in the literature based on the subspace correction framework developed by Xu [99]. The convergence of multigrid is governed by two constants $K_{0}$ and $K_{1}$ defined as
$K_{0}$ : For any $v \in V$, there exists a decomposition $v=\sum_{i=1}^{J} v_{i}$ for $v_{i} \in V_{i}$ such that

$$
\begin{equation*}
\sum_{i=1}^{J}\left(R_{i}^{-1} v_{i}, v_{i}\right) \leqslant K_{0}(A v, v), \tag{11}
\end{equation*}
$$

where $R_{i}$ is the approximate inverse operator given by the smoother.
$K_{1}$ : For any $S \subset\{1, \ldots, J\} \times\{1, \ldots, J\}$ and $u_{i}, v_{i} \in V$ for $i=1, \ldots, J$,

$$
\begin{equation*}
\sum_{(i, j) \in S}\left(T_{i} u_{i}, T_{j} u_{j}\right)_{A} \leqslant K_{1}\left(\sum_{i=1}^{J}\left(T_{i} u_{i}, u_{i}\right)_{A}\right)^{1 / 2}\left(\sum_{j=1}^{J}\left(T_{j} v_{j}, v_{j}\right)_{A}\right)^{1 / 2} \tag{12}
\end{equation*}
$$

where $T_{i}=R_{i} A_{i} P_{i}$.
Theorem 1.2. Let $M_{\mathrm{mg}}$ be the iteration matrix given by the $V$-cycle multigrid. Then

$$
\left\|M_{\mathrm{mg}}\right\|_{A}^{2} \leqslant 1-\frac{2-\omega_{1}}{K_{0}\left(1+K_{1}\right)^{2}},
$$

where $\omega_{1}=\max _{1 \leqslant i \leqslant J} \rho\left(R_{i} A_{i}\right)$.
Proof. See [99].
By Theorem 1.2, the convergence rate can be improved by producing a smaller $K_{0}$ or $K_{1}$. By definition, it can be easily proved the following result.

## Lemma 1.3.

$$
K_{1} \leqslant \omega_{1} J .
$$

Proof. See [99].
Thus, the estimate of $K_{0}$ is crucial. We analyze $K_{0}$ from the domain decomposition perspective. For second order scaler elliptic PDEs, $K_{0}$ depends on two inequalities:

$$
\begin{align*}
& \left\|Q_{1} v\right\|_{A}^{2}+\sum_{k=2}^{J}\left\|\left(Q_{k}-Q_{k-1}\right) v\right\|_{A}^{2} \leqslant C_{0}\|v\|_{A}^{2}  \tag{13}\\
& \left\|\left(Q_{k}-Q_{k-1}\right) v\right\| \leqslant C_{0} h_{k-1}\left\|Q_{k} v\right\|_{A}, \quad k>1, \tag{14}
\end{align*}
$$

where $Q_{k}: V \rightarrow V_{k}$ is the $L^{2}$ projection. More precisely, we have the following estimate:

Lemma 1.4. Suppose (13) and (14) are satisfied. Then

$$
K_{0} \leqslant \frac{C_{0}}{\omega_{0}}
$$

where $\omega_{0}=\min _{1 \leqslant k \leqslant j} \lambda_{\text {min }}\left(\mathscr{R}_{k}^{-1} \mathscr{A}_{k}\right)$.
Proof. See [99].
The stability inequality (13) is known as the partition lemma $[66,69]$ which plays an essential role in the convergence analysis of domain decomposition methods. It requires that for any given $v \in V$, we must be able to decompose it into $v_{k} \in V_{k}$ such that the total energy of all the pieces $v_{k}$ is bounded by a small constant factor of the original energy of $v$. In the multigrid context, it can be translated into the following: the coarse grid basis functions must have small energy. The approximation inequality (14) requires that the functions on the coarse grids approximate the fine grid functions to at least first-order accuracy. A sufficient condition is that the coarse subspace contains constant functions.

In conclusion, one major approach of improving robustness is to devise multigrid methods which lead to a small $K_{0}$. For instance, the constructions of the robust interpolation operators described in Section 2.5 are based on the stability and approximation inequalities.

### 1.4. Multigrid for nonsmooth coefficient PDEs

The success of multigrid hinges on the choice of coarse grids, and the smoothing, interpolation and coarse grid operators. In standard multigrid, full coarsening, damped Jacobi or Gauss-Seidel smoothing, and linear interpolation are often used. Classical convergence theory and practice shows that these simple choices are enough to achieve mesh independent convergence.

For PDE problems with nonsmooth coefficients, however, mesh-independent convergence does not necessarily result in fast convergence. The nonsmoothness of the PDE coefficients typically lead to a large constant $C_{0}$ in (13) and (14). Thus, multigrid converges slowly when the coefficients exhibit anisotropy [55], large jumps in discontinuity [1,19,38,39], or large oscillations [46,85]. Special techniques such as line Gauss-Seidel [19], semi-coarsening [40,41,81], algebraic multigrid [14,25,76,79,83], frequency decomposition [42,56,85], and homogenization [46], are used to handle some of these cases. In the next sections, we survey the state-of-the-art of each individual multigrid components and discuss how they bring insight into the design of robust multigrid methods.

## 2. Interpolation

Sophisticated designs of interpolation have been the key in developing robust multigrid methods. The many different methods can be generally divided into four categories ranging from geometric specific to purely algebraic. The structured grid approach takes advantages of the special PDE and algebraic structures associated with the Cartesian grids. The unstructured grid approach exploits the given grid information to derive interpolations. The algebraic multigrid approach, on the other


Fig. 2. Linear interpolation makes an $\mathrm{O}(h)$ error for a typical solution of the PDEs whose coefficient is piecewise constant.
hand, focuses on the algebraic aspect and derives interpolation from the residual equations. A recent approach constructs interpolation based on energy minimization which exploits the properties of the underlying PDEs while allowing general computational domains.

In the following, without loss of generality, we only discuss interpolation from coarse to fine, since the Galerkin process will automatically generate a multigrid method; see Section 1.2. Thus, superscripts $h$ or $H$ are used to denote quantities in the fine or coarse grid. Moreover, we sometimes describe the construction of coarse grid basis functions rather than the interpolation operators since they are essentially the same. In the finite element context, the coarse grid space $V^{H}$ is often a subspace of $V^{h}$. Thus, if $\left\{\phi_{j}^{h}\right\}_{j=1}^{n}$ and $\left\{\phi_{i}^{H}\right\}_{i=1}^{m}$ are the nodal basis for $V^{h}$ and $V^{H}$, respectively, then we have the following equality:

$$
\left[\phi_{1}^{H} \cdots \phi_{m}^{H}\right]=\left[\phi_{1}^{h} \cdots \phi_{n}^{h}\right] \mathscr{I}_{h}^{H}
$$

where $\mathscr{I}_{h}^{H}$ is the interpolation matrix. Hence, the set of coarse grid basis functions defines an interpolation, and vice versa. In particular, in the subsequent sections on the agglomeration unstructured grid approach and energy minimization approach, we shall describe the constructions of the coarse grid basis in place of interpolation. We note that the coarse grid subspaces need not be nested, for instance, in geometric unstructured grid multigrid methods. However, multigrid methods resulting from nested coarse subspaces are generally more robust, and hence we shall focus on this case in the next sections.

Before going on, we first discuss a well-known interpolation technique in one dimension, which is one of the earliest attempts to construct robust interpolation operator for nonsmooth coefficients. It turns out the basic design strategies in higher dimensions can be viewed as trying to extend this one-dimensional approach.

### 2.1. One dimension

For nonsmooth coefficient PDEs, linear interpolation is not able to accurately approximate the irregular shape of the numerical solutions during the multigrid process. For example, Fig. 2 shows a typical solution of the PDEs whose coefficient is piecewise constant. In the worst case, linear interpolation can make an $\mathrm{O}(h)$ error, which is much poorer than the usual $\mathrm{O}\left(h^{2}\right)$ error.

A robust interpolation can be constructed by solving local PDEs [55]. Given the values $v_{2 i}$ and $v_{2 i+2}$ at the coarse grid points $x_{2 i}$ and $x_{2 i+2}$, respectively, the value $v_{2 i+1}$ is computed by solving a
homogeneous two-point boundary value problem:

$$
\begin{align*}
& -\frac{\mathrm{d}}{\mathrm{~d} x} a(x) \frac{\mathrm{d}}{\mathrm{~d} x} v(x)=0, \quad x \in\left(x_{2 i}, x_{2 i+2}\right), \\
& v\left(x_{2 i}\right)=v_{2 i}, \quad v\left(x_{2 i+2}\right)=v_{2 i+2} . \tag{15}
\end{align*}
$$

Suppose $a(x)$ is piecewise constant, for instance, $a(x) \equiv a^{-}, x_{2 i}<x<x_{2 i+1}$, and $a(x) \equiv a^{+}, x_{2 i+1}$ $<x<x_{2 i+2}$. Then the finite element solution of (15) yields

$$
\begin{equation*}
v_{2 i+1}=\frac{a^{-}}{a^{-}+a^{+}} v_{2 i}+\frac{a^{+}}{a^{-}+a^{+}} v_{2 i+2} \tag{16}
\end{equation*}
$$

The new interpolated solution is more accurate at the discontinuities. It is well known that the resulting multigrid is very robust and converges rapidly for nonsmooth coefficient $a(x)$.

The local PDE approach has the property of preserving flux continuity. It can be proved [55] that the interpolated $v$ given by (16) satisfies the jump condition

$$
\lim _{x \rightarrow x_{2 i+1}^{-}} a(x) v^{\prime}(x)=\lim _{x \rightarrow x_{2 i+1}^{+}} a(x) v^{\prime}(x)
$$

at $x_{2 i+1}$ which the exact solution does. In fact, the converse is also true; that is, if $v$ satisfies the jump condition, then it solves the local PDE (15).

The interpolation can be interpreted by pure linear algebra. Ordering the noncoarse grid points $\mu_{\mathrm{F}}$ and then the coarse grid points $\mu_{\mathrm{C}}$, we can write the permuted matrix, still denoted by $\mathscr{A}^{h}$, in a $2 \times 2$ block form

$$
\left[\begin{array}{ll}
\mathscr{A}_{11} & \mathscr{A}_{12} \\
\mathscr{A}_{21} & \mathscr{A}_{22}
\end{array}\right]\left[\begin{array}{l}
\mu_{\mathrm{F}} \\
\mu_{\mathrm{C}}
\end{array}\right]=\left[\begin{array}{l}
b_{\mathrm{F}} \\
b_{\mathrm{C}}
\end{array}\right],
$$

where $\mathscr{A}_{11}$ is a diagonal matrix. After eliminating $\mu_{\mathrm{F}}$, we obtain the Schur complement equation for $\mu_{\mathrm{C}}$ :

$$
\begin{equation*}
\mathscr{S} \mu_{\mathrm{C}}=b_{\mathrm{C}}-\mathscr{A}_{21} \mathscr{A}_{11}^{-1} b_{\mathrm{F}} \tag{17}
\end{equation*}
$$

where $\mathscr{S}=\mathscr{A}_{22}-\mathscr{A}_{21} \mathscr{A}_{11}^{-1} \mathscr{A}_{12}$. Define the interpolation and restriction matrices, respectively, by

$$
\mathscr{I}_{H}^{h}=\left[\begin{array}{c}
-\mathscr{A}_{11}^{-1} \mathscr{A}_{12}  \tag{18}\\
I
\end{array}\right], \quad \text { and } \quad \mathscr{I}_{h}^{H}=\left(\mathscr{I}_{H}^{h}\right)^{\mathrm{T}}=\left[\begin{array}{ll}
-\mathscr{A}_{21} \mathscr{A}_{11}^{-1}, & I
\end{array}\right] .
$$

Then $\mathscr{S}=\mathscr{I}_{h}^{H} \mathscr{A}^{h} \mathscr{I}_{H}^{h}$ is precisely the coarse grid matrix $\mathscr{A}^{H}$ in the multigrid context, and (17) is the usual coarse grid equation for $\mu_{\mathrm{C}}$ with the right-hand side given by restriction: $\mathscr{I}_{h}^{H}\left[b_{\mathrm{F}}, b_{\mathrm{C}}\right]^{\mathrm{T}}$. The noncoarse grid values $\mu_{\mathrm{F}}$ are obtained by backward substitution:

$$
\begin{equation*}
\mu_{\mathrm{F}}=-\mathscr{A}_{11}^{-1} \mathscr{A}_{12} \mu_{\mathrm{C}}+\mathscr{A}_{11}^{-1} b_{\mathrm{C}} \tag{19}
\end{equation*}
$$

Using (19), we can write $\left[\mu_{\mathrm{F}}, \mu_{\mathrm{C}}\right]^{\mathrm{T}}$ as

$$
\left[\begin{array}{l}
\mu_{\mathrm{F}}  \tag{20}\\
\mu_{\mathrm{C}}
\end{array}\right]=\mathscr{I}_{H}^{h} \mu_{\mathrm{C}}+\left(\begin{array}{cc}
\mathscr{A}_{11}^{-1} & 0 \\
0 & 0
\end{array}\right)\left(b^{h}-\mathscr{A}^{h} \mathscr{I}_{H}^{h} \mu_{\mathrm{C}}\right)
$$

Thus, the backward substitution can be interpreted as applying a Jacobi relaxation smoothing on the noncoarse grid points to the interpolated solution $\mathscr{I}_{H}^{h} \mu_{\mathrm{C}}$.

We note that the block Gaussian elimination can be also written as block LU form:

$$
\mathscr{A}^{h}=\left[\begin{array}{ll}
\mathscr{A}_{11} & \mathscr{A}_{12} \\
\mathscr{A}_{21} & \mathscr{A}_{22}
\end{array}\right]=\left[\begin{array}{ll}
I & 0 \\
\mathscr{A}_{21} \mathscr{A}_{11}^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
\mathscr{A}_{11} & 0 \\
0 & \mathscr{A}^{H}
\end{array}\right]\left[\begin{array}{cc}
I & \mathscr{A}_{11}^{-1} \mathscr{A}_{12} \\
0 & I
\end{array}\right],
$$

where the interpolation $\mathscr{I}_{H}^{h}$ and the restriction $\mathscr{I}_{h}^{H}$ operators are related to the upper and lower triangular factors, respectively.
To summarize, the block Gaussian elimination process is a two-level multigrid with $\mathscr{I}_{H}^{h}$ and $\mathscr{I}_{h}^{H}$ defined as in (18), and post-smoothing step (20). Furthermore, the inversion of the Schur complement in (17) can be done by recursively applying the previous procedure to $\mathscr{S}$. The resulting algorithm is known as cyclic reduction, and the corresponding multigrid method is a backslash cycle [99]. Moreover, it can be easily verified that the particular matrix-dependent interpolation matrix defined in (18) is precisely the one obtained by solving local PDEs.

Lastly, one may interpret the local PDE solve as an energy minimization to be described in Section 2.5. These four interpretations of the same interpolation: local PDE solve, flux continuity, the Schur complement, and energy minimization constitute the basic design principles of constructing the robust interpolations discussed in the following sections.

Finally, we remark that convergence analysis of robust multigrid methods in general is very limited in the literature since the interpolation operator is usually complicatedly defined. However, in one dimension, we have the following result [91].

Theorem 2.1. If the interpolation operator discussed above is used together with damped Jacobi or Gauss-Seidel smoothers, the resulting multigrid convergence is independent of the mesh size and the PDE coefficient $a(x)$.

The proof uses the fact that the coarse grid basis functions from all the levels form an $A$-orthogonal hierarchical basis, and hence the damped Jacobi and Gauss-Seidel smoothers give an optimal constant bound for $K_{0}$ and $K_{1}$ which are the essential elements for estimating multigrid convergence by Theorem 1.2. Details can be found in [91].

### 2.2. Structured grid approaches

Structured grids, in particular, Cartesian grids, have been very popular in applications for their regularity in geometry and in the algebraic structure of the resulting discretization matrix. Thus efficient numerical methods can be easily derived and employed. This approach also includes nested finite element grids obtained by recursive refinement where the discontinuities of the PDE coefficients are aligned with all the coarse grids. As a result, according to the domain decomposition theory [18,45,98], it can be proved that the convergence rate is independent of the size of the jumps in the coefficient using even the linear interpolation. However, in general, the discontinuities do not align with some of the coarse grids. Then other approaches are needed; see Sections 2.3-2.5.

Assuming Cartesian grids, the structured grid multigrid methods can generally be categorized into two: the stencil and Schur complement approaches.


Fig. 3. A portion of a fine grid with coarse grid points denoted by circles, and noncoarse grid points by crosses.

### 2.2.1. Stencil

The one-dimensional local PDE technique cannot be applied directly to higher dimensions. Consider a portion of the fine grid with coarse grid points denoted by circles as shown in Fig. 3. In contrast to one dimension, the noncoarse grid points are not enclosed by only coarse grid points, and hence a local boundary value problem similar to (15) cannot be set up. The challenge of extending the one-dimensional technique to higher dimensions is to set up local PDEs appropriately.

Alcouffe et al. [1] used special harmonic averaging techniques to construct operator-induced interpolations, and in black box multigrid, Dendy $[38,39]$ simplified the interpolation procedure by considering the stencil of the discrete operators. The key of the stencil approach is to first define interpolation on edges, i.e. noncoarse grid points lying on coarse grid lines (nodes 1-4 in Fig. 3), and then the interpolation at the interior (node 5) can be defined by a local PDE solve. In particular, black box multigrid defines the interpolation on the edges by preserving the continuity of flux across the interfaces. Thus, this multigrid method is efficient for PDE problems with discontinuous coefficients; the convergence rate is often independent of the mesh size and the size of the jumps.

The construction is as follows. Consider the nine-point stencil at the noncoarse grid points, for instance, node 1 (Fig. 3) lying on a horizontal edges:

$$
\left[\begin{array}{lll}
\alpha_{N W}^{(1)} & \alpha_{N}^{(1)} & \alpha_{N E}^{(1)} \\
\alpha_{W}^{(1)} & \alpha_{C}^{(1)} & \alpha_{E}^{(1)} \\
\alpha_{S W}^{(1)} & \alpha_{S}^{(1)} & \alpha_{S E}^{(1)}
\end{array}\right]
$$

The first and third rows are lumped to the second row, thus producing a one-dimensional three-point stencil. The flux preserving interpolation (16) yields

$$
\begin{equation*}
\tilde{v}_{2 i+1,2 j+1}^{-h}=\frac{\alpha_{N V}^{(1)}+\alpha_{V}^{(1)}+\alpha_{S W}^{(1)}}{\alpha_{N}^{(1)}+\alpha_{C}^{(1)}+\alpha_{S}^{(1)}} v_{i, j+1}^{H}+\frac{\alpha_{N E}^{(1)}+\alpha_{E}^{(1)}+\alpha_{S E}^{(1)}}{\alpha_{N}^{(1)}+\alpha_{C}^{(1)}+\alpha_{S}^{(1)}} v_{i+1, j+1}^{H} . \tag{21}
\end{equation*}
$$

The lumping is used to preserve the continuity of the flux on the average along the vertical segment through nodes 1 and 2. The interpolation on vertical coarse grid lines (nodes 3 and 4) are defined analogously. Finally, since all the values on the edges are known, the interpolated value at node 5
can be obtained by solving a local PDE problem as in (15) where the solution is given by

$$
\begin{align*}
\tilde{v}_{2 i+1,2 j+1}= & \frac{\alpha_{N W}^{(5)}}{\alpha_{C}^{(5)}} v_{i, j+1}^{H}+\frac{\alpha_{N}^{(5)}}{\alpha_{C}^{(5)}} \tilde{v}_{2 i+1,2 j+2}^{h}+\frac{\alpha_{N E}^{(5)}}{\alpha_{C}^{(5)}} v_{i+1, j+1}^{H}+\frac{\alpha_{W}^{(5)}}{\alpha_{C}^{(5)}} \tilde{v}_{2 i, 2 j+1}^{h} \\
& +\frac{\alpha_{E}^{(5)}}{\alpha_{C}^{(5)}} \tilde{v}_{2 i+2,2 j+1}^{h}+\frac{\alpha_{S W}^{(5)}}{\alpha_{C}^{(5)}} v_{i, j}^{H}+\frac{\alpha_{S}^{(5)}}{\alpha_{C}^{(5)}} \tilde{v}_{2 i+1,2 j}^{h}+\frac{\alpha_{S E}^{(5)}}{\alpha_{C}^{(5)}} v_{i+1, j}^{H} . \tag{22}
\end{align*}
$$

Another stencil-based method is the matrix-dependent prolongation proposed by de Zeeuw [102]. It differs from the previous method in that the interpolated values on the edges are defined based on a decomposition of the nine-point stencil. Viewing the stencil as a $3 \times 3$ matrix, it can be written as a linear combination of nine basis matrices, or equivalently, stencils. De Zeeuw considered a particular set of basis stencils corresponding to the discretization of the first and second derivatives. The interpolation formula which depends on the coefficients of the linear combination is very technical, and we refer the interested readers to $[90,102]$ for details. This approach coincides with the black box multigrid of Dendy [38] for solving the model equation (1), and can be directly applied to certain nonsymmetric problems such as convection diffusion equations.

### 2.2.2. Schur complement and lumping

In this approach, we exploit the special algebraic structure associated with the discretization matrix arising from Cartesian grids. As in one dimension, the five-point stencil matrix in two dimensions can be written in a $2 \times 2$ block form:

$$
\mathscr{A}^{h}=\left[\begin{array}{ll}
\mathscr{A}_{11} & \mathscr{A}_{12} \\
\mathscr{A}_{21} & \mathscr{A}_{22}
\end{array}\right],
$$

where $\mathscr{A}_{11}$ is diagonal if the red-black ordering is used. However, the coarse grid matrix $\mathscr{A}^{H}=\mathscr{S}=$ $\mathscr{A}_{22}-\mathscr{A}_{21} \mathscr{A}_{11}^{-1} \mathscr{A}_{12}$ now corresponds to a nine-point stencil instead. Thus the algorithm cannot be repeated recursively.

In order to recover a five-point stencil structure, Reusken [76,77] applies a lumping strategy to the nine-point stencil coarse grid operator as follows. He replaced the nine-point stencil at a noncoarse grid point by a five-point stencil:

$$
\left[\begin{array}{ccc}
\alpha_{N W} & \alpha_{N} & \alpha_{N E} \\
\alpha_{W} & \alpha_{C} & \alpha_{E} \\
\alpha_{S W} & \alpha_{S} & \alpha_{S E}
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
0 & \beta_{N} & 0 \\
\beta_{W} & \beta_{C} & \beta_{E} \\
0 & \beta_{S} & 0
\end{array}\right]
$$

where

$$
\begin{aligned}
& \beta_{N}=\alpha_{N}+\alpha_{N W}+\alpha_{N E}, \quad \beta_{W}=\alpha_{W}+\alpha_{N W}+\alpha_{S W}, \\
& \beta_{C}=\alpha_{C}-\left(\alpha_{N W}+\alpha_{N E}+\alpha_{S W}+\alpha_{S E}\right), \quad \beta_{E}=\alpha_{E}+\alpha_{N E}+\alpha_{S E}, \\
& \beta_{E}=\alpha_{S}+\alpha_{S W}+\alpha_{S E} .
\end{aligned}
$$

The lumping procedure essentially substitutes the unknowns $v_{i-1, j+1}^{H}, v_{i+1, j+1}^{H}, v_{i-1, j-1}^{H}$, and $v_{i+1, j-1}^{H}$ by the unknowns $v_{i, j-1}^{H}, v_{i, j+1}^{H}, v_{i-1, j}^{H}, v_{i+1, j, j}^{H}$, and $v_{i, j}^{H}$ in the finite difference equation corresponding to the coarse grid point $\left(x_{i}^{H}, y_{j}^{H}\right)$ based on a linear approximation; for instance, $v_{i-1, j+1}^{H} \approx-v_{i, j}^{H}+v_{i, j+1}^{H}+v_{i-1, j}^{H}$. In matrix form, the resulting discretization matrix becomes

$$
\tilde{\mathscr{A}}^{H}=\left[\begin{array}{ll}
\tilde{\mathcal{A}}_{11} & \tilde{A}_{12} \\
\tilde{\mathscr{A}}_{21} & \tilde{A}_{22}
\end{array}\right],
$$

where $\tilde{A}_{11}$ is now a diagonal matrix. Moreover, the interpolation and restriction operators given by (18) are local, and the entire procedure can be repeated recursively.

### 2.3. Unstructured grid approaches

Unstructured gridding, which has a high flexibility of capturing complex geometrical shapes and providing adaptive local refinements, are useful for solving problems involving rapidly changing solutions, irregular boundaries, and multiscale geometries. However, as a result, the computational grids do not have any particular nested grid hierarchical structure to be exploited. Thus, the structured grid multigrid methods must be redesigned to handle the irregularity without losing too much in terms of complexity and performance.

The two main difficulties of designing multigrid methods on unstructured grids are the extraction of a hierarchy of coarser grids from a given fine grid, and the definition of the interpolation operators between grids. In the following sections, we describe several approaches of solving the two problems with increasing mathematical structures and decreasing intuition.

### 2.3.1. Independent grids

The first approach is based on independently generated coarse grids and piecewise linear interpolation between the grids. Thus, one can use the grid generator which generates the unstructured fine grid to generate a sequence of coarser grids. Moreover, since the coarser grids consist of the usual finite elements, for instance, linear elements on triangles, linear interpolation and the coarse grid operator can be easily defined.

The advantage of this approach is convenience; the coarse grids can be generated by using the same grid generator which produced the original fine grid. The disadvantage is that the construction of the interpolation operator is very expensive since one has to identify which coarse triangles the noncoarse grid points are in. Another disadvantage is nonblack box nature of the coarse grid construction; the user is required to manually generate the grids.

### 2.3.2. Node nested grids

An alternative approach $[29,32,52]$ is based on generating node-nested coarse grids, which are created by selecting subsets of a vertex set, retriangulating the subset, and using piecewise linear interpolation between the grids. This provides an automatic way of generating coarse grids and a simpler implementation $(\mathrm{O}(n))$ of the interpolation. The main disadvantage is that critical geometrical details may be lost through the coarsening and retriangulation process, and hence special treatments are needed to preserve the important geometric features of the fine grid. Moreover, the coarse grid boundaries may not match that of the fine grid, and hence the boundary conditions must be incorporated properly, especially for Neumann boundary condition [30]. Another drawback is that in three dimensions, retetrahedralization can be problematic.

Remark. Both the independent grid and node nested grid approaches are not designed to be robust for PDE problems with nonsmooth coefficients since linear interpolation is used.


Fig. 4. Typical macroelements in a computational domain.

### 2.3.3. Agglomeration

To avoid the problem of losing geometrical details, a promising agglomeration technique $[65,89]$ motivated by finite volume based methods is introduced. Instead of regenerating the coarse grids, neighboring fine grid elements are agglomerated together to form macroelements; see Fig. 4. For first order PDE problems, Venkatakrishnan and Mavriplis [89] used piecewise constant interpolation. More precisely, let $\tau_{i}$ be a macroelement and $\tau_{i}^{H}=\bigcup_{j \in N_{i}} \tau_{j}^{h}$, where $N_{i}$ is the set of neighboring nodes. Then

$$
v_{j}^{h}=c_{i} \equiv \text { constant }, \quad j \in N_{i} .
$$

However, their constant interpolation approach leads to slow convergence for second-order PDE problems since the basis is not stable. Within each macroelement, we need more robust weightings which mimic linear interpolation on structured grids.

In general, the coarse space $V^{H}$ can be defined as the subspace spanned by a set of coarse grid basis functions $\left\{\phi_{i}^{H}\right\}$ constructed as follows. For each coarse grid point $i$, define

$$
\begin{equation*}
\phi_{i}^{H}=\sum_{j \in \tilde{N}_{i}} w_{i j}^{h} \phi_{j}^{h}+\phi_{i}^{h}, \tag{23}
\end{equation*}
$$

where $w_{i j}^{h}$ are appropriately chosen constants for robust interpolation, and

$$
\tilde{N}_{i}=\left\{j: \mathscr{A}_{i, j}^{h} \neq 0, \text { and line segment }\left[x_{i}, x_{j}\right] \text { is an edge of a macroelement }\right\} .
$$

Thus, the coarse grid basis functions are linear combinations of the fine grid basis, and $V^{H}$ is a subspace of $V^{h}$; that is, we obtain a nested sequence of subspaces by recursive construction. Moreover, the interpolation weights are given by the coefficients $w_{i j}^{h}$. To summarize, the construction of $V^{H}$ consists of two parts. We agglomerate the fine grid elements to form macroelements, and then we define robust coarse grid basis functions on the macroelements.

Smoothed aggregation: For second-order PDEs, the piecewise constant basis functions are not effective since they possess large energy norm due to the discontinuities. Vaněk et al. [88] proposed the smoothed aggregation approach which applies a relaxation method to smooth the piecewise constant basis, and hence reducing the energy norm. More precisely, similar to agglomeration, the computational nodes are aggregated into disjoint aggregates based on the AMG coarsening
technique (cf. Section 4.2). Trying to achieve the approximation property (14), one defines a tentative interpolation operator as the piecewise constant prolongator:

$$
\left(\tilde{\mathscr{F}}_{H}^{h}\right)_{i j}= \begin{cases}1 & \text { if } i \in \tau_{j}, \\ 0 & \text { otherwise },\end{cases}
$$

where $\tau_{j}$ is the $j$ th aggregate. Since the induced piecewise constant basis functions exhibit large energy, the stability property (13) is violated. One may smooth the basis by applying a damped Jacobi smoother to $\tilde{\mathscr{I}}_{H}^{h}$ and obtain

$$
\mathscr{\mathscr { I }}_{H}^{h}=\left(I-\omega\left(\mathscr{D}^{h}\right)^{-1} \mathscr{A}^{\mathrm{F}}\right) \tilde{\mathscr{I}}_{H}^{h},
$$

where $\mathscr{A}^{\mathrm{F}}$ is the filtered matrix of $\mathscr{A}^{h}$ defined as

$$
\mathscr{A}_{i j}^{\mathrm{F}}= \begin{cases}\mathscr{A}_{i j}^{h} & \text { if } j \in N_{i}(\varepsilon), i \neq j, \\ \mathscr{A}_{i i}^{h}-\sum_{j=1, j \neq i}^{n}\left(\mathscr{A}_{i j}^{h}-\mathscr{A}_{i j}^{\mathrm{F}}\right) & i=j, \\ 0 & \text { otherwise }\end{cases}
$$

and $N_{i}(\varepsilon)=\left\{j:\left|\mathscr{A}_{i j}^{h}\right| \geqslant \varepsilon \sqrt{\mathscr{A}_{i i}^{h} \mathscr{A}_{j j}^{h}}\right\}$. Basically, $\mathscr{A}^{\mathrm{F}}$ is obtained by lumping the small entries in $\mathscr{A}^{h}$ to the diagonal, thus controlling the number of nonzeros in the interpolation and coarse grid operators. Due to the smoothing effect of damped Jacobi, it smears the sharp edges of the coarse grid basis functions obtained from the piecewise constant prolongator, and hence the energies are reduced. Moreover, it can be proved that $\mathscr{\mathscr { I }}_{H}^{h}$ preserves constant if $\tilde{\mathscr{I}}_{H}^{h}$ does.

### 2.3.4. Others

Other unstructured grid multigrid approaches have also been proposed. Bank and Xu [9] developed an effective coarsening and interpolation strategy using the geometrical coordinates of the fine grid. The basic idea is to treat the fine grid as if it came from a refinement procedure, and then recover the refinement structure through a symbolic Gaussian elimination. Another multigrid method based on incomplete Gaussian elimination was proposed by Reusken [78]. Hackbusch and Sauter [57] constructed a triangulation for the computational domain by adaptively refining a coarse triangulation of a rectangular domain covering the computational domain. Thus, a hierarchy of coarse grids is naturally embedded in the fine triangulation.

### 2.4. Algebraic multigrid approaches

The structured and unstructured grid approaches make use of the grid information either explicitly or implicitly and hence are geometry dependent. The algebraic multigrid (AMG) approach [79], on the other hand, exploits the algebraic information of the discretization matrix. This approach was first introduced by Brandt et al. [25] and later popularized by Ruge and Stüben [79]. Other related work have been studied by Huang [59], and Chang et al. [34] to extend AMG to matrices which are not symmetric $M$-matrices.

The success of AMG is that for symmetric positive-definite $M$-matrices, for instance, matrices arising from discretization of the Laplacian operator, AMG is able to identify algebraically the smooth errors obtained from standard relaxation methods such as Gauss-Seidel, and then construct
interpolation operators accordingly to eliminate such errors. In the following sections, we describe a definition of algebraic smooth errors and discuss how they motivate the construction of an interpolation operator.

### 2.4.1. Algebraic smoothness and strong connection

Let $G^{h}$ be the iteration matrix of the relaxation smoother. In AMG, an error $e^{h}$ is algebraically smooth if it is slow to converge with respect to $G^{h}$, i.e.,

$$
\left\|G^{h} e^{h}\right\|_{A} \approx\left\|e^{h}\right\|_{A}
$$

For common relaxation smoothers, it can be argued [79] that an algebraically smooth error $e^{h}$ is characterized by a small residual

$$
r^{h}=\mathscr{A}^{h} e^{h} \approx 0
$$

in the sense that the residual norm is small compared to the error. Thus, we obtain a good approximation for $e_{i}^{h}$ as a function of its neighboring values $e_{j}^{h}$ by making $r_{i}^{h}=0$ :

$$
\begin{equation*}
r_{i}^{h}=\mathscr{A}_{i i}^{h} e_{i}^{h}+\sum_{j \in N_{i}} \mathscr{A}_{i j}^{h} e_{j}^{h}=0 \tag{24}
\end{equation*}
$$

where $N_{i}=\left\{j \neq i: \mathscr{A}_{i j}^{h} \neq 0\right\}$, the set of neighboring nodes of $i$. For symmetric $M$-matrices, the smooth error $e^{h}$ often satisfies

$$
\left\|e^{h}\right\|_{A} \ll\left\|e^{h}\right\|_{D}
$$

where $\left\|e^{h}\right\|_{D}^{2}=\left(e^{h}, \mathscr{D}^{h} e^{h}\right)$, and $\mathscr{D}^{h}$ is the diagonal of $\mathscr{A}^{h}$. Note that $\left\|e^{h}\right\|_{A}$ essentially measures the norm of the residual. We have the following inequality:

$$
\begin{equation*}
\frac{1}{2} \sum_{i, j}-\mathscr{A}_{i j}^{h}\left(e_{i}^{h}-e_{j}^{h}\right)^{2}+\sum_{i}\left(\sum_{j} \mathscr{A}_{i j}^{h}\right)\left(e_{i}^{h}\right)^{2} \ll \sum_{i} \mathscr{A}_{i i}^{h}\left(e_{i}^{h}\right)^{2} . \tag{25}
\end{equation*}
$$

If $\sum_{j \neq i}\left|\mathscr{A}_{i j}^{h}\right| \approx \mathscr{A}_{i i}^{h}$, for instance, $\mathscr{A}^{h}=$ Laplacian, then (25) can be written as

$$
\begin{equation*}
\sum_{j \neq i} \frac{\mathscr{A}_{i j}^{h}}{\mathscr{A}_{i i}^{h}} \frac{\left(e_{i}^{h}-e_{j}^{h}\right)^{2}}{\left(e_{i}^{h}\right)^{2}} \ll 1 \tag{26}
\end{equation*}
$$

on the average for each $i$. Thus, if $\left|\mathscr{A}_{i j}^{h} / \mathscr{A}_{i i}^{h}\right|$ is relatively large, then $e_{i}^{h}$ and $e_{j}^{h}$ must be close, and hence $e_{j}^{h}$ is not negligible compared to $e_{i}^{h}$. The nodes $i$ and $j$ are called strongly connected if $\left|\mathscr{A}_{i j}^{h} / \mathscr{A}_{i i}^{h}\right|$ is relatively large. This will be made more precise in (31). The strongly connectedness forms the basic notion for algebraic smoothing and interpolation.

### 2.4.2. Algebraic interpolation

Suppose $\mathscr{A}^{h}$ is a symmetric, weakly diagonally $M$-matrix. The derivation of the algebraic interpolation of Ruge and Stüben [79], again, stems from the idea of the one-dimensional interpolation, and has a strong connection with the stencil approach for Cartesian grids (Section 2.2.1). We start with the residual equation (24) corresponding to algebraic smooth errors where $i$ is an index corresponding to a noncoarse grid point. Let $C$ be the set of coarse grid points, and $C_{i} \subseteq N_{i} \cap C$ the set of coarse grid points in a neighborhood of $i$. Given the coarse grid values $e_{k}^{h}, k \in C_{i}$, we want to


Fig. 5. A portion of a fine grid with coarse grid points denoted by circles, and noncoarse grid points by crosses. The coarse and noncoarse grid point connections with respect to $e_{i}^{h}$ are denoted by the superscripts.
define a value $e_{i}^{h}$ such that $r_{i}^{h}$ is as small as possible. If $C$ is selected such that $C_{i}=N_{i}$, then the choice of $e_{i}^{h}$

$$
\begin{equation*}
e_{i}^{h}=\sum_{k \in C_{i}} w_{i k}^{h} e_{k}^{h}, \quad w_{i k}^{h}=-\frac{\mathscr{A}_{i k}^{h}}{\mathscr{A}_{i i}} \tag{27}
\end{equation*}
$$

leads to an ideal interpolation since $r_{i}^{h}=0$. This is indeed equivalent to solving a local PDE with the $i$ th node as interior noncoarse grid point and its neighbors as coarse grid points. However, such selection of $C$ yields a dense coarse grid operator. Hence, in general, one has $C_{i} \subset N_{i}$ and $D_{i} \equiv N_{i} \backslash C_{i} \neq \emptyset$. For example, on a Cartesian grid with standard full coarsening (Fig. 5), the two set of variables in $C_{i}$ and $D_{i}$ are indicated by their superscripts.

Consider (24) again where $r_{i}^{h}$ is to be made 0 :

$$
\begin{equation*}
\mathscr{A}_{i i}^{h} e_{i}^{h}+\sum_{k \in C_{i}} \mathscr{A}_{i k}^{h} e_{k}^{h}+\sum_{j \in D_{i}} \mathscr{A}_{i j}^{h} j_{j}^{h}=0 . \tag{28}
\end{equation*}
$$

The value $e_{i}^{h}$ to be interpolated can be obtained by (28) provided $e_{k}^{h}$ 's and $e_{j}^{h}$ 's are known. Given only the coarse grid values $e_{k}^{h}$, the idea is to first interpolate the noncoarse grid values $e_{j}^{h}, j \in D_{i}$, by the $e_{k}^{h}$ 's $k \in C_{i}$. For $j \in D_{i}, e_{j}^{h}$ is approximated by a weighted average:

$$
\begin{equation*}
e_{j}^{h} \approx\left(\sum_{k \in C_{i}} \mathscr{A}_{j k}^{h} h_{k}^{h^{h}}\right) /\left(\sum_{k \in C_{i}} \mathscr{A}_{j k}^{h}\right) . \tag{29}
\end{equation*}
$$

This local interpolation formula (29) is nothing but the one-dimensional local solve technique. Considering $e_{j_{1}}^{D}$ in Fig. 5, by formula (29), we have

$$
\begin{equation*}
e_{j_{1}}^{D} \approx \frac{\mathscr{A}_{j_{1}, k_{1}}^{h} e_{k_{1}}^{C}+\mathscr{A}_{j_{1 j}, k_{2}}^{h} e_{k_{2}}^{C}}{\mathcal{A}_{j_{1}, k_{1}}+\mathscr{A}_{j_{1}, k_{2}}} . \tag{30}
\end{equation*}
$$

Comparing (30) with (21), and using the stencil terminology, we note that the one-dimensional interpolation (29) used by AMG is obtained by the second row of the stencil at the node $e_{j_{1}}^{D}$ whereas the one used by the black box multigrid in Section 2.2.1 is obtained by the average of the three rows of the stencil. Once $e_{j}^{h}$ 's are known, the interpolated value $e_{i}^{h}$ is then given by (28), which is the same as the local PDE solve formula (22) used by Dendy's black box multigrid.

In general, the computation of (29) may still be too large. We want to interpolate $e_{i}^{h}$ by only those $e_{j}^{h}$ 's which are significant. In view of the discussion after formula (26), the complexity can be reduced by the notion of strong connectedness. A point $i$ is strongly connected to $j$ if

$$
\begin{equation*}
-\mathscr{A}_{i j}^{h} \geqslant \theta \max _{l \neq i}\left\{-\mathscr{A}_{i l}^{h}\right\} \tag{31}
\end{equation*}
$$

with $0<\theta \leqslant 1$ as an input parameter. One only considers strong connections in the construction. Specifically, denote by $S_{i}$ the set of all strong connections of point $i$. Define $C_{i}=C \cap S_{i}$, and let $D_{i}^{S}=D_{i} \cap S_{i}$ and $D_{i}^{W}=D_{i} \backslash S_{i}$. For the weak connections $\left(j \in D_{i}^{W}\right), e_{j}^{h}$ is simply replaced by $e_{i}^{h}$; i.e., lumping the weak entries to the diagonal. For the strong connections $\left(j \in D_{i}^{S}\right), e_{j}^{h}$ is defined as in (29).

Other variants of the algebraic interpolation are discussed in [79]. See also the recent survey by Stüben [84].

### 2.5. Energy minimization approaches

The AMG approach is purely algebraic and potentially applies to more general problems than the other methods, but the underlying PDE and geometry information, if exist, may not be fully utilized. In this section, we discuss another approach based on energy minimization which bridges the gap between the two extremes: geometry dependent and purely algebraic. It exploits the properties of the underlying PDEs using primarily the algebraic information, thus allowing general computational domains. The essential idea is motivated by the classical multigrid convergence theory, in particular, the stability and approximation inequalities (13) and (14) described in Section 1.3. The key is to construct coarse grid basis which has minimal energy while preserving the zero energy modes. Vaněk et al. [88] identified altogether seven objectives the coarse grid basis should satisfy:

1. Compact support.
2. Coarse supports should follow strong couplings.
3. Reasonable geometry of supports.
4. Bounded intersections among the coarse supports.
5. Polynomial (null space) preserving property.
6. Small energy of coarse basis functions.
7. Uniform $l^{2}$ equivalence with $L^{2}$.

Based on these objectives, we try to construct coarse grid basis to achieve them, in particular, small energy, and null space preserving. For our model equation (1), the null space consists of constant functions.

### 2.5.1. Smoothed aggregation

In the smoothed aggregation method described in Section 2.3.3, one begins with the piecewise constant basis, which has high energy, and then smooths (or reduce the energy of) the basis by applying a relaxation method such as damped Jacobi to the interpolation operator. Thus, the energy of the basis is minimized locally. Moreover, it can be shown that the resulting basis preserves constants.


Fig. 6. Basis defined on macroelements. (Left) $H^{1 / 2}$ minimization on edges and harmonic extension inside. (Center) Graph distance weightings on edges and harmonic extension inside. (Right) Graph distance weightings on edges and inside.

We remark that the energy norm of the smoothed basis may not necessarily be minimal. One may further reduce the energy by applying more damped Jacobi steps which, however, increases the supports of the basis functions. Consequently, the coarse grid operator becomes denser for more smoothed interpolation operator.

### 2.5.2. Harmonic extension

A graph and agglomeration-based technique was proposed by Chan et al. [28,33]. The supports of the basis functions compose of macroelements formed by agglomeration. The basis functions on the edges are first constructed, and then they are extended by harmonic extension to the interiors. This procedure can be viewed as a local energy minimization. Moreover, if the basis preserves constant on the edges, it will also preserve constants in the interiors. There are several strategies to define the basis functions on the edges as well as in the interior with small energy. They are made more precise in the following.
$H^{1 / 2}$ norm minimization+harmonic extension: One defines the coarse grid basis functions on the edges as linear functions which are minimized in the $H^{1 / 2}$ norm-the interface analogue of the energy norm. More precisely, consider the coarse grid basis $\phi_{i}^{H}$ on a macroelement with coarse grid points denoted by the black dots; see Fig. 6. Suppose $\phi_{i}^{H}=\phi_{0}$, a linear function, on the edge formed by $x_{0}, x_{1}, x_{2}$ and $x_{3}$, i.e.,

$$
\phi_{0}=b x+c .
$$

With two boundary conditions: $\phi_{0}\left(x_{0}\right)=1, \phi_{0}\left(x_{3}\right)=0$, and hence one degree of freedom, one requires that $\phi_{0}$ minimizes the functional (discrete $H^{1 / 2}$ norm):

$$
F\left(\phi_{0}\right)=\sum_{i=1}^{3} \sum_{j=i+1}^{3} \frac{h_{i} h_{j}}{h_{i j}^{2}}\left(\phi_{0}\left(x_{i}\right)-\phi_{0}\left(x_{j}\right)\right)^{2},
$$

where $h_{i}$ is the length of the edge $\left(x_{i}, x_{i+1}\right)$ and $h_{i j}=\left|x_{i}-x_{j}\right|$. After incorporating the two boundary conditions, the one-dimensional minimization of $F\left(\phi_{0}\right)$ can be solved analytically. The same procedure is applied to the other edges, and the values at the interior points are obtained by harmonic extension.

Graph distance + harmonic extension: The $H^{1 / 2}$ norm minimization combined with the harmonic extension approach is robust but the entire procedure may be too complex. A simplified variant is to use a simpler boundary interpolation based on graph distance. Note that $x_{1}$ is distance 1 from $x_{0}, x_{2}$ distance 2 from $x_{0}$, etc. Define

$$
\phi_{i}^{H}\left(x_{j}\right)=\frac{3-j}{3}
$$

on the edge formed by $x_{0}, x_{1}, x_{2}$ and $x_{3}$, and piecewise linear on the edges. As in the previous approach, the values in the interior are given by the solution of a local PDE.

Pure graph distance: One may simplify the construction further by substituting the local PDE solve by a technique similar to graph distance. Suppose the macroelement has $m$ number of coarse grid points on the boundary. Then the value of coarse grid basis function at each of the interior point is $1 / m$. Thus, in our example, $\phi_{i}^{H}(x)=1 / 3, x=$ interior points. Note that constants are preserved.

### 2.5.3. Energy-minimizing interpolation

The previous approaches construct basis which first satisfies the approximation property, followed by minimizing the energy locally. Another approach proposed by Wan et al. [92] is to prescribe the energy minimization and constant preserving explicitly into the formulation of the interpolation operator while fixing the size of the supports. As opposed to all the previous approaches, we determine the interpolation values on the edges and in the interior at the same time by a minimization formulation, and hence we do not actually identify edges nor interiors. Meanwhile, the constant preserving property is enforced by a constraint setup which globally couples all the individual basis functions.
The idea is based on another interpretation of the one-dimensional interpolation now described. Consider the two-point boundary value problem (15) again. The equivalent variational formulation is given by

$$
\begin{align*}
\min & \left\|\phi_{i}^{H}\right\|_{A} \quad\left(x_{2 i}^{h}, x_{2 i+2}^{h}\right) \\
\text { s.t. } & \phi_{i}^{H}\left(x_{2 i}^{h}\right)=1, \quad \phi_{i}^{H}\left(x_{2 i+2}^{H}\right)=0 . \tag{32}
\end{align*}
$$

Thus, the local PDE formulation in one dimension is precisely minimizing the energy of the coarse grid basis functions. Moreover, if constant functions are in the kernel of the differential operator, the minimal energy basis will automatically preserve constants [91].
The extension to higher dimensions, however, is not obvious. First, the basis $\left\{\phi_{i}^{H}\right\}$, each of which has minimum energy, does not preserve constant functions. Second, the boundary of the support of each $\phi_{i}^{H}$, in general, consists of both coarse and noncoarse grid points and hence the boundary conditions of (15) need to be modified. A clue is provided in the two-level setting. Let $\Pi_{H}^{h}$ be the usual nodal value interpolant. By the Cauchy-Schwarz and Poincaré inequalities, we obtain a rough estimate

$$
\begin{equation*}
\left\|\Pi_{H}^{h} v^{H}\right\|_{A}=\left\|\sum_{i} v^{H}\left(x_{i}^{H}\right) \phi_{i}^{H}\right\|_{A} \leqslant \frac{C}{H}\left(\sum_{i}\left\|\phi_{i}^{H}\right\|_{A}^{2}\right)^{1 / 2}\left\|v^{H}\right\|_{A} \tag{33}
\end{equation*}
$$

where $C$ is a constant independent of $h$. Comparing (33) with the stability inequality (13), we see that the constant $C_{0}$ in (13) depends on the total energy of $\left\{\phi_{i}^{H}\right\}$. Thus, the formulation is to minimize the sum of energies of $\left\{\phi_{i}^{H}\right\}$ so that the constant $C_{0}$ and hence the multigrid convergence will be improved.

Write the coarse grid basis function $\phi_{i}^{H}$ as in (23). We determine the coefficients $w_{i j}^{h}$ by solving a constrained minimization problem:

$$
\begin{equation*}
\min \frac{1}{2} \sum_{i=1}^{m}\left\|\phi_{i}^{H}\right\|_{A}^{2} \quad \text { s.t. } \quad \sum_{i=1}^{m} \phi_{i}^{H}(x)=1 \quad \text { in } \bar{\Omega} . \tag{34}
\end{equation*}
$$

Lemma 2.2. An equivalent formulation of (15) and (32) is the global minimization

$$
\min \frac{1}{2} \sum_{i=1}^{m}\left\|\phi_{i}^{H}\right\|_{A}^{2} \quad \text { s.t. } \quad \sum_{i=1}^{m} \phi_{i}^{H}(x)=1 \quad \text { on }[0,1] .
$$

Proof. See [92].
Thus, we see a way to naturally generalize the approach for generating a robust interpolation from one dimension to multiple dimensions.

Remark. (1) The values of the basis functions are defined implicitly by the solution of (34) and are not known explicitly in general. However, for the Laplacian, we recover exactly the bilinear interpolation on Cartesian grids [91], which is known to lead to optimal multigrid convergence for Poisson equation. (2) Like algebraic multigrid, the construction is purely algebraic. In other words, geometry and in particular the grid information are not needed. However, if the additional knowledge of the geometry is useful, for instance, semi-coarsening on Cartesian grids for anisotropic problems, we can still apply the same formulation. In fact, the coarse grid points can be provided geometrically by semi-coarsening or interface preserving techniques (cf. Section 4.3), or algebraically by AMG coarsening. Moreover, the formulation of the interpolation remains valid even if the coarse grid points do not form an independent set. (3) Mandel et al. [67] generalized this approach to solve systems of elliptic PDEs arising from linear elasticity problems.

Solution of the minimization problem: A detailed solution procedure is described in [92], and we only discuss the main steps here. It can be shown that the minimization problem (34) can be written as a constrained quadratic minimization. Thus, Newton's method only takes one iteration to convergence, which, however, need to invert the Jacobian matrix. Since the solution of the minimization problem is used as an interpolation operator for multigrid only, we do not need an exact solution. An efficient approximation can be obtained by a preconditioned conjugate gradient method. Empirical evidence shows that in most cases, only a few iterations suffice, except for oscillatory PDE coefficients. In [67], Mandel et al. showed that the interpolation obtained from the first step of the steepest descent procedure in solving (34) yields the same result as the smoothed aggregation with a single smoothing step.

### 2.5.4. AMGe

The use of energy minimization in the formulation of the interpolation operator has shown to be powerful in the energy-minimizing interpolation approach. AMGe, algebraic multigrid based on element stiffness matrices, proposed by Brezina et al. [26], uses the local measures of algebraic smoothness derived from multigrid theory to construct the interpolation operator. The key observation is that the interpolation must be able to approximate an eigenvector with an error bound proportional
to the size of the associated eigenvalue. More precisely, the interpolation must be defined such that either of the following measures are bounded by a constant independent of $h$ :

$$
\begin{aligned}
& M_{1}\left(Q, e^{h}\right)=\frac{\left((I-Q) e^{h},(I-Q) e^{h}\right)}{\left(A e^{h}, e^{h}\right)} \\
& M_{2}\left(Q, e^{h}\right)=\frac{\left(A(I-Q) e^{h},(I-Q) e^{h}\right)}{\left(A e^{h}, A e^{h}\right)}
\end{aligned}
$$

where $Q$ is a projection onto the range of the interpolation matrix $\mathscr{I}_{H}^{h}$. Note that $Q$ is related to $\mathscr{I}_{H}^{h}$ by

$$
Q=\left[\begin{array}{ll}
0 & \mathscr{I}_{H}^{h}
\end{array}\right],
$$

if the unknowns corresponding to the noncoarse grid points are ordered before the coarse grid points. The boundedness of $M_{1}$ or $M_{2}$ requires $Q$ to accurately interpolate the eigenvectors corresponding to small eigenvalues, but not necessarily as accurate as for the eigenvectors corresponding to large eigenvalues. In addition, the quantities $M_{1}$ or $M_{2}$, as opposed to the matrix entries used in standard AMG, give a potentially better measure of strong connectedness, especially for non- $M$-matrices.

In the previous approaches, the interpolation matrix is constructed by defining the coarse grid basis whose coefficients $w_{i j}$ (cf. (23)) are the entries of the $j$ th column of $\mathscr{I}_{H}^{h}$. Hence, the matrix $\mathscr{I}_{H}^{h}$ is constructed column by column whereas in AMGe, $\mathscr{I}_{H}^{h}$ is constructed row by row. Let $q_{i}$ be the $i$ th row of $Q$. Then, $q_{i}$ is defined as the solution of the following min-max problem:

$$
\begin{equation*}
\min _{q_{i}} \max _{e^{h} \notin \operatorname{Null}\left(\mathscr{A}_{i}^{h}\right)} M_{i, p}\left(q_{i}, e^{h}\right) \tag{35}
\end{equation*}
$$

for $p=1$ or 2 . Here, $M_{i, p}\left(q_{i}, e^{h}\right)$ is a local measure derived from the corresponding global measure $M_{p}\left(Q, e^{h}\right)$ which is practically inaccessible, and $\mathscr{A}_{i}^{h}$ is the sum of local element stiffness matrices connected with $i$. It can be shown [26] that the solution of (35) is to fit the eigenvectors of $\mathscr{A}_{i}^{h}$ subject to the constraint that constants are preserved. Hence, it can be considered as another local energy minimization strategy.

Finally, we note that AMGe requires the knowledge of the element stiffness matrices which sometimes may not be conveniently available. Thus, this approach is less algebraic than the other energy-minimizing approaches.

## 3. Smoothing

Interpolation alone is not enough for fast convergence as the success of multigrid requires different components complement each other. The interpolation is effective only when the smoothers produce smooth errors either in the geometric sense, or in the algebraic sense (cf. Section 2.4). A classical example in the literature where smoothing plays an important role in improving the multigrid convergence is when solving PDEs with anisotropic coefficients, for instance,

$$
\begin{align*}
& -\varepsilon u_{x x}-u_{y y}=f \quad \text { in } \Omega, \\
& u=0 \quad \text { on } \partial \Omega . \tag{36}
\end{align*}
$$

Assuming standard coarsening, it can be shown by Fourier analysis [19,94] that point relaxation methods as smoothers are not effective for small $\varepsilon$ since the errors are only smoothed in the $y$-direction,
and the errors in the $x$-direction can be highly oscillatory, leading to slow convergence of multigrid. In the next sections, we discuss the use of block $\backslash$ line relaxation methods, incomplete LU (ILU) factorization preconditioners, and sparse approximate inverses as smoothers for anisotropic as well as other types of elliptic PDE problems.

### 3.1. Block $\backslash$ line relaxation

A well-suited smoother can be derived from considering the limiting case when $\varepsilon \rightarrow 0$. The resulting PDE is a decoupled system of elliptic equations along the vertical lines, suggesting the use of block Gauss-Seidel as smoother where the blocks are associated with the lines in the $y$-direction, or equivalently, the direction of the anisotropy. It can be proved $[19,55]$ that the two-grid method with this smoother converges independently of $\varepsilon$. In the case of variable coefficients where the anisotropy direction may change from $y$ to $x$ at different locations, one may alternate the direction of the line relaxation. Another option is to use the alternating direction implicit method [68].

The disadvantage of this approach is that the smoothing is most effective when the anisotropy is either in the $x$ - or $y$-direction. Another problem is that it is essentially a Cartesian grid technique. Although similar idea can be adapted in unstructured grid computations [72], the determination of the lines or planes of anisotropy in three dimensions is complicated. Besides, inverting a line or a plane requires more work than point relaxations.

## 3.2. $I L U$

One needs a direction free and robust iterative method as smoother for solving anisotropic problems, and we shall discuss two possibilities in this and the next section. An incomplete LU factorization based on the stencil pattern was studied by Wesseling [94] and Wittum [95]. Given a five-point stencil matrix, for instance, one may use the stencil pattern for the incomplete $\mathrm{L}, \mathrm{U}$ factors. Specifically, an incomplete LU factorization can be written as

$$
\mathscr{A}^{h}=\mathscr{L}^{h} \mathscr{U}^{h}+\mathscr{E}^{h},
$$

where the incomplete lower triangular factor $\mathscr{L}^{h}$ has a three-point stencil structure corresponding to the lower triangular part of a five-point stencil matrix, and similarly for the upper triangular factor $\mathscr{U}^{h}$. Similar ideas can be applied to other stencil patterns. The resulting ILU smoother is effective for a wide range of directions of anisotropy. More precisely, suppose the model equation (36) is rotated by an angle $\theta$. Hemker [58] showed that ILU is an effective smoother for $\pi / 4 \leqslant \theta \leqslant \pi$. However, it may lead to divergence for $0<\theta<\pi / 4$. In the latter, the line relaxation smoother is still effective since the angle is small. One may combine both ideas and derive an incomplete line LU (ILLU) smoother [82] which uses block triangular factors for $\mathscr{L}^{h}$ and $\mathscr{U}^{h}$.

### 3.3. Sparse approximate inverse

The drawback of ILU smoothers is the lack of parallelism, since the (incomplete) LU factorization process is sequential in nature. Another class of direction free smoothers, which are inherently parallel, are sparse approximate inverses (SAI).

Most sparse approximate inverse (SAI) approaches seek a sparse matrix $\mathscr{M}^{h}$ so that the error of the residual is minimized in some measure. One of the earliest approaches was the Frobenius norm approach proposed by Benson [10] and Benson and Frederickson [13]:

$$
\min _{\mathscr{M}^{h}}\left\|\mathscr{A}^{h} \mathscr{M}^{h}-I\right\|_{F}^{2}
$$

subject to some constraints on the number and position of the nonzero entries of $\mathscr{M}^{h}$. The minimization problem is equivalent to $n$ independent least-squares problems:

$$
\begin{equation*}
\min _{m_{j}}\left\|\mathscr{A}^{h} m_{j}-e_{j}\right\|_{2}, \quad j=1, \ldots, n \tag{37}
\end{equation*}
$$

where $m_{j}$ and $e_{j}$ are the $j$ th column of $\mathscr{M}^{h}$ and $I$, respectively, and they can be solved in parallel. For efficient construction, the sparsity pattern may be selected as banded diagonal [63], for example, or determined adaptively by heuristic searching algorithms [35,51] which, however, may decrease parallelism.

Several SAI smoothers have been studied. Benson [11], and Benson and Banerjee [12] used a sparsity pattern based on graph neighbors. Recently, Huckle and Grote independently experimented a sparse approximate smoother based on SPAI [51] which adaptively search the nonzero pattern.

In the following, we describe the approach proposed by Tang and Wan [86]. Since the major cost of multigrid algorithms is smoothing, it is important to derive simple and yet effective sparsity patterns. In addition, the least-squares problems (37) must be solved efficiently. It turns out that a pre-defined pattern based on neighbors of the matrix graph is sufficient for effective smoothing [86]. Given a node $j$, define $L_{k}(j)$ as its $k$-level neighbor set in graph distance. For instance, $L_{0}(j)$ contains simply the set of stencil points in case of PDE problems. Furthermore, one modify the Frobenius norm approach (37) and introduce the ( $k, l$ )-level least-squares approximation:

$$
\min _{m_{j}}\left\|\mathscr{A}^{k, l} m_{j}-e_{j}\right\|_{2}
$$

where $\mathscr{A}^{k, l} \equiv \mathscr{A}^{h}\left(L_{k}(j), L_{l}(j)\right)$ is the $(k, l)$-level local submatrix of $\mathscr{A}^{h}$. The sparsity pattern is determined by the $l$-level neighbors, and the size of the least squares matrix is controlled by the selections of $k$ and $l$. Hence, the two main issues of SAI smoothers are handled. Moreover, it can be proved that high frequency errors will be damped away efficiently for $k=1$ and $l=0$ [86].

More importantly, SAI smoothers have the flexibility of using larger values of $k$ and $l$ to improve the smoothing quality for difficult PDE problems. The potential higher computational cost can be reduced by dropping strategies. For anisotropic coefficient PDEs, the matrix $\mathscr{A}^{h}$ and its inverse typically have many small entries. Thus, one may drop the neighbors with weak connections in $\mathscr{A}^{k, l}$ before computing the approximate inverse. This is essentially the same idea as line relaxation which only applies to structured grids. One may further reduce the cost by discarding small entries in $\mathscr{M}^{h}$. It has been shown empirically [86] that the resulting complexity is only twice as expensive as point Gauss-Seidel for the anisotropic problem (36). In addition, since the determination of the lines or planes of anisotropy is done algebraically and automatically, SAI smoothing is applicable to both structured and unstructured grid computations in higher dimensions.

## 4. Coarsening

The design of interpolation and smoothing operators has been the main focus in improving multigrid performance. Coarsening, the selection of coarse grid points, can be as important as interpolation and smoothing, for instance, AMG coarsening [79] and semi-coarsening [40,41,81] are both critical components in their respective algorithms. The former selects coarse grid points algebraically according to strong connections and is robust for discontinuous and anisotropic coefficient PDEs. The latter selects coarse grid points geometrically according to the direction of strong coupling for anisotropic coefficient PDEs. Another approach, interface preserving coarsening [91], selects coarse grid points geometrically according to the shape of interfaces.

### 4.1. Semi-coarsening

For anisotropic coefficient problems, special smoothing techniques are discussed in Section 3 to improve multigrid efficiency. Coarsening has also shown to be another approach to recover fast multigrid convergence. The failure of standard multigrid is that the errors in the direction of weak anisotropy are not smoothed. Thus, they cannot be solved on the coarse grid. In the case of structured grids, one can apply standard coarsening to the direction of strong coupling only, i.e., the $y$-direction for the model problem (36), and select all the grid points as coarse grid points in the other directions, resulting in alternating $y=$ constant lines of coarse grid points. The drawback, however, is that the overall cost of multigrid will increase.

A related coarsening technique is the use of multiple semi-coarsened grids proposed by Mulder [73]. For nonlinear PDE problems where the direction of anisotropy changes from time to time, Mulder performed the coarse grid correction on two semi-coarsened grids in both $x$ - and $y$-direction on each level of grid. The complexity of the resulting algorithm turns out still to be proportional to the number of unknowns. Frequency decomposition multigrid, proposed by Hackbusch [56], is another method using several grid corrections. Three additional fully coarsened grids are formed by shifting the standard coarse grid by one grid point in the $x$ - and/or $y$-direction. Moreover, special prolongation and restriction operators are used to include also the high frequencies on the additional coarse grids so that the union of the ranges of the prolongation operators is the same as the fine grid function space. The filtering decomposition by Wittum [96,97] is another coarse grid correction method. Instead of including all the high frequencies, the coarse grid operator is required to have the same effect as the fine grid operator on a selected set of vectors, for instance, discrete sine functions with different frequencies. This principle is similar to the probing method proposed by Chan and Mathew [31] in domain decomposition.

### 4.2. AMG coarsening

In algebraic multigrid [79], the selection of coarse grid points ties strongly with the algebraic multigrid interpolation. Divide the fine grid points into the set of coarse $(C)$ and noncoarse $(F)$ grid points. In the ideal case where $C$ is chosen such that for each noncoarse grid point $i \in F$, its neighbors are all coarse gird points, i.e., $N_{i}=C_{i}$ (Section 2.4), the algebraic interpolation defined in (27) is exact; it is just Gaussian elimination as described in one dimension. Otherwise, the interpolation needs to approximate the values at the noncoarse grid point connections as given in
(29). On the other hand, the notion of strong connectedness is introduced to maintain sparsity by ignoring weak connections. Moreover, the approximation in (29) is more accurate if many strong noncoarse grid connection neighbors of $j$ are actually in $C_{i}$. Summing up, there are two criteria for algebraic coarsening:

1. For each noncoarse grid point $i$, each strong connection $j \in S_{i}$ should either be a coarse grid point $\left(j \in C_{i}\right)$, or should be strongly connected to at least one point in $C_{i}$.
2. The set of coarse grid point should form a maximal independent set with respect to strong connections.

The two criteria, in general, are conflicting with each other. Usually, the second criterion is used to select a potential small set of coarse grid points. Then noncoarse grid points may be added to satisfy the first criterion.

### 4.3. Other approach

Algebraic coarsening selects coarse grid points based on matrix entries. A recent approach, the interface preserving coarsening, can be considered as its geometric counterpart which is specifically designed for discontinuous coefficient PDEs. For this class of problems, multigrid is typically improved by a sophisticated interpolation such as those described in Section 2 which captures the discontinuous behavior of the derivatives of the solution along the interfaces. This is particularly important since the interface may not necessarily align with the coarse grids as usually demanded by theory $[18,45,98]$. However, linear interpolation can be just fine if the interface aligns with all coarse grids. The main idea of interface preserving coarsening [91] is thus to select coarse grid points which resolve the shape of the interface on all coarse grids.

## 5. Conclusion

Significant advances have been made in robust multigrid methods for elliptic linear systems in recent years. The variety of techniques developed have been steadily maturing, but will still have not quite reached the holy grail for multigrid methods that is algebraic and easily parallelizable, with complexity proportional to the number of unknowns, and with rate of convergence independent of the mesh size, the nature of the PDE coefficients, and the computational grids. The gray box philosophy may ultimately lead to a more flexible approach to developing multigrid algorithms which can make optimal use of any available information. Our discussion has been confined to the algorithmic developments. Parallelization and theoretical issues are nonetheless essential for the practical and intelligent use of multigrid in large scale numerical simulations.

There is still plenty of room for improvements in every aspects of robust multigrid to come in the years ahead. For instance, it is likely that the energy minimization principle will continue to be useful in constructing robust interpolation operators as new techniques are developed. On the other hand, the interplay between coarse grid basis and interpolation provides another perspective for constructing robust interpolation, for instance, through the use of special finite element basis recently developed for discontinuous and oscillatory coefficient PDEs.
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#### Abstract

Based on the geometric analysis of Gaussian elimination (GE) found in Neal and Poole (Linear Algebra Appl. 173 (1992) 239-264) and Poole and Neal (Linear Algebra Appl. 149 (1991) 249-272; 162-164 (1992) 309-324), a new pivoting strategy, Rook's pivoting (RP), was introduced in Neal and Poole (Linear Algebra Appl. 173 (1992) 239-264) which encourages stability in the back-substitution phase of GE while controlling the growth of round-off error during the sweep-out. In fact, Foster (J. Comput. Appl. Math. 86 (1997) 177-194) has previously shown that RP, as with complete pivoting, cannot have exponential growth error. Empirical evidence presented in Neal and Poole (Linear Algebra Appl. 173 (1992) 239-264) showed that RP produces computed solutions with consistently greater accuracy than partial pivoting. That is, Rook's pivoting is, on average, more accurate than partial pivoting, with comparable costs. Moreover, the overhead to implement Rook's pivoting in a scalar or serial environment is only about three times the overhead to implement partial pivoting. The theoretical proof establishing this fact is presented here, and is empirically confirmed in this paper and supported in Foster (J. Comput. Appl. Math. 86 (1997) 177-194). © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

The geometric analysis of Gaussian elimination (GE) presented in $[3,5,6]$ suggests that if the pivoting strategy used during the sweep-out phase (SWOP) of GE makes no attempt to control instability during the back-substitution phase (BSP), then the computed solution after back-substitution has been performed may bear little resemblance to the exact solution of the triangular system produced
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by the sweep-out. Rook's pivoting (RP) was introduced in [3] and is designed to simultaneously reduce round-off error during the SWOP and control instability that might arise during the BSP. Very simply, RP searches for pivots that are maximal in absolute value in both the row and column they reside. Partial pivoting (PP) abdicates any power to control BSP instability while complete pivoting (CP) does, in fact, exercise some control (during the SWOP) over the instability that might arise during the BSP. In fact, PP can admit exponential growth error while CP and RP do not [2]. In a minimal sense, RP resembles the pivoting strategy of Bunch and Kaufmann [1] applied to symmetric matrices. Sometimes referred to as "diagonal pivoting", the BK strategy, at each pivot selection step, searches two rows and columns in order to find a "pivoting element" (either of order one or order two) to maintain stability and symmetry throughout the SWOP. However, the similarity of the two strategies abruptly ends here.

Section 2 outlines the philosophy of the RP strategy. Section 3 contains an outline of a formal mathematical proof of the fact that the cost or overhead to implement RP in a scalar or serial environment is the same order of magnitude as the cost to implement PP. The empirical evidence supporting the theory in Section 3 is the subject of Section 4 (and corroborated in [2]). Section 5 contains empirical data to show that computed solutions based on RP are, on average, more nearly accurate than those based on PP. In Section 6, an example promised in an earlier paper [3], is presented to show a worst-case instability during the BSP of GE, in either CP or RP. This example underscores and clarifies the misunderstandings regarding the so-called "no problem phase" (i.e., BSP) of GE. Section 7 contains some conclusions and remarks. Finally, an amplified version with complete details is contained in [4].

## 2. The Rook's pivoting strategy

Suppose $\boldsymbol{A}=\left[a_{i j}\right]$ is a square matrix of order $n$ and $\boldsymbol{A} \boldsymbol{x}=\boldsymbol{b}$ is a linear system to be solved by Gaussian elimination (GE). As with PP and CP, RP is a strategy based on the magnitude of elements of $\boldsymbol{A}$. In RP, the $k$ th pivot is selected to have "dominion" (maximal absolute value) over both the row and column in which it lies. As does CP, RP confines its search for the $k$ th pivot to elements in rows $k$ through $n$ and columns $k$ through $n$ of $\boldsymbol{A}^{(k)}$, the modified coefficient matrix before the $k$ th step of the SWOP of GE is performed. Also, as with CP, RP selects for a pivot in the $(k, k)$ position of the upper-triangular matrix $\boldsymbol{U}$ an entry whose magnitude is greater than or equal to the magnitudes of all other entries in both its column (to minimize round-off error in the SWOP) and in its row (to foster stability during the BSP). However, unlike CP, it is established theoretically in Section 3 (and confirmed empirically in Section 4 and [2]) that RP rarely requires a complete search of every entry in the unswept sub-matrix of order $(n-k+1)$ in the lower right corner of $\boldsymbol{A}^{(k)}$ in order to find a suitable $k$ th pivot $(k=1,2, \ldots, n-1)$. To locate the $k$ th pivot using RP, one performs a sequential search (column, row, column, etc.) of the remaining unsearched vectors until an element has been located whose magnitude in absolute value is not exceeded by any other element in either the row or column it resides. If $r>k$, rows $r$ and $k$ are interchanged. If $c>k$, columns $c$ and $k$ are interchanged. Then the $k$ th step of the sweep-out phase of GE is performed on $\boldsymbol{A}^{(k)}$ to eliminate nonzero entries below the diagonal in column $k$, thus producing $\boldsymbol{A}^{(k+1)},(k=1,2, \ldots, n-1)$. Consequently, the cost of implementing RP in a serial environment varies between twice the cost of PP and the full cost of CP. In fact, we shall prove that the expected cost of implementing RP in a serial environment is about three times the cost of PP. This is precisely the goal of the next section.

## 3. The cost of implementing Rook's pivoting

No matter what pivoting-for-size strategy is employed, the amount of arithmetic performed to complete the SWOP and BSP of GE is exactly the same. The difference in the costs between strategies lies in the number of compares required to determine the pivots, as well as any other costs that might arise from data access and data management (to be discussed shortly).

When unnecessary duplicate compares are avoided, the total cost in number of compares required to locate all $n-1$ pivots using RP varies between the cost of PP and the cost of CP, namely between $\mathrm{O}\left(n^{2} / 2\right)$ and $\mathrm{O}\left(n^{3} / 3\right)$. We shall prove that the expected total number of compares for RP is $\mathrm{O}\left(3 n^{2} / 2\right)$ for all $n \geqslant 2$, even if duplicate compares are allowed. This compares favorably with the fixed cost of PP, namely $\mathrm{O}\left(n^{2} / 2\right)$ compares. As will be demonstrated in this section and the next, within the confines of a serial computing environment, rarely does the cost of RP approach the fixed cost of CP. Foster [2] empirically confirms, under independent testing, that RP is only slightly more costly than PP. Moreover, Foster has shown that RP does not have the exponential growth error that PP sometimes experiences.

Before outlining the proof regarding the expected costs of RP, there is one other issue we must discuss regarding the implementation of RP, namely the costs of data access. Unlike PP and CP in which data can be organized to take advantage of storage and retrieval in some architectures relative to some languages (i.e., by rows in a "C" environment or by columns in a FORTRAN environment), the RP strategy necessitates that one access data by both rows and columns. On the surface, one might question the use of RP for large linear systems since severe page faulting may arise throughout the process of searching for its pivots. The investigation into this issue depends on the size of the linear system and the size of machine memory. However, a careful but simple analysis of the entire process of GE (including data management, the pivot selection strategy, the SWOP and the BSP), one can easily show for a given fixed memory size (pages of memory available), that as the size $n$ of the linear system increases, the percentage of time spent in page faults for the pivot-selection phase against the total time of the GE algorithm decreases towards zero. In other words, if page faulting becomes a problem for pivot selection, it becomes a problem for the entire algorithm, especially in view of the theory presented in this section and the empirical evidence presented in the next section. Besides, cache and register management is more of a concern today for large data sets than page faults. For example, LAPACK involves a block algorithm design to address good cache behavior. Finally, all the numerical experiments found in [2], and in this paper, confirm the fact that RP is only slightly more expensive than PP in a serial environment.

We begin to outline our proof with a theoretical demonstration. Suppose we are attempting to locate the first Rook's pivot, labeled $p^{*}$, in a linear system of order $n$. Here, $\boldsymbol{V}$ may denote either a row vector or column vector. Eventually, we wish to (1) compute $P_{i}$, the probabilities that $p^{*}$ is in $V_{i}$, the $i$ th vector searched (and in no previous vector $\boldsymbol{V}_{j}, j<i$ ), and (2) compute $C(i)$, the total number of compares required to confirm that $p^{*}$ is in the $i$ th vector searched (and in no previous vectors) using the RP strategy. To perform these computations, we shall define a random variable $C$ whose possible values depend on the size of the matrix and the (variable) number of vectors that must be searched in order to locate a suitable Rook's pivot. To this end, we offer a few preliminary observations and establish some basic notation.

We shall say that a component $t$ of the vector $\boldsymbol{V}$ is maximal in $\boldsymbol{V}$ if it is the first element encountered (top-to-bottom of a column vector or left-to-right of a row vector) whose magnitude is
greater than or equal to the magnitude of every component of $\boldsymbol{V}$. Also, we shall use $L(\boldsymbol{V})$ to denote the number of components in $\boldsymbol{V}$.

First, consider a coefficient matrix $\boldsymbol{A}$ of order $n$ in which the first Rook's pivot, $p^{*}$, happens to be in column number one. This means that $p^{*}$ is the first element in a top-to-bottom search of column one whose magnitude is greater than or equal to the magnitude of all other elements of column one, and whose magnitude (by chance) happens to be greater than or equal to the magnitudes of all other elements to its right in the same row. For convenience, it is initially assumed that $p^{*}$ is in row $r$ of $\boldsymbol{A}$. That is, $a_{r 1}$ is maximal in the first column vector of the matrix $\boldsymbol{A}$.

Let $\boldsymbol{V}_{1}=\left[\begin{array}{llll}a_{11} & a_{21} & \cdots & a_{n 1}\end{array}\right]^{\mathrm{t}}$ denote the $n$-component vector in column one of $\boldsymbol{A}$ and let $\boldsymbol{V}_{2}=$ $\left[\begin{array}{lllll}a_{r 2} & a_{r 3} & a_{r 4} & \cdots & a_{r n}\end{array}\right]$ denote the $(n-1)$-component vector in row $r$ of $\boldsymbol{A}$ which omits the column one component. So $\left|p^{*}\right|$ is at least as big as the magnitudes of every entry in $\boldsymbol{V}_{1}$ and $\boldsymbol{V}_{2}$. We shall describe this situation by saying that the maximal entry $p^{*}$ of $\boldsymbol{V}_{1}$ is maximal through $\boldsymbol{V}_{2}$.

Let $P_{k}$ be the probability that a suitable Rook's pivot is located in the $k$ th vector searched (and in no previous vectors). Then $P_{1}$ is the probability that $p^{*}$ is in the first column of the matrix $\boldsymbol{A}$. That is, $P_{1}$ is the conditional probability that $p^{*}$ is maximal through $\boldsymbol{V}_{2}$ given that $p^{*}$ is maximal in $\boldsymbol{V}_{1}$. The probability that $p^{*}$ is maximal in $\boldsymbol{V}_{1}$ is just $1 / L\left(\boldsymbol{V}_{1}\right)=1 / n$. The probability that $p^{*}$ is maximal through $\boldsymbol{V}_{2}$ is $1 /\left[L\left(\boldsymbol{V}_{1}\right)+L\left(\boldsymbol{V}_{2}\right)\right]=1 /(n+n-1)$. So,

$$
\begin{equation*}
P_{1}=\frac{1 /\left(L\left(\boldsymbol{V}_{1}\right)+L\left(\boldsymbol{V}_{2}\right)\right)}{1 / L\left(\boldsymbol{V}_{1}\right)}=\frac{L\left(\boldsymbol{V}_{1}\right)}{L\left(\boldsymbol{V}_{1}\right)+L\left(\boldsymbol{V}_{2}\right)}=\frac{n}{2 n-1} . \tag{3.3}
\end{equation*}
$$

Moreover, the number of compares required to confirm that $p^{*}=a_{r 1}$ is the first pivot is given by

$$
\begin{equation*}
C(1)=\left(L\left(\boldsymbol{V}_{1}\right)-1\right)+L\left(\boldsymbol{V}_{2}\right)=(n-1)+(n-1)=2(n-1) . \tag{3.4}
\end{equation*}
$$

Before determining the remaining probabilities, $P_{2}$ through $P_{2 n-1}$, it is important to clarify the assumptions used in computing $P_{1}$, which are also used in computing the remaining probabilities $P_{i}$. In the absence of knowing the initial matrix pattern (for example, symmetric, diagonally dominant, banded, etc.), we shall assume the entries of the coefficient matrix are randomly distributed among the positions of the matrix. Moreover, in the absence of knowing the initial distribution of the entries themselves (uniform, normal, symmetric, skewed, etc.), we shall assume the entries of the coefficient matrix form a uniformly distributed set.

The first assumption is not unreasonable. The more random the distribution of the matrix entries, the more time must be consumed to locate a suitable Rook's pivot. Likewise, the second assumption is not unreasonable because Trefethen and Schreiber [8] have observed that whatever the distribution of the entries in the initial coefficient matrix, the entries in the sequence $\boldsymbol{A}^{(k)}$ of submatrices determined by PP tend toward a normal distribution. We believe the same property holds for RP and will assume this to be the case. With these assumptions we shall proceed with the computation of probabilities.

Now, suppose $a_{r 1}$ is maximal in $\boldsymbol{V}_{1}$, but $a_{r s}(s>1)$ is maximal in $\boldsymbol{V}_{2}$ so that $\left|a_{r 1}\right|<\left|a_{r s}\right|$. Then $a_{r 1}$ is not the first Rook's pivot, and the magnitudes of the $n-1$ components of the column vector $\boldsymbol{V}_{3}=\left[\begin{array}{lllllll}a_{1 s} & a_{2 s} & \cdots & a_{r-1, s} & a_{r+1, s} & \cdots & a_{n, s}\end{array}\right]^{t}$ must be compared to $\left|a_{r s}\right|$ to determine if $p^{*}=a_{r s}$. In what follows, it is important to understand how the sequence of vectors $\left\{\boldsymbol{V}_{1}, \boldsymbol{V}_{2}, \ldots, \boldsymbol{V}_{k}\right\}$ is determined and defined using the RP strategy to locate $p^{*}$.

In searching for $p^{*}$ in any matrix $\boldsymbol{A}$ of order $n, \boldsymbol{V}_{1}$ is the first vector searched (column one of $\boldsymbol{A}$ ), $\boldsymbol{V}_{2}$ is the second vector searched (the partial row of $\boldsymbol{A}$ corresponding to the entry maximal in $\boldsymbol{V}_{1}$,
omitting the component common to $\boldsymbol{V}_{1}$ ), and $\boldsymbol{V}_{i}$ is the $i$ th vector searched, omitting any components in $\boldsymbol{V}_{j}$, for $j=1, \ldots, i-1$. If $i>1$ is odd, $\boldsymbol{V}_{i}$ is a partial column vector of $\boldsymbol{A}$; otherwise, $\boldsymbol{V}_{i}$ is a partial row vector. Note that $L\left(\boldsymbol{V}_{1}\right)=n, L\left(\boldsymbol{V}_{2}\right)=L\left(\boldsymbol{V}_{3}\right)=(n-1)$, and $L\left(\boldsymbol{V}_{4}\right)=L\left(\boldsymbol{V}_{5}\right)=n-2$, and so forth. Furthermore, it is not difficult to show

$$
\begin{equation*}
L\left(\boldsymbol{V}_{i}\right)=n-[i / 2] \quad \text { for } i=1,2, \ldots,(2 n-1) \tag{3.5}
\end{equation*}
$$

where $[i / 2]$ denotes the greatest integer function. Note that $L\left(\boldsymbol{V}_{i}\right) \geqslant L\left(\boldsymbol{V}_{i+1}\right)$ for each $1 \leqslant i \leqslant 2 n-1$, and $L\left(\boldsymbol{V}_{2 n-2}\right)=L\left(\boldsymbol{V}_{2 n-1}\right)=n-(n-1)=1$. So $n \geqslant L\left(\boldsymbol{V}_{i}\right) \geqslant 1$ for each $1 \leqslant i \leqslant 2 n-1$. Also note that $L\left(\boldsymbol{V}_{2 n}\right)=0$.

Now suppose $\left\{\boldsymbol{V}_{1}, \boldsymbol{V}_{2}, \boldsymbol{V}_{3}, \ldots, \boldsymbol{V}_{k}, \boldsymbol{V}_{k+1}\right\}$ is the exact sequence of vectors searched to locate a suitable Rook's pivot $p^{*}$ where $k \geqslant 1$. If $k<(2 n-2)$, then $k$ represents the smallest integer for which (1) $p^{*}$ is maximal in $\boldsymbol{V}_{k}$, (2) $p^{*}$ has magnitude greater than or equal to the magnitude of each component in $\boldsymbol{V}_{k+1}$, and (3) $p^{*}$ has magnitude strictly greater than the magnitude of each component of the vectors in $\left\{\boldsymbol{V}_{1}, \boldsymbol{V}_{2}, \ldots, \boldsymbol{V}_{k-1}\right\}$. In this case, $p^{*}$ is in $\boldsymbol{V}_{k}$, the second to last vector searched and we shall say that $p^{*}$ is maximal up through $\boldsymbol{V}_{k+1}$. In case $k=(2 n-2)$, $p^{*}$ could be in either $\boldsymbol{V}_{2 n-2}$, the second-to-last vector searched or in $\boldsymbol{V}_{2 n-1}$, the last vector searched (a column vector of length one).

Now $P_{2}$ is the probability that $p^{*}$ is not in $\boldsymbol{V}_{1}$ multiplied by the conditional probability that $p^{*}$ is maximal up through $\boldsymbol{V}_{3}$ given that $p^{*}$ is maximal in $\boldsymbol{V}_{2}$. That is,

$$
\begin{equation*}
P_{2}=\left(1-P_{1}\right) \frac{1 /\left(L\left(\boldsymbol{V}_{1}\right)+L\left(\boldsymbol{V}_{2}\right)+L\left(\boldsymbol{V}_{3}\right)\right)}{1 /\left(L\left(\boldsymbol{V}_{1}\right)+L\left(\boldsymbol{V}_{2}\right)\right)}=\frac{n-1}{3 n-1} . \tag{3.6}
\end{equation*}
$$

Also, the number of compares required to confirm that $p^{*}$ is in $V_{2}$ is given by

$$
\begin{equation*}
C(2)=\left(L\left(\boldsymbol{V}_{1}\right)-1\right)+L\left(\boldsymbol{V}_{2}\right)+L\left(\boldsymbol{V}_{3}\right)=C(1)+L\left(\boldsymbol{V}_{3}\right)=3(n-1) . \tag{3.7}
\end{equation*}
$$

To determine $P_{k}$ for $k=3,4, \ldots, 2 n-1$, we list the following lemmas, corollaries, and theorems, but for the sake of space, proofs are omitted. However, some proofs are rather technical, but easy [4].

Lemma 3.1. For all $n \geqslant 2$ and for each $k=2,3, \ldots, 2 n-1$,

$$
P_{k}=\frac{\left(1-\sum_{i=1}^{k-1} P_{i}\right)\left(\sum_{i=1}^{k} L\left(\boldsymbol{V}_{i}\right)\right)}{\sum_{i=1}^{k+1} L\left(\boldsymbol{V}_{i}\right)}
$$

Lemma 3.2. For all $n \geqslant 2$ and for any $k=2,3, \ldots, 2 n$,

$$
1-\sum_{i=1}^{k-1} P_{i}=\prod_{j=2}^{k}\left(\frac{L\left(\boldsymbol{V}_{j}\right)}{\sum_{i=1}^{j} L\left(\boldsymbol{V}_{i}\right)}\right)
$$

Corollary 3.3. For all $n \geqslant 2, \sum_{i=1}^{2 n-1} P_{i}=1$.

Lemma 3.4. For any $n \geqslant 2$ and for all $k=2,3, \ldots, 2 n-1$,

$$
P_{k}=\prod_{j=2}^{k-1}\left(\frac{L\left(\boldsymbol{V}_{\boldsymbol{j}}\right)}{\sum_{i=1}^{j} L\left(\boldsymbol{V}_{i}\right)}\right)\left(\frac{L\left(\boldsymbol{V}_{k}\right)}{\sum_{i=1}^{k+1} L\left(\boldsymbol{V}_{i}\right)}\right) .
$$

Lemma 3.5. For any integer $j \geqslant 2, j[j / 2]-\sum_{i=1}^{j}[i / 2]>0$.
Lemma 3.6. For any $n \geqslant 2$ and for all $k=2,3, \ldots, 2 n-1$,

$$
0<\left(\frac{L\left(\boldsymbol{V}_{j}\right)}{\sum_{i=1}^{j} L\left(\boldsymbol{V}_{i}\right)}\right)<\frac{1}{j} .
$$

Lemma 3.7. For any $n \geqslant 2$ and for all $k=2,3, \ldots, 2 n-1$,

$$
0<\left(\frac{L\left(\boldsymbol{V}_{k}\right)}{\sum_{i=1}^{k+1} L\left(\boldsymbol{V}_{i}\right)}\right)<\frac{1}{k+1} .
$$

Theorem 3.8. For any $n \geqslant 2$ and for all $k=2,3, \ldots, 2 n-1$,

$$
0<P_{k}<\frac{k}{(k+1)!}
$$

Proof. Follows immediately from Lemmas 3.4, 3.6 and 3.7.
Theorem 3.8 provides practical and useful upper bounds for $P_{k}(k=2,3, \ldots, 2 n-1)$ which are independent of $n$, the size of the square matrix being searched using the Rook's pivot strategy. These bounds show just how unlikely it is that the RP search strategy requires anything near an entire search of the matrix $\boldsymbol{A}$ before an entry is found whose magnitude is maximal in both its row and its column.

Eq. (3.3) provides a lower bound of $\frac{1}{2}$ for $P_{1}$ if $n \geqslant 2$. So a rather important observation about PP is that for any position, PP selects a pivot that is maximal in its row as well as in its column with a probability at least $\frac{1}{2}$. This is precisely the reason $P P$ is so successful in practice. At least half the time PP makes the correct choice for a pivot.

Corollary 3.3 and the first inequality of Theorem 3.8 show that the $P_{i}$ 's, for $i=1,2, \ldots, 2 n-1$ satisfy the criteria to be a valid probability distribution. So the number of compares required to locate the first Rook's pivot $p^{*}$ in a matrix of order $n$ is indeed a random variable $C$ with $2 n-1$ integer values (one for each $P_{k}$ ). Now $C(k)$ denotes the number of compares required to confirm that the first pivot is found in $\boldsymbol{V}_{k}$, the $k$ th vector searched, and not in any previous vector $\boldsymbol{V}_{i}$ for $i=1,2, \ldots, k-1$ using the RP strategy. We have seen that $C(1)=2(n-1)$ is the minimum value of this random variable (Eq. (3.4)).

Theorem 3.9. For any $n \geqslant 2$ and for each $k=2,3, \ldots, 2 n-1$,

$$
C(k)=(k+1)(n-1)-\left[\frac{(k-1)^{2}}{4}\right] .
$$

Proof. Note that $C(k)=C(k-1)+L\left(\boldsymbol{V}_{k+1}\right)=C(k-1)+n-[(k+1) / 2]$. Now use induction on $k$ and Eqs. (3.4) and (3.7).

From Theorem 3.9,

$$
\begin{equation*}
C(2 n-1)=C(2 n-2)=n^{2}-1 . \tag{3.8}
\end{equation*}
$$

Just before proving the main theorem, by considering the previous lemmas and theorems, notice what is involved to determine the expected number of compares $E_{2}$ to locate the first pivot for a system of order $n=2$. That is, since $2 n-1=3, C(2)=C(3)=3$ and we have

$$
\begin{equation*}
E_{2}=\sum_{k=1}^{3} P_{k} C(k)=\left(\frac{2}{3}\right)(2)+\left(\frac{1}{5}\right)(3)+\left(\frac{2}{15}\right)(3)=\frac{7}{3} . \tag{3.9}
\end{equation*}
$$

We are now prepared to state and prove the main theorem in this paper which establishes that, on average and under the stated assumptions, RP requires approximately $3(n-1)$ compares to locate the first pivot of a matrix of order $n$. That is, RP is about three times more expensive than PP.

Theorem 3.10. The expected number of compares $E_{n}$ required to locate the first Rook's pivot $p^{*}$ in a linear system of order $n \geqslant 2$ is $\mathrm{O}(3(n-1))$.

Proof. By Eq. (3.9), $E_{2}=\frac{7}{3}<3(n-1)$ when $n=2$. Now assume that $n>2$ and note that $E n=$ $\sum_{k=1}^{2 n-1} C(k) P_{k}$. Consequently, $E_{n}$ satisfies the following equalities and inequalities:

$$
\begin{aligned}
E_{n} & =\sum_{k=1}^{2 n-1}\left\{(k+1)(n-1)-\left[(k-1)^{2} / 4\right]\right\} P_{k} \\
& \leqslant \sum_{k=1}^{2 n-1}(k+1)(n-1) P_{k}=(n-1) \sum_{k=1}^{2 n-1}(k+1) P_{k} \\
& <(n-1)\left(2\left(\frac{n}{2 n-1}\right)+\sum_{k=2}^{2 n-1}\left(\frac{(k+1) k}{(k+1)!}\right)\right) \\
& =(n-1)\left(\left(\frac{2 n}{2 n-1}\right)+\sum_{k=2}^{2 n-1}\left(\frac{1}{(k-1)!}\right)\right) \\
& <(n-1)\left(1+\frac{1}{2 n-1}+e-1\right) \\
& =\left(\frac{n-1}{2 n-1}\right)+e(n-1) \\
& <\frac{1}{2}+e(n-1) \\
& <3(n-1) \text { for all } n>2 .
\end{aligned}
$$

Therefore, $\mathrm{O}\left(E_{n}\right) \leqslant \mathrm{O}[e(n-1)] \leqslant \mathrm{O}[3(n-1)]=\mathrm{O}(n-1)$.
Note that the first inequality above abandons the assumption that unnecessary duplicate compares are avoided. By way of contrast, recall the number of compares required to locate the first pivot using PP and CP are, respectively, $(n-1)$ and $\left(n^{2}-1\right)$. So, with $n \geqslant 2$, the expected cost of locating the first pivot using RP is approximately 3 times the cost of PP, even when unnecessary duplicate

Table 1
Cost in number of compares to locate all $n-1$ pivots of a system of order $n$ using the PP, CP, and RP strategies

|  | Number of compares required to locate all $n-1$ pivots using |  |  |  |
| ---: | :--- | :--- | :--- | :--- |
|  | PP | CP | RP (expected) | RP (expected) <br> approximated <br> $e(n-1) n$ <br> 2 |
| $n$ | $\sum_{i=2}^{n}(i-1)$ | $\sum_{i=2}^{n}\left(i^{2}-1\right)$ | $\sum_{i=1}^{2 n-1} P(i) C(i)$ | 2.7 |
| 5 | 1 | 3 | 2.333 | 27.2 |
| 10 | 10 | 50 | 117.041 | 122.3 |
| 50 | 45 | 375 | 3296.626 | 3329.9 |
| 100 | 1225 | 42875 | 13386.490 | 13455.5 |
| $10^{3}$ | 4950 | 338250 | 1.357063 .656 | 1357781.8 |
| $10^{4}$ | 499500 | 3999500 | $3.33383325 \times 10^{11}$ | $1.35912 \times 10^{10}$ |

compares are not avoided. As we shall observe, the expected cost to locate all $(n-1)$ RP pivots is about 3 times the cost to locate all PP pivots.

The nature of the random variable $C$, that is, the formulas that give the number of compares required to locate a suitable Rook's pivot (Theorem 3.9) and the probabilities associated with these number of compares (Lemma 3.4 and Theorem 3.8) are assumed to be the same for any square sub-matrix of the original square matrix of order $n$. Thus, one need only replace $n$ with $n-q$ in Theorems 3.8, 3.9 and Lemma 3.4 to obtain the random variable $C$ and its associated probability distribution for the number of compares to locate the $(q+1)$ th Rook's pivot $(q=1,2, \ldots, n-2)$.

Corollary 3.11. The expected total number of compares $E_{T}$ required to locate all ( $n-1$ ) Rook's pivots is $\mathrm{O}\left(3 n^{2} / 2\right)=\mathrm{O}\left(n^{2}\right)$.

Proof. $E_{T} \sim \sum_{i=2}^{n} 3(i-1)=3 \sum_{i=2}^{n}(i-1)=3 \sum_{k=1}^{n-1} k=3(n-1) n / 2$.
By way of comparison, the total number of compares required to locate all $(n-1)$ pivots by PP (Eq. (3.1)) and CP (Eq. (3.2)) are, respectively, $(n-1) n / 2$ and $\left(2 n^{3}+3 n^{2}-5 n\right) / 6$.

Table 1 shows the cost in number of compares required to implement partial, Rook's, and complete pivoting on linear systems of order $n$. To insure accuracy, the third column of Table 1 was obtained using Lemma 3.4 and Theorem 3.9 and extended precision (19-20 digit floating point arithmetic).

Under the stated assumptions about the initial coefficient matrix and the subsequent, sweep-out induced submatrices $A^{(k)}$, it is clear that RP and PP are similar in costs and both are orders of magnitude less expensive than CP. Moreover, Section 5 will contain empirical evidence establishing that the accuracy expected from RP is superior to that expected from PP. This is due, in part, to two factors: First, RP cannot have exponential error growth as can PP [2]. Second, unlike PP, the favorably oriented hyperplanes (i.e., the measure of orthogonality between the rows of U in the LU decomposition) produced by RP fosters a high degree of stability during the back-substitution phase (see [3,5,6,9]).

Table 2
Ratio of number of compares using RP to number of compares using PP for randomly generated matrices with entries which represent either a uniform distribution or normal distribution

| $n$ |  |  |  |
| :--- | :--- | :--- | :--- |
| $n$ matrix <br> order | Number of <br> systems <br> $(k)$ | Uniform <br> dist | Normal <br> dist |
| 10 | 1000 | 2.719 | $A_{n} / W_{n}$ |
| 15 | 1000 | 2.770 | 2.658 |
| 20 | 1000 | 2.819 | 2.709 |
| 25 | 1000 | 2.872 | 2.753 |
| 50 | 1000 | 2.989 | 2.782 |
| 75 | 1000 | 3.053 | 2.894 |
| 100 | 1000 | 3.107 | 2.966 |
| 125 | 1000 | 3.136 | 3.021 |
| 150 | 1000 | 3.163 | 3.055 |
| 200 | 500 | 3.2184 | 3.096 |
| 300 | 200 | 3.2787 | 3.149 |
| 400 | 150 | 3.3146 | 3.215 |
| 500 | 100 | 3.3432 | 3.273 |

## 4. Empirical evidence on cost of Rook's pivoting

This section contains empirical data supporting the conclusions of Theorem 3.10 regarding the cost of locating the first Rook's pivot. Moreover, we compare the cost of locating all of the Rook's pivots to the cost of locating all the pivots by PP and CP.

The power of MATLAB [11] and specially designed M-files were exploited to generate, massage, and provide appropriate graphs to empirically compare the cost of RP to PP. For certain values $k$ and $n, k$ coefficient matrices of order $n$ were generated whose entries were uniform over the interval $\left[-10^{4}, 10^{4}\right]$, and randomly distributed by position. The actual number of compares required to implement the RP strategy was calculated for each system and the average $A_{n}$ was determined over the $k$ generated systems of order $n$. Then, to compare RP to PP, the quotient $A_{n} /[n(n-1) / 2]=A_{n} / W_{n}$ was computed for each size $n$. We repeated this experiment using a normal distribution of the entries in the coefficient matrix which were randomly distributed across the positions of the matrix. The results are provided in Table 2.

In addition, for each matrix, the number of vectors searched required to locate each of the $n-1$ Rook's pivots was saved. From this information, the number of compares required to locate each of the pivots could be computed. Then, over the $k$ generated matrices, the average number of compares was computed. The pivot which generated the largest average over the $k$ matrices was also determined. From the data generated for each triple ( $n=$ size, type $=$ uniform or normal, $k=$ How many matrices), a sequence of graphs was produced. The purpose of studying these sequences of graphs was to observe the behavior of RP as the size of the coefficient matrix increased, for either the uniform case or the normal case. Our analysis included systems of orders up to 1000 and was much more extensive than the results presented here. However, we will limit our presentation to matrices of order $n=200$ and provide a sample of the results. Figs. 1a and b represent data from


Fig. 1. (a) Uniform. (b) Normal.

500 uniform and 500 normal systems, each of order 500. Additional data and graphs are contained in [4].

There are three important observations regarding Figs. 1a and b. First, since the theory presented in Section 3 is based on uniform distributions and all 500 coefficient matrices were designed to have such an initial distribution, it is not surprising that the ratio of averages for the first pivot is approximately Napier's $\boldsymbol{e}$, as theorized and expected. In fact, by running a simulation over 600 matrices of orders $10-300$, in which each submatrix throughout the sweep-out phase was designed to have a normal distribution, the average number of compares for RP was 2.7157 times the cost of


Fig. 2.

PP. By running an identical simulation for matrices with normal distributions, the factor was 2.7105 . The graphs of this simulation are presented in Fig. 2. Second, since an initial uniform distribution challenges the RP strategy more than an initial normal one, the pivot requiring the largest number of compares, on average, is realized earlier in the uniform case than the normal one. Third, as noted in [8], the distribution of the elements in $\boldsymbol{A}^{(k)}$ tends toward normal throughout the SWOP. This fact explains why the two graphs in Figs. 1a and b resemble each other as the SWOP progresses. Namely, the graphs tend toward the same number of vectors searched, or the same ratio of compares (Rook's to partial). Fourth, even though $\boldsymbol{A}^{(k)}$ tends towards a normal distribution as $k$ increases, "normal" does not have much meaning when $n<6$ and the number of elements in the coefficient matrix is less than 30 . This explains why the last portion of these two graphs drops off accordingly at the end. That is, when the SWOP of Gaussian elimination has reduced the search for the Rook's pivot from a given matrix $\boldsymbol{A}$ of order $n$ to a matrix $\boldsymbol{A}^{(k)}$ of order less than 6 , the number of compares required to locate the Rook's pivots is significantly less than $\boldsymbol{e}$.

## 5. Empirical evidence on accuracy of Rook's pivoting

The geometric analysis of both phases of GE presented in [3,5] clearly indicates that a pivoting-for-size strategy which selects as pivots those entries whose magnitudes are maximal in both their column and their row will, on average, produce more nearly accurate results than PP. CP is such a strategy, but it is cost prohibitive. As demonstrated in the previous section, RP is such a strategy whose magnitude of cost is the same as PP , far less than the cost for CP . In this section we compare the average total error between solutions of linear systems computed by PP, MATLAB's $\mathrm{A} \backslash \mathrm{b}$ Routine (ML), RP, and CP. These linear systems were designed to provide a range of examples with the following properties: (1) All entries and solutions are exactly machine representable, (2) all
systems are solved in IEEE double-precision, (3) the entries of each matrix are either normally or uniformly distributed among themselves and the magnitudes of the entries in the coefficient matrices lie in the interval $\left[10^{-4}, 10^{4}\right]$, (4) the collection of systems and their condition numbers cover the spectrum from $10^{6}$ to $10^{18}$, (5) systems of order $25-500$ were considered in the analysis. However, we only discuss and present the graphs for the case $n=100$. The results are comparable for systems of other orders [4].

The method by which these linear systems were crafted is explained in Section 3 of Neal and Poole [3]. Briefly, thousands of integer linear systems with integer solutions were randomly generated and then modified by the technique of Rice [7] to assume condition numbers within some designated interval, usually $\left[10^{6}, 10^{18}\right]$. Note: The reason for not including linear systems with condition numbers inside the interval $\left[10^{0}, 10^{6}\right]$ is that in double-precision arithmetic, the errors resulting from any one of the four methods ( $\mathrm{PP}, \mathrm{ML}, \mathrm{RP}, \mathrm{CP}$ ) is insignificant. That is, double-precision is sufficient to minimize the effects of round-off error during the SWOP and to mask any instability during the BSP, even for moderately ill-conditioned systems.

To compare the accuracies of the double-precision-computed solutions between the four pivoting strategies, over 6000 linear systems of order 100 were generated whose coefficients represented a Normal distribution, and whose condition numbers spanned the interval $\left[10^{6}, 10^{18}\right]$. Each of these linear systems was solved by each of the four methods: PP, RP, CP and ML. Fourteen pieces of data were stored for each of the linear systems in a 6000 by 14 data file called datanorm.ill: $L_{2}$-norm condition number, the seed producing the system, the $L_{2}$-norm error from each of the four methods, $L$-infinity norm error from each of the four methods, and the back-substitution phase error multipliers (a single vector) for each of the four strategies. To summarize the process of graphically comparing the accuracies between PP, RP, CP and ML, we constructed an M-file, called plotill.m, designed to massage the datanorm. ill file in the following manner: For size $=100$, plotill (size, increments, minlog, maxlog) (1) loads the data file datanorm.ill and accepts as input $k=$ increments, and $6 \leqslant \operatorname{minlog}<\operatorname{maxlog} \leqslant 18$, then sets $w=\operatorname{maxlog}-\operatorname{minlog}$; (2) partitions the interval [minlog, maxlog $+1 / k$ ] into $w * k+1$ subintervals or "bins" of equal width $1 / k$; (3) scans the array datanorm.ill and locates all systems with condition numbers COND such that $\log _{10}($ COND $)$ is contained in the interval [minlog, maxlog $+1 / k$ ]; (4) for each bin, the average $L_{2}$-norm error is computed for each of the four pivoting strategies over the systems in the bin. The resulting four plot points are assigned with first component being the average of the condition numbers over the systems in the bin. Any bin not containing a minimum of 30 systems is omitted; (5) plots four polygonal graphs, one for each of PP, RP, ML and CP, with horizontal axis ranging over [10minlog, 10 maxlog] and vertical axis ranging over [0, maxerror + ], automatically scaled by MATLAB [11].

The generation of data was repeated for linear systems of order 100 whose coefficients represented a uniform distribution. As long as (minlog $-\max \log$ ) $\geqslant 2$, the resulting graphs all had an appearance similar to that represented by the four graphs in Figs. 3-6.

Fig. 3 contains four graphs generated from the data bank datanorm.ill (containing 6000 normal systems) when the parameters entered for M-file plotill were minlog $=6$, maxlog $=9$, and increments $=2$. The $L_{2}$-norm (rather than the $L$-infinity norm) was selected to measure the error. The code at the top of each figure matches the pivoting strategy to its graph type. The vertical scale is based on the maximum $L_{2}$-norm error. In Fig. 3, the error ranged from very small to approximately $4.5 \times 10^{-8}$. The text inside the figure indicates that 1668 of the 6000 systems had coefficient matrices with condition numbers in the interval $\left[10^{6}, 10^{9}\right]$.


Fig. 3. Normal.


Fig. 4. Normal.

The parameters and data sets give in Table 3 were used to generate the next three sets of graphs in Figs. 4-6.

The magnitudes of the average $L_{2}$-norm errors in each bin were generally ordered (largest to smallest) as $\mathrm{PP} \geqslant \mathrm{ML} \geqslant \mathrm{RP} \geqslant \mathrm{CP}$. Moreover, RP tracked closely with CP, while MATLAB's method tracked closely with PP. It might be noted here that MATLAB (ML) uses the code that was historically attributed to Fortran's management of data, namely by columns and not rows. On the other hand, our code for PP uses the traditional, pedagogical management of data, namely by rows. It is


Fig. 5. Uniform.


Fig. 6. Uniform.

Table 3

| Figure | Data set | Condition | Increments | No. of sys. |
| :--- | :--- | :--- | :--- | :---: |
| 5.2 | Datanorm | $\left[10^{8}, 10^{10.5}\right]$ | 3 | 1549 |
| 5.3 | Dataunif | $\left[10^{12}, 10^{16.5}\right]$ | 2 | 1869 |
| 5.4 | Dataunif | $\left[10^{14}, 10^{16}\right]$ | 2 | 834 |

the difference in the order of arithmetic that explains the difference in computed solutions. However, the explanation of why ML does a better job than PP, on average, is not yet fully understood.

## 6. Worst-case instability in back substitution

As noted in [3], computing and reviewing the back-substitution phase error multipliers (BSP EMs) is an inexpensive way to check for instability in the back-substitution phase of GE. It is our experience that the magnitudes of all BSP EMs for either CP or RP rarely exceed 10 [3]. However, it can be shown by induction that in the worst case, CP and RP may produce upper-triangular systems for which $\|m\|_{\infty}=2^{n-2}$ where $n$ is the dimension of the system [3]. So even CP and RP might produce upper-triangular systems for which the BSP is unstable, a rarity under either strategy. We illustrate this fact with the following example which was promised in [3, p. 254].

Example 6.1. Recall from [3, p. 247] that the BSP error multipliers can be obtained by solving the triangular system $\boldsymbol{U} \boldsymbol{y}=\varepsilon$ where $\boldsymbol{U}$ is the triangular matrix derived from the sweep-out phase of GE and $\varepsilon=\left[0,0, \ldots, 0, \boldsymbol{u}_{n n}\right]^{\mathrm{t}}$. Consider the upper triangular matrix $\boldsymbol{U}$ of order $n$ for which $u_{i i}=1$, for $i=1$ to $n$ and $u_{i j}=-1$ for $j \geqslant i$. $\boldsymbol{U}$ could be obtained through the sweep-out phase using either CP or RP (or any other strategy which leaves $\left|u_{i i}\right| \geqslant\left|u_{i j}\right|$ for each $i$ ). Solving $\boldsymbol{U} \boldsymbol{y}=\varepsilon$, one finds that $\boldsymbol{m}=\left[2^{n-2}, 2^{n-3}, \ldots, 2,1,1\right]^{\mathrm{t}}$ and hence, $\|m\|_{\infty}=2^{n-2}$. Thus, apart from any round-off error that may occur during the back-substitution phase, if there is any error in the first computed component, no matter how small or seemingly insignificant, the error will be magnified (instability) as it is propagated through the back-substitution process (see example in [5, p. 257]). However, as noted earlier, such examples are very pathological and our experiences indicate that usually $\|m\|_{\infty} \leqslant 10$ with RP.

## 7. Conclusions

In addition to the many remarks found in the conclusions of Neal and Poole [3] and Poole and Neal $[5,6]$ three additional practical conclusions are provided here, as well as one philosophical remark.

First, as with CP, RP usually produces an upper-triangular system whose hyperplanes are very well-oriented with respect to their corresponding coordinate axes [3,5,9]. Also, as with CP, RP usually produces BSP EMs whose magnitudes are much smaller than those produced by PP. That is, empirical evidence suggests that except for highly contrived pathological systems, RP and CP usually produce upper-triangular systems whose corresponding hyperplanes are well-oriented with respect to their coordinate axes, but more importantly, they are also well-oriented with respect to each other [3,9]. So, if the sweep-out phase of GE is performed in double-precision using the RP strategy, round-off error during the sweep-out phase is usually well controlled and the back-substitution phase is almost always numerically stable [3,9].

Second, if one insist on using PP with Gaussian elimination to solve a large linear system, one should calculate the back-substitution phase error multipliers [3]. If any are large compared to the precision used for the calculations, then iterative refinement should be used after the back-substitution
phase has been completed, or RP should be used. See Foster [2] for a "partial Rook pivoting" strategy, one threshold in nature.

Three, the important point made in Section 3 is worth repeating. That is, PP is very successful in practice because at least half the time it selects a pivot which controls round-off error during the SWOP while fostering stability during the BSP.

Philosophical point: The future of computing technology and management of binary information is unknown. Today's literature contains new creative ways to manage GE that differ significantly from former or even contemporary techniques [10]. Many current philosophies and practices are reflections of old computer architecture, one-dimensional data structures, and deified programming languages. History is very important. But in the area of electronic manipulation of binary information, sharing knowledge and perspectives among those who aspire to compute is more important than controlling research based on yesteryear's beliefs. David Wise [10] says it better than we: "Such a trend (separating ourselves from the knowledge and perspectives of others) is not only scientifically, but politically foolish; we are all colleagues learning how to compute. We must better share problems, solutions, styles, techniques, and philosophy".
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#### Abstract

We study classical control problems like pole assignment, stabilization, linear quadratic control and $H_{\infty}$ control from a numerical analysis point of view. We present several examples that show the difficulties with classical approaches and suggest reformulations of the problems in a more general framework. We also discuss some new algorithmic approaches. (c) 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

In the last 40 years systems and control theory has evolved into a mature field that has found a stable position on the borderline between applied mathematics, engineering and computer science. The major success is not only due to the fact that beautiful mathematical theories (like linear algebra, ring theory, representation theory and others) find direct application but also since the results have immediately found their ways into production code software packages like MATLAB toolboxes $[54,55]$ or the SLICOT subroutine library [13], which can be and are directly used by engineers working in practice. In this paper we will discuss several problems of linear control theory, as there are pole assignment, stabilization, linear quadratic control and $H_{\infty}$ control. In

[^34]the solution techniques for these problems important developments have taken place in recent years, which have lead to changes in viewpoints in particular what the numerical solution of these problems is concerned. In our opinion there are three central questions that need to be studied in more detail in the context of numerical methods for the solution of control problems and it is the aim of this paper to initiate more research and software developments in this direction.

First of all, as is well known, different mathematically equivalent formulations of the same problem may lead to drastically different sensitivity of the problem to perturbations (such as round-off errors) and thus it is important to find the best formulation for numerical solution.

The second issue is that the numerical methods should reflect the physical properties of the problem in the maximal way, to get higher efficiency but also to guarantee even in finite arithmetic that the computed results are physically meaningful.

The third important topic is that with the growing complexity of problems, in particular in the context of large-scale control problems, solution approaches and numerical methods have to be reviewed and completely new methods have to be developed.

We will only discuss the first two issues but large-scale control problems are currently a very important research topic.

Consider linear constant coefficient dynamical systems of the form

$$
\begin{equation*}
\dot{x}=A x+B u, \quad x\left(t_{0}\right)=x^{0} \tag{1}
\end{equation*}
$$

where $x(t) \in \mathbb{R}^{n}$ is the state, $x^{0}$ is an initial vector, $u(t) \in \mathbb{R}^{m}$ is the control input of the system and the matrices $A \in \mathbb{R}^{n, n}, B \in \mathbb{R}^{n, m}$ are constant. The topics that we discuss here also apply in a similar fashion to problems with output and also to complex problems, but for the sake of brevity we only discuss real problems.

The classical pole placement problem is to find a state feedback control law

$$
\begin{equation*}
u=K x \tag{2}
\end{equation*}
$$

such that the closed-loop system

$$
\begin{equation*}
\dot{x}=(A+B K) x \tag{3}
\end{equation*}
$$

has desired poles, or in linear algebra terminology, that the spectrum of the closed-loop system matrix $A+B F$ is a given set of complex numbers. Here, the case of stabilization, where the closed-loop poles are desired to be in the open left-half plane represents an important special case.

For a discussion of the classical theory of the pole placement problem and related problems, we refer the reader to monographs in linear control theory, e.g. [7,27,41,44,50,65,85]. In Section 2 we discuss some new perturbation results and the resulting consequences for numerical methods. These results indicate that the numerical solution of the classical formulation of the pole placement problem is often and in particular for large $n$ and small $m$ a highly ill-conditioned problem that should be modified.

This analysis and the resulting conclusions hold also for the stabilization problem which alternatively may be solved also via the solution of a linear quadratic control problem. For this the objective is to find a control law $u(t)$ such that the closed-loop system is asymptotically stable and such that the performance criterion

$$
\mathscr{S}(x, u)=\int_{t_{0}}^{\infty}\left[\begin{array}{l}
x(t)  \tag{4}\\
u(t)
\end{array}\right]^{\mathrm{T}}\left[\begin{array}{cc}
Q & L \\
L^{\mathrm{T}} & R
\end{array}\right]\left[\begin{array}{l}
x(t) \\
u(t)
\end{array}\right] \mathrm{d} t
$$

is minimized, where $Q=Q^{\mathrm{T}} \in \mathbb{R}^{n, n}, R=R^{\mathrm{T}} \in \mathbb{R}^{m, m}$ is positive definite and $\left[\begin{array}{cc}Q & L \\ L^{\mathrm{T}} & R\end{array}\right]$ is positive semidefinite.

The basics for this problem can be found in classical monographs on linear control $[4,7,16,27,51,41$, $44,50,58,65,73,85]$.

Application of the maximum principle $[58,69]$ leads to the problem of finding a stable solution to the two-point boundary value problem of Euler-Lagrange equations

$$
\mathscr{E}_{\mathrm{c}}\left[\begin{array}{c}
\dot{x}  \tag{5}\\
\dot{\mu} \\
\dot{u}
\end{array}\right]=\mathscr{A}_{\mathrm{c}}\left[\begin{array}{l}
x \\
\mu \\
u
\end{array}\right], \quad x\left(t_{0}\right)=x^{0}, \quad \lim _{t \rightarrow \infty} \mu(t)=0
$$

with the matrix pencil

$$
\alpha \mathscr{E}_{\mathrm{c}}-\beta \mathscr{A}_{\mathrm{c}}:=\alpha\left[\begin{array}{ccc}
I & 0 & 0  \tag{6}\\
0 & -I & 0 \\
0 & 0 & 0
\end{array}\right]-\beta\left[\begin{array}{ccc}
A & 0 & B \\
Q & A^{\mathrm{T}} & L \\
L^{\mathrm{T}} & B^{\mathrm{T}} & R
\end{array}\right]
$$

If $R$ is well conditioned with respect to inversion, then (5) may be reduced to the two-point boundary-value problem

$$
\left[\begin{array}{c}
\dot{x}  \tag{7}\\
-\dot{\mu}
\end{array}\right]=\mathscr{H}\left[\begin{array}{c}
x \\
-\mu
\end{array}\right], \quad x\left(t_{0}\right)=x^{0}, \quad \lim _{t \rightarrow \infty} \mu(t)=0
$$

with the Hamiltonian matrix

$$
\mathscr{H}=\left[\begin{array}{cc}
F & G  \tag{8}\\
H & -F^{\mathrm{T}}
\end{array}\right]:=\left[\begin{array}{cc}
A-B R^{-1} L^{\mathrm{T}} & B R^{-1} B^{\mathrm{T}} \\
Q-L R^{-1} L^{\mathrm{T}} & -\left(A-B R^{-1} L^{\mathrm{T}}\right)^{\mathrm{T}}
\end{array}\right] .
$$

The solution of the boundary value problems (5) and(7) can be obtained in many different ways. The classical way, that is implemented in most design packages is to determine first $X$, the positive semidefinite (stabilizing) solution of the associated algebraic Riccati equation

$$
\begin{equation*}
0=H+X F+F^{\mathrm{T}} X-X G X \tag{9}
\end{equation*}
$$

and then obtaining the optimal stabilizing feedback as

$$
\begin{equation*}
u(t)=-R^{-1} B^{\mathrm{T}} X x(t) \tag{10}
\end{equation*}
$$

The solution of the algebraic Riccati equation is also often used for the decoupling of the forward and backward integration. But one may also directly solve the two-point boundary value problem (5) or alternatively (7) without going via the Riccati equation and we will show in Section 3 that this is actually numerically a much better approach and that the Riccati equation presents an unnecessary and sometimes dangerous detour.

As we have already mentioned, we may use both linear quadratic control and pole placement for the objective of stabilization. In Section 4, we compare pole assignment and the solution of linear quadratic control problems for stabilization.

The third problem that we include into our discussion is the standard $H_{\infty}$ control problem which arises in the context of robust control in frequency domain, see, e.g., the recent monographs [33,87].

In this problem one studies the linear system

$$
\begin{align*}
& \dot{x}=A x+B_{1} u+B_{2} w, \quad x\left(t_{0}\right)=x^{0} \\
& z=C_{1} x+D_{11} u+D_{12} w  \tag{11}\\
& y=C_{2} x+D_{21} u+D_{22} w
\end{align*}
$$

where $A \in \mathbb{R}^{n, n}, B_{k} \in \mathbb{R}^{n, m_{k}}, C_{k} \in \mathbb{R}^{p_{k}, n}$ for $k=1,2$, and $D_{i j} \in \mathbb{R}^{p_{i}, m_{j}}$ for $i, j=1,2$. Here $w(t) \in \mathbb{R}^{m_{2}}$ describes noise, modeling errors or an unknown part of the system, $y(t) \in \mathbb{R}^{p_{2}}$ describes measured outputs while $z \in \mathbb{R}^{p_{1}}$ describes the regulated outputs. The objective of optimal $H_{\infty}$ control is to find a control law

$$
\begin{align*}
& \dot{q}=\hat{A} q+\hat{B} y \\
& u=\hat{C} q+\hat{D} y \tag{12}
\end{align*}
$$

to minimize the closed-loop transfer function $T_{z w}$ from $w$ to $z$ in $H_{\infty}$ norm.
Under some technical assumptions, see [87] or [30] for the general case, for a given parameter $\gamma>0$, a necessary and sufficient condition for the existence of an admissible controller such that $\left\|T_{z w}\right\|_{\infty}<\gamma$, is that the following conditions hold (e.g. [87, Theorem 16.4, p. 419]):
(A1) For the matrix

$$
\mathscr{H}_{\infty}:=\left[\begin{array}{cc}
A & \gamma^{-2} B_{1} B_{1}^{\mathrm{T}}-B_{2} B_{2}^{\mathrm{T}}  \tag{13}\\
-C_{1}^{\mathrm{T}} C_{1} & -A^{\mathrm{T}}
\end{array}\right],
$$

there exists matrices $Q_{1}, Q_{2} \in \mathbb{R}^{n, n}$ such that

$$
\mathscr{H}_{\infty}\left[\begin{array}{l}
Q_{1}  \tag{14}\\
Q_{2}
\end{array}\right]=\left[\begin{array}{l}
Q_{1} \\
Q_{2}
\end{array}\right] T_{x}
$$

where $T_{x}$ has only eigenvalues with nonpositive real parts, $Q_{1}$ is nonsingular, and $X_{\infty}:=Q_{2} Q_{1}^{-1}$ is symmetric positive semidefinite.
(A2) For the matrix

$$
\mathscr{J}_{\infty}:=\left[\begin{array}{cc}
A & -B_{1} B_{1}^{\mathrm{T}}  \tag{15}\\
\gamma^{-2} C_{1}^{\mathrm{T}} C_{1}-C_{2}^{\mathrm{T}} C_{2} & -A^{\mathrm{T}}
\end{array}\right]
$$

there exist matrices $U_{1}, U_{2} \in \mathbb{R}^{n, n}$ such that

$$
\left[\begin{array}{l}
U_{1}  \tag{16}\\
U_{2}
\end{array}\right]^{\mathrm{T}} \mathscr{J}_{\infty}=T_{y}\left[\begin{array}{l}
U_{1} \\
U_{2}
\end{array}\right]^{\mathrm{T}}
$$

where $T_{y}$ has only eigenvalues with nonpositive real parts, $U_{1}$ is nonsingular, and $Y_{\infty}:=U_{2} U_{1}^{-1}$ is symmetric positive semidefinite.
(A3) For the matrices $X_{\infty}, Y_{\infty}$ we have that $\gamma^{2}>\rho\left(X_{\infty} Y_{\infty}\right)$, where $\rho(A)$ denotes the spectral radius of the matrix $A$.

The optimal ${ }_{\infty}$ control is then obtained by finding the smallest admissable $\gamma$ so that conditions (A1)-(A3) still hold. The optimal controller yields system (12) with

$$
\begin{align*}
& \hat{A}:=A+\gamma^{-2} B_{1} B_{1}^{\mathrm{T}} X_{\infty}+B_{2} \hat{C}-\hat{B} C_{2} \\
& \hat{B}:=\left(I-\gamma^{-2} Y_{\infty} X_{\infty}\right)^{-1} Y_{\infty} C_{2}^{\mathrm{T}}, \quad \hat{C}:=-B_{2}^{\mathrm{T}} X_{\infty}, \quad \hat{D}:=0 . \tag{17}
\end{align*}
$$

We see that for conditions (A1) and (A2), we have Hamiltonian matrices which (except for the indefiniteness of blocks) are similar to the Hamiltonians arising in the linear quadratic control problem, and hence the analysis and improvements for the linear quadratic control problem also hold for the $H_{\infty}$ problem. We discuss this topic in Section 6.

Before going into details, let us recall that we have the following objectives in mind. We want to determine the best formulation of the problem for the use in numerical solution methods and furthermore we wish to obtain methods that are best adapted to all the underlying physical and mathematical structures in order to obtain efficient and accurate solution methods.

## 2. Pole placement

As we have discussed in the introduction, in linear algebra terminology the pole placement problem is as follows:

Problem 1. For given matrices $A \in \mathbb{R}^{n, n}, B \in \mathbb{R}^{n, m}$ and a given set of $n$ complex numbers $\mathscr{P}=$ $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\} \subset \mathbb{C}$, that is closed under conjugation, find a matrix $K \in \mathbb{R}^{m, n}$, such that the set of eigenvalues of $A+B K$ is equal to $\mathscr{P}$.

It is well known, see e.g. [41,84], that a feedback gain matrix $K$ exists for all possible sets $\mathscr{P} \subset \mathbb{C}$, that are closed under conjugation if and only if $(A, B)$ is controllable, i.e.,

$$
\begin{equation*}
\operatorname{rank}\left[A-\lambda I_{n}, B\right]=n, \quad \forall \lambda \in \mathbb{C} \tag{18}
\end{equation*}
$$

There is a large literature on this problem. Extensions of Ackermann's explicit formula [1] for the single-input case were given in $[60,78]$ and also many numerical algorithms were developed for this problem, see $[42,63,66,72,82]$. For some of these methods, numerical backward stability has been established, see e.g. $[6,25,26,42,63,66]$. However, it is nevertheless often observed that the numerical results are very inaccurate. If a numerically stable method yields highly inaccurate results then this is due to ill-conditioning of the problem. Therefore the conditioning of the pole placement problem was analyzed but the conclusions from the analysis are quite different, see [5,35,45,47], and there are several reasons for these differences.

First of all pole assignment is usually approached via a two-step procedure, which first brings the pair $(A, B)$ to a simpler form and then assigns the poles in this simpler form. But in such a two-step procedure it may sometimes happen that although the original problem was well conditioned (i.e., small perturbations in the data only lead to small changes in the solution) one of the intermediate steps is very ill-conditioned. To avoid this problem a good method for the initial reduction has to be used. For the pole assignment problem the best reduction is given by the staircase form of Van Dooren [79] or variations of it, see [46], which essentially does not affect the perturbations except
for situations where the problem is very near to an uncontrollable problem, i.e., a problem $(A, B)$ for which the distance to uncontrollability defined as

$$
\begin{equation*}
d_{u}(A, B):=\min _{\lambda \in \mathscr{C}} \sigma_{n}[A-\lambda I, B], \tag{19}
\end{equation*}
$$

see [29], is small. Here $\sigma_{n}(A)$ is the smallest singular value of the matrix $A$. Since controllability is the necessary and sufficient condition for solvability of the pole placement problem, it is clear that a problem that is near to an uncontrollable problem will be very sensitive to perturbations. Hence the distance to uncontrollability (if small) is an important factor in the perturbation analysis of the pole placement problem but, as we will see below, other factors are equally or even more important.

The second reason for confusion in the evaluation of the pole placement problem is that one has to define clearly what the solution of the problem is. This could be the feedback $K$, the closed-loop matrix $A+B K$ or its spectrum, respectively. All of these are solutions of the pole placement problem but they exhibit largely different perturbation results. A striking example of a stabilization problem is the case $m=1$ in Example 1 below, see also [59], which shows that even though the feedback $K$ is computed analytically, and the distance to uncontrollability is large, the (presumingly) stabilized closed-loop system has eigenvalues with positive real part, something which could be a disaster in a practical application.

In our opinion the most important goal of pole placement is that the poles of the closed-loop system obtained with the computed feedback are close to the desired ones and in the case of stabilization the resulting closed-loop system is robustly stable. If the desired poles of the exact closed-loop system are very sensitive to perturbations then this ultimate goal usually cannot be guaranteed. And this may happen even if the computation of $K$ is reliable or even exact.

With this goal in mind, a new analysis and new explicit solution formulas that cover all the aspects of the problem have recently been given in $[59,60]$ and we will interpret some of these results here. The major conclusions can be obtained from the following result which generalizes a perturbation result of [76]. For this result we need the scaled spectral condition number of a matrix $A$ given by $\|T D\|\left\|(T D)^{-1}\right\|$, where $T$ is the matrix that transforms $A$ to Jordan canonical form and $D$ is a diagonal matrix that scales the columns of $T$ to have all unit norm, see [28].

Theorem 1 (Mehrmann and Xu [61]). Consider a controllable matrix pair ( $A, B$ ), and a set of poles $\mathscr{P}=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$. Consider a perturbed system $(\hat{A}, \hat{B})$ which is also controllable and a perturbed set of poles $\hat{\mathscr{P}}=\left\{\hat{\lambda}_{1}, \ldots, \hat{\lambda}_{n}\right\}$. Set $\hat{A}-A=: \delta A, \hat{B}-B=: \delta B$ and $\hat{\lambda}_{k}-\lambda_{k}=: \delta \lambda_{k},=1, \ldots, n$. Suppose that both the pole placement problems with $A, B, \mathscr{P}$ and $\hat{A}, \hat{B}, \hat{\mathscr{P}}$ have solutions with a diagonalizable closed-loop matrix. Set

$$
\begin{equation*}
\varepsilon:=\|[\delta A, \delta B]\| \tag{20}
\end{equation*}
$$

and suppose that

$$
\begin{equation*}
\max _{i} \frac{\varepsilon+\left|\delta \lambda_{i}\right|}{\sigma_{n}\left(\left[A-\lambda_{i} I, B\right]\right)}<\frac{3}{4} . \tag{21}
\end{equation*}
$$

Then there exists a feedback gain $\hat{K}:=K+\delta K$ of $(\hat{A}, \hat{B})$ such that

$$
\begin{equation*}
\|\delta K\|<\frac{5 \sqrt{n}}{4} \kappa \sqrt{1+\|\hat{K}\|^{2}} \max _{i}\left\{\frac{\sqrt{1+\left(\left\|B^{\dagger}\left(A-\lambda_{i} I\right)\right\|\right)^{2}}\left(\varepsilon+\left|\delta \lambda_{i}\right|\right)}{\sigma_{n}\left(\left[A-\lambda_{i} I, B\right]\right)}\right\}, \tag{22}
\end{equation*}
$$

the spectrum of $(\hat{A}+\hat{B} \hat{K})$ is $\hat{\mathscr{P}}$ and $\hat{A}+\hat{B} \hat{K}$ is diagonalizable.
Moreover, for each eigenvalue $\mu_{i}$ of the closed-loop matrix $A+B \hat{K}$, (i.e., the perturbed feedback is used for the unperturbed system), there is a corresponding $\lambda_{i} \in \mathscr{P}$ such that

$$
\begin{equation*}
\left|\mu_{i}-\lambda_{i}\right|<\left|\delta \lambda_{i}\right|+\varepsilon \hat{\kappa} \sqrt{1+\|\hat{K}\|^{2}} . \tag{23}
\end{equation*}
$$

Here $\kappa, \hat{\kappa}$ are the scaled spectral condition numbers of $A+B K$ and $\hat{A}+\hat{B} \hat{K}$, respectively, and $B^{\dagger}$ is the Moore-Penrose pseudoinverse of $B$.

Note that under additional mild assumptions in the bounds (22) and (23) the terms $\hat{\kappa}, \hat{K}$ can be replaced by $\kappa$ and $K$, respectively. If this is not possible, then the problem is extremely ill-conditioned and hence not suitable for numerical computation anyway.

Theorem 1 only gives upper bounds for the perturbations. This is the usual situation in most perturbation results. But these bounds are usually quite tight and very well describe the major difficulties of the pole placement problem. Consider the following numerical example from [59]. For this and all the other numerical examples the results were obtained on an HP-700 workstation with machine precision eps $=2.22 \times 10^{-16}$, under MATLAB Version 5.2.

Example 1. Let $A=\operatorname{diag}(1, \ldots, 20), \mathscr{P}=\{-1, \ldots,-20\}$ and let $B$ be formed from the first $m$ columns of a random $20 \times 20$ orthogonal matrix.

The MATLAB pole placement code place of the control system toolbox Version 4.1, which is an implementation of the method given in [42], was used to compute the feedback gain $K$. We ran $m$ from 1 to 20 and in each case we computed 20 times with 20 random orthogonal matrices $B$. In Table 1 we list the geometric means (over the 20 experiments) of $\hat{\kappa}, \hat{K}$, bound $=$ eps $\|[A, B]| | \hat{\kappa} \sqrt{1+\|\hat{K}\|^{2}}$, and err $=\max _{1 \leqslant i \leqslant 20}\left|\mu_{i}-\lambda_{i}\right|$, with $\lambda_{i}$ and the real parts of $\mu_{i}$ arranged in increasing order.

It should be noted that for all 400 tests the values of $\min _{i} \sigma_{n}\left(\left[A-\lambda_{i} I, B\right]\right)$ varied from 2.0 to 2.24, so the factor in the denominator of (22) is negligible. Furthermore, we computed in all cases the distance to uncontrollability and found that the pair $(A, B)$ was controllable with a large distance to uncontrollability. Nevertheless for $m=1$ the method produced an error message "Can't place eigenvalues there" and for $m=2,3$ a warning "Pole locations are more than $10 \%$ in error" was displayed. The reason for this failure of the method is probably due to the large norm of $K$ and the large closed-loop condition number which is computed in the course of the algorithm. Other pole placement algorithms have similar difficulties for small $m$, see $[59,60]$.

The results of Example 1 and most other examples with $n-m$ large lead to the interpretation that the sensitivity (conditioning) of all possible results of the pole placement problem, i.e., the feedback gain $K$ as well as the poles of the closed-loop system $A+B \hat{K}$ obtained with the perturbed feedback $\hat{K}$, depends heavily on the size of $n-m$ as well as on the factor

$$
\begin{equation*}
\mathscr{S}:=\kappa \sqrt{1+\|K\|^{2}} \tag{24}
\end{equation*}
$$

Table 1
Results for Example 1

| $m$ | $\hat{\kappa}$ | $\hat{K}$ | Bound | Err |
| :--- | :--- | :--- | :--- | :--- |
| 1 |  |  |  |  |
| 2 | $1.1 \times 10^{9}$ | $2.5 \times 10^{6}$ | $1.2 \times 10^{1}$ | $2.0 \times 10^{1}$ |
| 3 | $4.6 \times 10^{8}$ | $1.3 \times 10^{6}$ | 2.6 | $1.2 \times 10^{1}$ |
| 4 | $9.6 \times 10^{6}$ | $2.3 \times 10^{5}$ | $9.6 \times 10^{-3}$ | $1.2 \times 10^{-3}$ |
| 5 | $3.0 \times 10^{5}$ | $3.4 \times 10^{4}$ | $4.6 \times 10^{-5}$ | $1.6 \times 10^{-6}$ |
| 6 | $3.0 \times 10^{4}$ | $1.0 \times 10^{4}$ | $1.3 \times 10^{-6}$ | $3.1 \times 10^{-8}$ |
| 7 | $5.6 \times 10^{3}$ | $4.2 \times 10^{3}$ | $1.0 \times 10^{-7}$ | $1.3 \times 10^{-9}$ |
| 8 | $1.6 \times 10^{3}$ | $2.1 \times 10^{3}$ | $1.5 \times 10^{-8}$ | $1.3 \times 10^{-10}$ |
| 9 | $5.3 \times 10^{2}$ | $1.1 \times 10^{3}$ | $2.6 \times 10^{-9}$ | $1.9 \times 10^{-11}$ |
| 10 | $2.7 \times 10^{2}$ | $8.9 \times 10^{2}$ | $1.1 \times 10^{-9}$ | $6.3 \times 10^{-12}$ |
| 11 | $1.2 \times 10^{2}$ | $5.2 \times 10^{2}$ | $2.7 \times 10^{-10}$ | $1.8 \times 10^{-12}$ |
| 12 | $7.6 \times 10^{1}$ | $4.0 \times 10^{2}$ | $1.4 \times 10^{-10}$ | $8.3 \times 10^{-13}$ |
| 13 | $4.4 \times 10^{1}$ | $2.7 \times 10^{2}$ | $5.3 \times 10^{-11}$ | $3.6 \times 10^{-13}$ |
| 14 | $3.0 \times 10^{1}$ | $1.9 \times 10^{2}$ | $2.6 \times 10^{-11}$ | $2.0 \times 10^{-13}$ |
| 15 | $2.4 \times 10^{1}$ | $1.6 \times 10^{2}$ | $1.7 \times 10^{-11}$ | $1.5 \times 10^{-13}$ |
| 16 | $1.9 \times 10^{1}$ | $1.3 \times 10^{2}$ | $1.1 \times 10^{-11}$ | $9.5 \times 10^{-14}$ |
| 17 | $1.5 \times 10^{1}$ | $1.2 \times 10^{2}$ | $7.8 \times 10^{-12}$ | $6.9 \times 10^{-14}$ |
| 18 | $1.3 \times 10^{1}$ | $1.1 \times 10^{2}$ | $6.8 \times 10^{-12}$ | $6.6 \times 10^{-14}$ |
| 19 | 9.0 | $8.8 \times 10^{1}$ | $3.5 \times 10^{-12}$ | $4.5 \times 10^{-14}$ |
| 20 | 1.0 | $4.0 \times 10^{1}$ | $1.8 \times 10^{-13}$ | $3.2 \times 10^{-14}$ |

even if the distance to uncontrollability is large. The additional factor $d:=1 / \min _{i} \sigma_{n}\left[A-\lambda_{i} I, B\right]$ in the perturbation bound only plays a role if the distance to uncontrollability is small. It is obvious that if $d_{u}(A, B)$ is small then $d$ may be very large and the problem to compute $K$ is definitely ill-conditioned. If, however, $d_{u}(A, B)$ is large, then clearly $d$ is small and may be neglected.

The factor $\mathscr{S}$ has been analyzed in detail in [59,60], where it was observed that in the single-input case $\mathscr{S}$ is essentially given by the condition number of the Cauchy matrix $C=\left[1 /\left(v_{i}-\lambda_{j}\right)\right]$, where the $v_{i}$ are the eigenvalues of $A$ and the $\lambda_{i}$ are the desired poles. This condition number is very large if $n$ is large. In the multi-input case $\mathscr{S}$ is essentially given by the condition number of a Vandermonde-like matrix which is usually also very ill-conditioned (see [38, Chapter 21] and the references therein), in particular if $n-m$ is large.

This analysis indicates that serious numerical difficulties may arise in the pole placement problem if $n-m$ is large. Furthermore the analysis demonstrates that the currently used strategies to resolve the freedom in $K$ in the numerical method, which is to minimize $\|K\|$, see $[15,43,63,66,72,82]$ or $\kappa$ as in [42], may both not be sufficient to get good results. A better choice would be to minimize $\mathscr{S}:=\kappa \sqrt{1+\|K\|^{2}}$, since this factor describes the perturbation very well. A similar strategy has been proposed and implemented by Varga [83]. We can actually formulate this strategy as a refined robust pole placement problem.

Problem 2. For given matrices $A \in \mathbb{R}^{n, n}, B \in \mathbb{R}^{n, m}$ and a given set of $n$ complex numbers $\mathscr{P}=$ $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\} \subset \mathbb{C},\left(\right.$ closed under conjugation), find a matrix $K \in \mathbb{R}^{m, n}$, such that the set of eigenvalues of $A+B K$ is equal to $\mathscr{P}$, and that minimizes $\mathscr{S}:=\kappa \sqrt{1+\|K\|^{2}}$.

A solution to this problem for small systems can actually be obtained via standard optimization software by using the explicit formula for $K$ given in [60]. In practice one probably does not even need the global minimum, but just one, where $\mathscr{S}$ is small enough to guarantee small bounds (22) and (23), which then can be actually computed and used as condition estimator.

But we propose to go even further in the reformulation of the pole placement problem, see also [35]. One should first ask the following question.

Does one really have a fixed set of poles or does one rather have a specific region in the complex plane where one wants the closed-loop poles to be?

If the latter is the case then not only the minimization over the freedom in $K$ but also a minimization over the position of the poles in the given set should be used. This would lead to the optimized robust pole placement problem:

Problem 3. For given matrices $A \in \mathbb{R}^{n, n}, B \in \mathbb{R}^{n, m}$ and a given set $\mathscr{P} \subset \mathbb{C}$, find a matrix $K \in \mathbb{R}^{m, n}$, such that the set of eigenvalues of $A+B K$ is contained in $\mathscr{P}$ and at the same time a robustness measure is optimized.

There are many papers that cover the placing of poles in specified regions like disks, strips or sectors, or the optimized placement of poles, see e.g. [14,24,39,40,49,68,71,74,77,86] and the references therein. A clear and practical formulation of such a general robust measure as well as suitable algorithms to determine this optimized pole assignment will depend on the application and on the set $\mathscr{P}$. In the stabilization problem this is the left-half plane or in the case of damped stabilization a particular part of the left-half plane, see [37]. If the set $\mathscr{P}$ is a very small region of the complex plane, as when it has exactly $n$ points, then, as we have demonstrated above, even an optimization of some robustness measures may still yield a very sensitive system, but if the set $\mathscr{P}$ covers a large area in the complex plane, then quite good results may be obtained, see for example [22].

In the case of stabilization the robustness measure would certainly include the distance to instability, i.e., the smallest perturbation that makes the closed-loop system have an unstable eigenvalue. To make sure that the closed-loop system is securely stable, a constraint should be added in the optimization that guarantees that the perturbation bounds are smaller than the distance to instability. To verify and guarantee this constraint the distance to instability as well as the perturbation bound have to be computed, which alone is a difficult numerical problem, see [21]. In the context of stabilization this would be a part of the optimization loop and from this it may already be seen that the development of good numerical methods for this optimized stabilization is an important but extremely difficult problem that needs a lot of further attention, see also [61].

For large control problems with only few unstable poles the situation can be reduced to a small problem provided one can design a method for the separation of eigenvalues inside $\mathscr{P}$ and outside of $\mathscr{P}$. If this can be done, then the complexity of the optimization problem can be drastically reduced, see $[70,36,82]$ and the references therein.

As we have mentioned already before, for the stabilization problem there are also other approaches to design a stabilizing feedback, such as the solution of Lyapunov or Riccati equations or just the solution of the linear quadratic control problem which we discuss in the next section. A comparison of stabilization via pole placement and linear quadratic control is given in Section 4.

## 3. Linear quadratic control

For the solution of the linear quadratic control problem, i.e., to minimize (4) subject to (1), a large number of approaches have been discussed in the literature, see the monographs [58,65,51,73]. Let us compare the Riccati equation approach with the solution of the two-point boundary value problem via a matrix pencil approach. An observation of Van Dooren [80] is that it suffices to study the deflating subspaces of the pencil $\left(\mathscr{E}_{\mathrm{c}}, \mathscr{A}_{\mathrm{c}}\right)$ in (6). Suppose $\left(\mathscr{E}_{\mathrm{c}}, \mathscr{A}_{\mathrm{c}}\right)$ has an $n$-dimensional deflating subspace associated with eigenvalues in the left-half plane. Let this subspace be spanned by the columns of a matrix $\mathscr{U}$, partitioned analogous to the pencil as

$$
\mathscr{U}=\left[\begin{array}{l}
U_{1}  \tag{25}\\
U_{2} \\
U_{3}
\end{array}\right]
$$

Then, if $U_{1}$ is invertible, the optimal control is a linear feedback of the form $u(t)=U_{3} U_{1}^{-1} x(t)$. The solution of the associated Riccati equation (9) is $X=U_{2} U_{1}^{-1}$, see [58] for details. We see that an explicit solution of the Riccati equation is not needed to determine the optimal control and it is also clear that the sensitivity of the computation of $U_{3} U_{1}^{-1} x(t)$ may be different than that of the procedure to first compute $X=U_{2} U_{1}^{-1}$ and then the feedback $u(t)=-R^{-1} B^{T} X x(t)$ from this. In particular if the matrix $R$ is close to singular, then the coefficients in the Riccati equation (9) may be highly corrupted so that a solution approach via the Riccati equation may be completely useless. We demonstrate these observations in the following example.

Example 2. Let $U$ be a randomly generated real orthogonal matrix, $L=0, A=U\left[\begin{array}{ll}2 & 0 \\ 0 & 1\end{array}\right] U^{\mathrm{T}}, B=$ $U, R=\left[\begin{array}{cc}0.5 & 0 \\ 0 & \gamma\end{array}\right]$ and $Q=U\left[\begin{array}{ll}6 & 0 \\ 0 & 3 \gamma\end{array}\right] U^{\mathrm{T}}$ where $\gamma>0$.

The positive-semidefinite (stabilizing) solution of the corresponding algebraic Riccati equation (9) is $X=U\left[\begin{array}{ll}3 & 0 \\ 0 & 3 \gamma\end{array}\right] U^{\mathrm{T}}$, the associated feedback gain matrix $K=-\left[\begin{array}{ll}6 & 0 \\ 0 & 3\end{array}\right] U^{\mathrm{T}}$ and the closed-loop spectrum is $\{-4,-2\}$, both independent of the value of $\gamma$. Since $U$ is orthogonal, we see that $\|K\|$ is small and hence we do not expect large perturbations in the solution. The solution via the Riccati equation, however, depends on $\gamma$ and hence we may expect that the feedback $K$ when computed via the Riccati equation will depend heavily on $\gamma$.

We applied the MATLAB m-files are, care from different versions of the MATLAB control tool box [54] which are solvers for algebraic Riccati equations and compare the results with those obtained by just computing the deflating subspace by the MATLAB implementation $q z$ of the QZ-algorithm. The Riccati solution is used to compute $K=-R^{-1} B^{\mathrm{T}} X$ while via the deflating subspace (25) of $\alpha \mathscr{E}_{\mathrm{c}}-\beta \mathscr{A}_{\mathrm{c}}$, the feedback $K$ is directly obtained as $U_{3} U_{1}^{-1}$. The method are uses the Hamiltonian matrix $\mathscr{H}$ as in (8) to determine the Riccati solution $X$ while the method care works on a balanced version of $\mathscr{H}$ if $\left(\lambda_{\min }(R) / \lambda_{\max }(R)\right) \geqslant \sqrt{\mathrm{eps}}$ and on the extended pencil $\alpha \mathscr{E}_{\mathrm{c}}-\beta \mathscr{A}_{\mathrm{c}}$ as in (6) otherwise.

The relative error in $X$ and $K$ for all three methods and different values of $\gamma$ are listed in Table 2.
We see that the direct computation of the optimal control via the subspace yields much smaller relative errors than the solution via the Riccati equation. Note that the subspace method always computed the Riccati solution to high relative accuracy.

Table 2
Relative errors in Example 2

| $\gamma$ | Method | $\frac{\\|\hat{X}-X\\|_{2}}{\|X\|_{2}}$ | $\frac{\\|\hat{K}-K\\|_{2}}{\|K\|_{2}}$ |
| :--- | :--- | :--- | :--- |
|  | are | $7.6 \times 10^{-16}$ | $2.1 \times 10^{-14}$ |
|  | care | $7.0 \times 10^{-16}$ | $1.3 \times 10^{-15}$ |
|  | qz | $2.4 \times 10^{-16}$ | $4.9 \times 10^{-15}$ |
|  | are | $3.5 \times 10^{-11}$ | $5.7 \times 10^{-7}$ |
| $10^{-6}$ | care | $3.1 \times 10^{-12}$ | $3.2 \times 10^{-9}$ |
|  | qz | $2.6 \times 10^{-15}$ | $4.7 \times 10^{-11}$ |
|  |  |  |  |
|  | are | $1.8 \times 10^{-8}$ | $9.1 \times 10^{-1}$ |
| $10^{-9}$ | care | $2.1 \times 10^{-8}$ | $1.3 \times 10^{-4}$ |
|  | qz | $1.6 \times 10^{-15}$ | $5.9 \times 10^{-9}$ |
|  | are | $7.7 \times 10^{-5}$ |  |
|  | care | $9.2 \times 10^{-5}$ | $1.2 \times 10^{4}$ |
| $10^{-13}$ | qz | $1.7 \times 10^{-15}$ | $3.9 \times 10^{1}$ |
|  |  |  | $5.0 \times 10^{-4}$ |

This example demonstrates that the solution of the linear quadratic control problem via the solution of the algebraic Riccati equation presents a dangerous detour that may lead to very bad results and is really not necessary, since the feedback and the closed-loop matrix can be computed from the deflating subspace of the extended pencil directly. This is even more critical in the situation that $R$ is indefinite or singular as in the $H_{\infty}$ problem discussed below. The situation is even worse in the case of descriptor systems, see $[8,9,58]$, where it is known that the Riccati equation may not have anything to do with the solution of the optimal control problem [48].

But also for the linear quadratic control problem the question of robustness has to be asked in terms of the performance criterion, i.e., the choice of $Q, L, R$ which, as we have seen in Example 2, is critical in the Riccati approach. But since this is a freedom in the problem, we should make use of it to optimize the robustness. In the context of stabilization or other regions $\mathscr{P}$ of the complex plane we may, therefore, formulate the optimized linear quadratic control problem.

Problem 4. Consider matrices $A \in \mathbb{R}^{n, n}, B \in \mathbb{R}^{n, m}$ and a set $\mathscr{P} \subset \mathbb{C}$. Determine cost matrices $Q, L, R$ such that the closed-loop system obtained via the solution of the associated linear quadratic control problem has eigenvalues that are contained in $\mathscr{P}$ and at the same time a robustness measure is optimized.

If the robustness measure in Problem 4 is the same as in Problem 3, then these two problems are actually equivalent.

Proposition 2. Consider matrices $A \in \mathbb{R}^{n, n}, B \in \mathbb{R}^{n, m}$ and a set $\mathscr{P} \subset \mathbb{C}$. Consider furthermore the optimized linear quadratic control Problem 4 and the optimized robust pole assignment Problem 3. If the same robustness measure is used in both problems, then the problems are equivalent, i.e., they have the same solution sets.

Proof. Since the feedbacks in Problem 3 are not restricted, it is clear that the solution set of Problem 3 contains the solution set of Problem 4. Suppose now that a feedback gain $K$ optimizes Problem 3. Choosing an arbitrary positive-definite matrix $R$ and setting $L=-K^{\mathrm{T}} R, Q=L R^{-1} L^{\mathrm{T}}$, it follows that the linear quadratic control generates the same feedback gain matrix $K$ as well as the same closed-loop system $A+B K$. Hence the solution set of Problem 3 is contained in the solution set of Problem 4.

It should be noted, however, that in many applications cost functionals with $L=0$ are used. In this situation the optimal solution via Problem 4 may be worse than that of Problem 3 as the following example demonstrates, see also Example 4.

Example 3. Consider the scalar system with $A=1$ and $B=1$ and the set $\mathscr{P}=\{x \mid \operatorname{Re} x \leqslant-\alpha, 0<\alpha<1\}$. Obviously in this case the distance to uncontrollability satisfies $d_{u}(A, B)=1$, and the scaled spectral condition is $\kappa(A+B K)=1$ for arbitrary $K$. Thus we only need to minimize $\|K\|_{2}$. For Problem 3 the optimal feedback is $K=-(1+\alpha)$ and the closed-loop system is $A+B K=-\alpha$. However, for Problem 4 with $L=0$, the optimal solution, i.e., the minimum norm $K$, is $K=-2$ which is obtained with arbitary $R>0$ and $Q=0$. The associated closed-loop system is $A+B K=-1$. In fact for $R>0$ and $Q \geqslant 0$ the pole of $A+B K$ is $-\sqrt{1+Q / R}$ which cannot be greater than -1 .

It follows from this example that in order to obtain results which are as good as those from optimized robust pole placement the block $L$ in the cost functional has to be included in the optimization.

As we have discussed already in the context of pole assignment, there are many different possibilities of general robust measures. These depend on the specific application and lead to different numerical methods. An analysis of different criteria should deserve more attention. Some numerical examples in the context of stabilization are discussed in the next section.

## 4. Stabilization

In this section we compare the results obtained from optimized robust pole assignment and optimized linear quadratic control for the specific problem of stabilization, i.e., the set $\mathscr{P}$ is the open left-half plane.

Our first example discusses the optimization of the condition number $\mathscr{S}$ in (24) in the particular situation that in the cost functional we use $L=0$.

Example 4. Consider the stabilization problem with $A=\operatorname{diag}(1,2,3,4)$ and $B=[1,1,1,1]^{\mathrm{T}}$ and a stability margin of 0.5 , i.e., $\mathscr{P}=\{\lambda \in \mathbb{C} \mid \operatorname{Re}(\lambda) \leqslant-0.5\}$.

We used a heuristic "random search" algorithm for the optimal poles as in [61], to minimize the condition number $\mathscr{S}$ in (24). For the solution of the pole-placement problem a MATLAB code based on the method of Miminis and Paige [63] was used. It should be noted that the MATLAB code place often generated incorrect results, which is probably due to a small distance to instability in some of the cases. The computed optimal poles, the norm of the feedback gain and the condition

Table 3
A comparison between stabilization by LQ and pole placement

| Method | Closed-loop poles | $\\|K\\|$ | $\mathscr{S}$ | Dis |
| :--- | :--- | :--- | :--- | :--- |
| Pole placement | $-0.5 \pm 3.69 i,-0.5 \pm 1.02 i$ | 222 | $1.1 \times 10^{5}$ | 0.005 |
| LQ | $-12.6,-4.26,-3.04,-1.66$ | $2.0 \times 10^{3}$ | $3.9 \times 10^{7}$ | 0.013 |

number $\mathscr{S}$ are listed in Table 3, as well as the distance to instability displayed in column dis of the closed-loop matrix $A+B K$. The distance to instability was computed by the method of Byers [21].

For comparison, we used the solution of the optimized linear quadratic control problem with a shift, see e.g. [37], to compute the feedback gain using the MATLAB code surv based on the structure preserving Algorithm 1 below to determine the feedback gains. In the cost functional we chose $L=0$ and $R=50 *\|B\|^{2} / k$ with $k=1, \ldots, 100$ as well as $R=\|B\|^{2} / 2^{k+1}$ with $k=1, \ldots, 20$. For each such $R$ we chose 100 randomly chosen unit norm positive definite matrices $Q$. Note that, as desired, all eigenvalues of $A+B K$ have real parts less than -0.5 . Among all tests the minimum for $\mathscr{S}$ was obtained for $R=\left(\frac{1}{2}\right)^{6}$ (note $\|B\|=2$ ). The results are also shown in Table 3.

We see from this example, as we have already discussed before, that optimized robust pole assigment performs better than optimized linear quadratic control with $L=0$. On the other hand even for this small-sized single-input problem the optimal condition number is very large.

Furthermore, we observe and this is typical, see also [61], that the optimal condition number is obtained with eigenvalues close to or on the boundary of the desired region. Thus if we choose the region $\mathscr{P}$ to be the open left-half plane then we will typically get a small distance to instability. For this reason and to show that more theoretical investigation is necessary, in the next example we compare different optimality criteria.

Example 5. Let $A=\left[\begin{array}{ll}1 & 1 \\ 0 & 2\end{array}\right], B=I_{2}$ and $\mathscr{P}=\{\lambda \in \mathbb{C} \mid \operatorname{Re}(\lambda) \leqslant-1\}$. As robustness measures we $\operatorname{minimize} \kappa_{\mathrm{F}},\|K\|_{\mathrm{F}}$ and $\mathscr{S}_{\mathrm{F}}=\kappa_{\mathrm{F}} \sqrt{1+\|K\|_{\mathrm{F}}^{2}}$, respectively, where the index F indicates that the Frobenius norm is used. Clearly in this case $K=T \Lambda T^{-1}-A$ for an arbitrary nonsingular real matrix $T$ and arbitrary real $\Lambda$ with eigenvalues in the required region.

If the scaled spectral condition number of the closed-loop system is to be minimized, then the optimal solution is obtained with an orthogonal matrix $T$ and freely chosen $\Lambda$.

In the optimization of $\|K\|_{\mathrm{F}}$ and $\mathscr{S}_{\mathrm{F}}$ the optimal case is that $\Lambda$ has a pair of complex conjugate eigenvalues. Let

$$
\Lambda=\left[\begin{array}{cc}
\alpha & \beta \\
-\beta & \alpha
\end{array}\right]
$$

The general form of $T$ is

$$
T=\gamma T_{\mathrm{s}}\left[\begin{array}{cc}
a & b \\
0 & 1
\end{array}\right]
$$

where $\gamma, a \neq 0$ and $T_{\mathrm{s}}$ is a plane rotation. Since $T_{\mathrm{s}}$ commutes with $\Lambda$ and since $\gamma$ does not affect the norms, we can set $T_{\mathrm{s}}=I_{2}$ and $\gamma=1$. To simplify the computation of the minimal $\mathscr{S}_{\mathrm{F}}$ we furthermore set $b=0$, which only gives a suboptimal result. In Table 4 we give the resulting values of $\mathscr{S}_{\mathrm{F}},\|K\|_{\mathrm{F}}$

Table 4
A comparison of optimality criteria

| Objective | Closed-loop poles | $\\|K\\|_{\mathrm{F}}$ | $\kappa_{\mathrm{F}}$ | $\mathscr{S}_{\mathrm{F}}$ | dis |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\kappa_{\mathrm{F}}$ | $\{-1\}$ | 3.74 | 2 | 7.75 | 1.0 |
| $\\|K\\|_{\mathrm{F}}$ | $-1 \pm 0.5 \times 10^{-8} i$ | 3.54 | $2.4 \times 10^{8}$ | $8.7 \times 10^{8}$ | 0.56 |
| $\mathscr{S}_{\mathrm{F}}$ | $-1 \pm 0.52 i$ | 3.67 | 2.001 | 7.61 | 0.9994 |

as well as the distance to instability dis of the associated closed-loop matrix $A+B K$. Here in the optimization of $\kappa_{\mathrm{F}}$ we have chosen both eigenvalues to be at -1 .

The associated feedback gain matrices in the three cases are

$$
-\left[\begin{array}{ll}
2 & 1 \\
0 & 3
\end{array}\right], \quad-\left[\begin{array}{lc}
2.4534 & 0 \\
0.2056 & 2.5466
\end{array}\right], \quad-\left[\begin{array}{cc}
2 & 0.4656 \\
0.4988 & 3
\end{array}\right],
$$

respectively.
We see from this example that a pure optimization of $\|K\|_{F}$ may lead to drastically different results than an optimization of $\kappa_{\mathrm{F}}$ and $\mathscr{S}_{\mathrm{F}}$, but we also see that a detailed further investigation is necessary to obtain the best possible criteria.

## 5. Structure preservation

In the context of the linear quadratic control problem the second important topic that needs to be discussed, is the preservation of structure.

A feature of the pencils associated with the two-point boundary value problem (5) is that they have algebraic structures which lead to a certain symmetry in the spectrum. Roundoff errors can destroy this symmetry leading to physically meaningless results unless the numerical method also preserves the algebraic structure, see [79]. Moreover, preservation of the algebraic structure usually leads to more efficient as well as more accurate numerical methods. Let us briefly introduce the relevant structures.

Definition 3. Let

$$
J:=\left[\begin{array}{cc}
0 & I_{n} \\
-I_{n} & 0
\end{array}\right]
$$

where $I_{n}$ is the $n \times n$ identity matrix.
(a) A matrix $\mathscr{H} \in \mathbb{R}^{2 n \times 2 n}$ is Hamiltonian if $(\mathscr{H} J)^{\mathrm{T}}=\mathscr{H} J$ and a matrix $\mathscr{H} \in \mathbb{R}^{2 n \times 2 n}$ is skewHamiltonian if $(\mathscr{H} J)^{\mathrm{T}}=-\mathscr{H} J$.
(b) A matrix $\mathscr{Z} \in \mathbb{R}^{n \times n}$ is symplectic if $\mathscr{Z} J \mathscr{Z}^{\mathrm{T}}=J$ and a matrix $\mathscr{U} \in \mathbb{R}^{2 n \times 2 n}$ is orthogonal symplectic if $\mathscr{U} J \mathscr{U}^{\mathrm{T}}=J$ and $\mathscr{U} \mathscr{U}^{\mathrm{T}}=I_{2 n}$. The group of orthogonal symplectic matrices in $\mathbb{R}^{n \times n}$ is denoted by $\mathscr{U} \mathscr{S}_{2 n}$.
(c) We call a real matrix Hamiltonian quasi-triangular if it is Hamiltonian and has the form

$$
\left[\begin{array}{cc}
F & G \\
0 & -F^{\mathrm{T}}
\end{array}\right],
$$

where $F$ is quasi-triangular in real Schur form, see [32]. If a Hamiltonian matrix $\mathscr{H}$ can be transformed into Hamiltonian quasi-triangular form by a similarity transformation with a matrix $\mathscr{U} \in \mathscr{U} \mathscr{S}_{2 n}$, then we say that $\mathscr{U}^{\mathrm{T}} \mathscr{H} \mathscr{U}$ has Hamiltonian Schur form.

The reduced Euler-Lagrange equations (7) involve a Hamiltonian matrix, but the pencil (6) does not directly have this structure. Nonetheless many of the properties of Hamiltonian matrices carry over, see [58]. Furthermore, we may endow the pencil (6) with a similar structure by embedding the Euler-Lagrange equations (5) into a larger system. If $m$ is even then this is easily done by splitting $u(t), B, L, R$ into half-sized parts and a permutation of the pencil, see [8]. If $m$ is odd then we may apply this splitting after introducing an artificial input. The resulting pencil (after some permutation) has the form

$$
\alpha \mathscr{E}_{\mathrm{c}}^{\mathrm{e}}-\beta \mathscr{A}_{\mathrm{c}}^{\mathrm{e}}:=\alpha\left[\begin{array}{cc|cc}
I & 0 & 0 & 0  \tag{26}\\
0 & 0 & 0 & 0 \\
\hline 0 & 0 & I & 0 \\
0 & 0 & 0 & 0
\end{array}\right]-\beta\left[\begin{array}{cc|cc}
A & B_{1} & 0 & B_{2} \\
L_{2}^{\mathrm{H}} & R_{12}^{\mathrm{H}} & B_{2}^{\mathrm{H}} & R_{22} \\
\hline-Q & -L_{1} & -A^{\mathrm{H}} & -L_{2} \\
-L_{1}^{\mathrm{H}} & -R_{11} & -B_{1}^{\mathrm{H}} & -R_{12}
\end{array}\right],
$$

with one Hamiltonian and one skew-Hamiltonian matrix.
The solution of the eigenproblem for Hamiltonian matrices and skew-Hamiltonian/Hamiltonian pencils has been a topic of several publications, see $[8,17,52,56-58]$ and the references therein. The goal is to obtain a numerically backward stable method, that has a complexity of $\mathcal{O}\left(n^{3}\right)$ and at the same time preserves the structure. There are two main reasons why this problem is difficult. First of all one needs a triangular-like form under orthogonal symplectic similarity transformations from which the desired invariant subspaces can be read off. Such a Hamiltonian Schur form was first suggested in [64] but not every Hamiltonian matrix or skew-Hamiltonian/Hamiltonian pencil has such a condensed form, see $[53,56,57]$. The second difficulty arises from the fact that even if a Hamiltonian Schur form exists, it is still difficult to construct a method with the desired features, see [2,3,9,10,19,20].

We dicuss here only the computation of the structured Schur form for Hamiltonian matrices. For skew-Hamiltonian/Hamiltonian pencils we refer the reader to [9,56,57]. Necessary and sufficient conditions for the Hamiltonian Schur form are given by the following theorem.

Theorem 4 (Lin et al. [53]). Let $\mathscr{H}$ be a real Hamiltonian matrix, let $\mathrm{i} \alpha_{1}, \ldots, \mathrm{i} \alpha_{v}$ be its pairwise distinct nonzero purely imaginary eigenvalues and let $U_{k}, k=1, \ldots, v$, be the associated invariant subspaces. Then the following are equivalent:
(i) There exists a real symplectic matrix $\mathscr{Z}$ such that $\mathscr{Z}^{-1} \mathscr{H} \mathscr{Z}$ is real Hamiltonian quasitriangular.
(ii) There exists a real orthogonal symplectic matrix $\mathscr{U}$ such that $\mathscr{U}^{\mathrm{T}} \mathscr{H} \mathscr{U}$ is real Hamiltonian quasi-triangular.
(iii) $U_{k}^{\mathrm{H}} J U_{k}$ is congruent to $J$ for all $k=1, \ldots, v$, where $J$ is always of the appropriate dimension.

A similar theorem for skew-Hamiltonian/Hamiltonian pencils has been given in $[56,57]$.
This result shows that whenever a structured triangular form exists, then it also exists under orthogonal transformations and hence there is hope that these forms and therefore also the eigenvalues and invariant and deflating subspaces can be computed with structure preserving numerically stable methods.

Let us first discuss the computation of eigenvalues. It is well known that if $\mathscr{H}$ is a Hamiltonian matrix, then $\mathscr{H}^{2}$ is a skew-Hamiltonian matrix for which a structure preserving method was suggested in [81]. This suggests computing the eigenvalues of $\mathscr{H}$ by taking square roots of the eigenvalues of $\mathscr{H}^{2}$. Unfortunately, in a worst case scenario via this approach one might obtain only half of the possible accuracy in the computed eigenvalues [19,81]. A way out of this dilemma was recently presented in [11]. This approach uses the following decomposition.

Theorem 5 (Benner et al. [11]). Let $\mathscr{H}$ be Hamiltonian. Then there exist $Q_{1}, Q_{2} \in \mathscr{U} \mathscr{S}_{2 n}$, such that

$$
Q_{1}^{\mathrm{T}} \mathscr{H} Q_{2}=\left[\begin{array}{cc}
H_{11} & H_{12}  \tag{27}\\
0 & H_{22}
\end{array}\right],
$$

with $H_{11}$ upper triangular and $H_{22}^{\mathrm{T}}$ quasi-upper triangular. Furthermore the eigenvalues of $\mathscr{H}$ are the square roots of the eigenvalues of $-H_{11} H_{22}^{\mathrm{T}}$.

Note that the resulting matrix in (27) is neither Hamiltonian nor similar to $\mathscr{H}$, but a simple calculation shows that both $Q_{1}^{\mathrm{T}} \mathscr{H}^{2} Q_{1}$ and $Q_{2}^{\mathrm{T}} \mathscr{H}^{2} Q_{2}$ are real skew-Hamiltonian quasi-triangular. For skew-Hamiltonian/Hamiltonian pencils similar results have been given in [9]. After the form (27) has been computed, one can compute the eigenvalues of $\mathscr{H}$ by solving $1 \times 1$ or $2 \times 2$ eigenvalue problems and taking square roots without loosing accuracy. For algorithmic details, a detailed error analysis as well as illustrative numerical examples, see [11], where it is demonstrated that these methods speed up the computation of eigenvalues while still achieving full possible accuracy.

This new approach has also been extended to the computation of the desired deflating and invariant subspaces. Let us first introduce the basic theory behind the method. Let for $A \in \mathbb{R}^{n \times n}$ the sets $\lambda_{-}(A), \lambda_{+}(A), \lambda_{0}(A)$ denote the part of the spectrum of $A$ in the open left half-plane, in the open right half-plane and on the imaginary axis, respectively, and denote the associated invariant subspaces by $\operatorname{Inv}_{-}(A), \operatorname{Inv}_{+}(A), \operatorname{Inv}_{0}(A)$. In [10] it has been observed that for $A \in \mathbb{R}^{n \times n}$ and $B=\left[\begin{array}{ll}0 & A \\ A & 0\end{array}\right]$, if one determines an orthogonal matrix such that

$$
B\left[\begin{array}{l}
Q_{1}  \tag{28}\\
Q_{2}
\end{array}\right]=\left[\begin{array}{l}
Q_{1} \\
Q_{2}
\end{array}\right] R
$$

where

$$
\begin{equation*}
\lambda_{+}(B) \subseteq \lambda(R) \subseteq \lambda_{+}(B) \cup \lambda_{0}(B), \tag{29}
\end{equation*}
$$

then

$$
\begin{align*}
& \operatorname{range}\left\{Q_{1}+Q_{2}\right\}=\operatorname{Inv}_{+}(A)+\mathscr{N}_{1} \quad \text { where } \mathscr{N}_{1} \subseteq \operatorname{Inv}_{0}(A),  \tag{30}\\
& \text { range }\left\{Q_{1}-Q_{2}\right\}=\operatorname{Inv}_{-}(A)+\mathscr{N}_{2} \quad \text { where } \mathscr{N}_{2} \subseteq \operatorname{Inv}_{0}(A) . \tag{31}
\end{align*}
$$

Moreover, if we partition $R=\left[\begin{array}{cc}R_{11} & R_{12} \\ 0 & R_{22}\end{array}\right]$ with $\lambda\left(R_{11}\right)=\lambda_{+}(B)$ and, accordingly, $Q_{1}=\left[\begin{array}{ll}Q_{11} & Q_{12}\end{array}\right]$, $Q_{2}=\left[\begin{array}{ll}Q_{21} & Q_{22}\end{array}\right]$, then

$$
B\left[\begin{array}{l}
Q_{11}  \tag{32}\\
Q_{21}
\end{array}\right]=\left[\begin{array}{l}
Q_{11} \\
Q_{21}
\end{array}\right] R_{11}
$$

and there exists an orthogonal matrix $Z$ such that

$$
\begin{align*}
& \frac{\sqrt{2}}{2}\left(Q_{11}+Q_{21}\right)=\left[\begin{array}{ll}
0 & P_{+}
\end{array}\right] Z, \\
& \frac{\sqrt{2}}{2}\left(Q_{11}-Q_{21}\right)=\left[P_{-} 0\right] Z, \tag{33}
\end{align*}
$$

where $P_{+}, P_{-}$are orthogonal bases of $\operatorname{Inv}_{+}(A)$, $\operatorname{Inv}_{-}(A)$, respectively.
In the case of a Hamiltonian matrix

$$
\mathscr{H}=\left[\begin{array}{cc}
F & G \\
H & -F^{\mathrm{T}}
\end{array}\right]
$$

one considers the block matrix

$$
\mathscr{B}=\left[\begin{array}{cc}
0 & \mathscr{H} \\
\mathscr{H} & 0
\end{array}\right]
$$

and, using the block permutation

$$
\mathscr{P}=\left[\begin{array}{cccc}
I_{n} & 0 & 0 & 0 \\
0 & 0 & I_{n} & 0 \\
0 & I_{n} & 0 & 0 \\
0 & 0 & 0 & I_{n}
\end{array}\right],
$$

one obtains that

$$
\tilde{\mathscr{B}}:=\mathscr{P}^{\mathrm{T}} \mathscr{B} \mathscr{P}=\left[\begin{array}{cccc}
0 & F & 0 & G  \tag{34}\\
F & 0 & G & 0 \\
0 & H & 0 & -F^{\mathrm{T}} \\
H & 0 & -F^{\mathrm{T}} & 0
\end{array}\right]
$$

is again Hamiltonian. Furthermore it follows from Theorem 4 that $\tilde{\mathscr{B}}$ has a Hamiltonian Schur form.
Theorem 6 (Benner et al. [10]). Let $\mathscr{H}$ be Hamiltonian and let $\mathscr{B}=\left[\begin{array}{cc}0 & \mathscr{H} \\ \mathscr{H} & 0\end{array}\right]$. Then there exists an orthogonal matrix $\mathscr{U}$ such that

$$
\mathscr{U}^{\mathrm{T}} \mathscr{B} \mathscr{U}=\left[\begin{array}{cc}
R & D  \tag{35}\\
0 & -R^{\mathrm{T}}
\end{array}\right]=: \mathscr{R}
$$

is in Hamiltonian quasi-triangular form and $\lambda_{-}(R)=\emptyset$. Moreover, $\mathscr{U}=\mathscr{P} \mathscr{W}$ with $\mathscr{W} \in U S_{4 n}$, and

$$
\begin{equation*}
\mathscr{R}=\mathscr{W}^{\mathrm{T}} \mathscr{B} \tilde{\mathscr{W}}, \tag{36}
\end{equation*}
$$

i.e., $\mathscr{R}$ is the Hamiltonian quasi-triangular form of the Hamiltonian matrix $\tilde{\mathscr{B}}$. Furthermore, if $\mathscr{H}$ has no purely imaginary eigenvalues, then $R$ has only eigenvalues with positive real part.

The structure preserving, numerically stable algorithm to compute the invariant subspace of a Hamiltonian matrix associated with the eigenvalues in the left-half plane is then as follows.

## Algorithm 1.

Input: A Hamiltonian matrix $\mathscr{H}$ having an n-dimensional Lagrangian invariant subspace associated with the eigenvalues in the left half-plane.
Output: $Y \in \mathbb{R}^{2 n \times n}$, with $Y^{\mathrm{T}} Y=I_{n}$, such that the columns of $Y$ span this invariant subspace.
Step 1: Apply Algorithm 2 of [11] to $\mathscr{H}$ and compute orthogonal symplectic matrices $Q_{1}, Q_{2} \in$ $\mathscr{U} \mathscr{S}_{2 n}$ such that

$$
Q_{1}^{\mathrm{T}} \mathscr{H} Q_{2}=\left[\begin{array}{cc}
H_{11} & H_{12} \\
0 & H_{22}
\end{array}\right]
$$

is the decomposition (27).
Step 2: Determine an orthogonal matrix $Q_{3}$, such that

$$
Q_{3}^{\mathrm{T}}\left[\begin{array}{cc}
0 & -H_{22}^{\mathrm{T}} \\
H_{11} & 0
\end{array}\right] Q_{3}=\left[\begin{array}{cc}
T_{11} & T_{12} \\
0 & T_{22}
\end{array}\right]
$$

is in real Schur form ordered such that the eigenvalues of $T_{11}$ have positive real part and the eigenvalues of $T_{22}$ have negative real part.
Step 3: Use the orthogonal symplectic reordering scheme of [20] to determine an orthogonal symplectic matrix $V \in \mathscr{U} \mathscr{S}_{4 n}$ such that with

$$
U=\left[\begin{array}{cc}
U_{11} & U_{12} \\
U_{21} & U_{22}
\end{array}\right]:=\left[\begin{array}{cc}
Q_{1} Q_{3} & 0 \\
0 & Q_{2} Q_{3}
\end{array}\right] V
$$

we have the Hamiltonian quasi-triangular form

$$
U^{\mathrm{T}} \mathscr{B} U=\left[\begin{array}{cccc}
F_{11} & F_{12} & G_{11} & G_{12} \\
0 & F_{22} & G_{21} & G_{22} \\
0 & 0 & -F_{11}^{\mathrm{T}} & 0 \\
0 & 0 & -F_{12}^{\mathrm{T}} & -F_{22}^{\mathrm{T}}
\end{array}\right],
$$

where $F_{11}, F_{22}$ are quasi-upper triangular with eigenvalues only in the closed right-half plane.
Step 4: Set $\hat{Y}:=(\sqrt{2} / 2)\left(U_{11}-U_{21}\right)$. Compute $Y$, an orthogonal basis of range $\{\hat{Y}\}$, using any numerically stable orthogonalization scheme, for example a rank-revealing $Q R$-decomposition; see, e.g. [23].
End
Generalizations of these results to the complex case and algorithms are presented in [12]. Corresponding results and methods for skew-Hamiltonian/Hamiltonian pencils have been constructed in [9].

It should be noted that these new methods are already very close to the desired structure preserving methods but they are still not optimal, since not all structures are fully exploited. But the methods are more efficient and at least as accurate as methods that do not address structure preservation. This approach works, in principle, also for Hamiltonian matrices with eigenvalues on the imaginary axis
provided the appropriate subspaces can be seperated. When this is the case and how the numerical method can detect this, as well as the perturbation analysis is still under investigation, see [62]. A complete analysis of this case will be also very important for the treatment of $H_{\infty}$ control problems, that we discuss in the next section.

## 6. Standard $H_{\infty}$ control

The solution of the standard $H_{\infty}$ control problem addresses another robustness measure in the computation of a feedback solution, which is different from the criteria that we have discussed so far. For the numerical solution of the $H_{\infty}$ control problem the usual procedure is to use a optimization scheme to determine the smallest $\gamma>0$ so that all three conditions (A1)-(A3) in Section 1 hold by determining the first value of $\gamma$ where one of these conditions fail, see for example [33,67,87]. In each step of the optimization procedure, two linear quadratic optimal control problems are solved plus a positivity check.

Typically in current design packages like the MATLAB robust control toolbox [55], the solution is obtained by a procedure which uses the solution of algebraic Riccati equations to determine $X_{\infty}$ and $Y_{\infty}$.

In view of the discussion in Section 3 on the solution of linear quadratic control problems and Riccati equations we should construct new methods for the $H_{\infty}$ control problem that avoid the detour via the Riccati equation. This conclusion is complemented by the observation that during the optimization procedure, typically one or both of the Riccati solutions becomes very large in norm. This leads to the question whether a numerical solution of the $H_{\infty}$ via the solution of Riccati equations makes sense at all, since in order to obtain a robust control, a highly ill-conditioned numerical problem has to be solved.

The usual way out of this dilemma in practice is to compute suboptimal controls, see [34,67]. But in view of the previous discussions one might ask whether this potential ill-conditioning is inherent in the problem formulation or due to the approach for its solution. Let us consider an example.

Example 6. Let $A=1, B_{1}=2, B_{2}=1, C_{1}=1$ and $C_{2}=\sqrt{3}$. Then for $\gamma>\gamma_{x, 1}=\sqrt{2}$ the matrix $\mathscr{H}_{\infty}$ in (13) has no purely imaginary eigenvalues and hence a Lagrange subspace associated with the stable eigenvalues always exists. The stabilizing solution of the Riccati equation, however, is

$$
X(\gamma)=\frac{\gamma^{2}+\gamma \sqrt{2 \gamma^{2}-4}}{\gamma^{2}-4}
$$

For $\gamma>\gamma_{x, 2}=2$ we have that $X(\gamma)$ is positive definite and for $\gamma<\gamma_{x, 2}, X(\gamma)$ is negative definite. For $\gamma=\gamma_{x, 2}$ the Riccati solution is not defined.

Analogously for the Riccati equation associated with $\mathscr{J}_{\infty}$ in (15) we have $\gamma_{y, 1}=(2 \sqrt{13} / 13)$ and $\gamma_{y, 2}=(\sqrt{3} / 3)$, and the associated stabilizing solution of the Riccati equation is

$$
Y(\gamma)=\frac{\gamma^{2}+\gamma \sqrt{13 \gamma^{2}-4}}{3 \gamma^{2}-1}
$$

It follows that the optimal parameter $\gamma_{\text {opt }}$ must be greater than $\gamma_{x, 2}=2$.

For the third condition (A3) we have $\gamma_{x, 1}^{2}>\rho\left(X\left(\gamma_{x, 1}\right) Y\left(\gamma_{x, 1}\right)\right)$, since $X\left(\gamma_{x, 1}\right)=-1$ and

$$
Y\left(\gamma_{x, 1}\right)=\frac{2(1+\sqrt{11})}{5}
$$

But $\gamma_{x, 1}$ is obviously not optimal. So in a typical optimization procedure to determine the optimal $\gamma$ one needs first to determine $\gamma_{x, 2}$ and $\gamma_{y, 2}$, but $X\left(\gamma_{x, 2}\right), Y\left(\gamma_{y, 2}\right)$ are not defined.

We see from this example that, as for the solution of the linear quadratic control problem, the Riccati solutions $X_{\infty}$ and $Y_{\infty}$ should be avoided. Fortunately, this can again be done quite easily. In [87, Theorem 16.16, p. 445] it is shown that conditions (A1)-(A3) may be replaced by the alternative conditions
(B1) There exist matrices $Q_{1}, Q_{2} \in \mathbb{R}^{n, n}$ such that

$$
\mathscr{H}_{\infty}\left[\begin{array}{l}
Q_{1} \\
Q_{2}
\end{array}\right]=\left[\begin{array}{l}
Q_{1} \\
Q_{2}
\end{array}\right] T_{x},
$$

where $T_{x}$ has only eigenvalues with nonpositive real parts and $Q_{1}^{\mathrm{T}} Q_{2}=Q_{2}^{\mathrm{T}} Q_{1}$.
(B2) There exist matrices $U_{1}, U_{2} \in \mathbb{R}^{n, n}$ such that

$$
\left[\begin{array}{l}
U_{1} \\
U_{2}
\end{array}\right]^{\mathrm{T}} \mathscr{J}_{\infty}=T_{y}\left[\begin{array}{l}
U_{1} \\
U_{2}
\end{array}\right]^{\mathrm{T}}
$$

where $T_{y}$ has only eigenvalues with nonpositive real parts and $U_{1}^{\mathrm{T}} U_{2}=U_{2}^{\mathrm{T}} U_{1}$.
(B3)

$$
\left[\begin{array}{cc}
Q_{2}^{\mathrm{T}} Q_{1} & \gamma^{-1} Q_{2}^{\mathrm{T}} U_{2} \\
\gamma^{-1} U_{2}^{\mathrm{T}} Q_{2} & U_{2}^{\mathrm{T}} U_{1}
\end{array}\right]
$$

is symmetric positive semidefinite.
If these conditions hold then $\left\|T_{z w}\right\|_{\infty} \leqslant \gamma$ and the admissable controller is in descriptor form

$$
\begin{align*}
& \hat{E} \dot{q}=\hat{A} q+\hat{B} y  \tag{37}\\
& u=\hat{C} q+\hat{D} y
\end{align*}
$$

with $\hat{E}=U_{1}^{\mathrm{T}} Q_{1}-\gamma^{-1} U_{2}^{\mathrm{T}} Q_{2}, \hat{B}=U_{2}^{\mathrm{T}} C_{2}^{\mathrm{T}}, \hat{C}=-B_{2}^{\mathrm{T}} Q_{2}, \hat{D}=0$ and $\hat{A}=\hat{E} T_{x}-\hat{B} C_{2} Q_{1}=T_{y} \hat{E}+U_{1}^{\mathrm{T}} B_{2} \hat{C}$.
Using this result, only the invariant subspaces of $\mathscr{H}_{\infty}$ and $\mathscr{J}_{\infty}$ are involved and they can be determined via the same methods that we have discussed in the previous section.

Thus not only is it possible to avoid the ill-conditioned Riccati equation but also we can employ structure preservation as described above and as in the case of the linear quadratic control problem. The computation of these subspaces is usually much better conditioned than the computation of the Riccati solutions.

Thus, the solution of the $H_{\infty}$ control problem should be approached via the usual optimization procedures like in [18,31,34,75], using in each optimization step Algorithm 1 to determine the subspaces in (B1) and (B2) and a Cholesky factorization to check condition (B3). An implementation and analysis of such a procedure is currently under investigation.

## 7. Conclusion

We have discussed several standard problems of linear control theory, like pole assignment, stabilization, linear quadratic and $H_{\infty}$ control and have demonstrated some of the difficulties that arise in the numerical solution of these problems due to inherent ill-conditioning in the problem. We have also suggested several reformulated versions of the problem, which are sometimes more complicated to solve, but which yield results that are much more robust to perturbations.
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#### Abstract

The simulation of electronic circuits involves the numerical solution of very large-scale, sparse, in general nonlinear, systems of differential-algebraic equations. Often, the size of these systems can be reduced considerably by replacing the equations corresponding to linear subcircuits by approximate models of much smaller state-space dimension. In this paper, we describe the use of Krylov-subspace methods for generating such reduced-order models of linear subcircuits. Particular emphasis is on reduced-order modeling techniques that preserve the passivity of linear RLC subcircuits. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

Today's integrated electronic circuits are extremely complex, with up to tens of millions of devices. Prototyping of such circuits is no longer possible, and instead, computational methods are used to simulate and analyze the behavior of the electronic circuit at the design stage. This allows to correct the design before the circuit is actually fabricated in silicon.

The simulation of electronic circuits involves the numerical solution of very large-scale, sparse, in general nonlinear, systems of time-dependent differential-algebraic equations (DAEs); see, e.g. $[10,29,30]$ and the references given there. These systems can be so large that time integration becomes inefficient or even prohibitive. On the other hand, electronic circuits often contain large linear subcircuits of passive components that contribute only linear equations to the system of DAEs describing the whole circuit. In particular, such linear subcircuits may result from extracted RLC models of the circuit's wiring, the so-called interconnect, models of the circuit's package, or models of wireless propagation channels. By replacing the equations corresponding to linear subcircuits by approximate models of much smaller state-space dimension, the size of the system of DAEs
describing the whole circuit can be reduced significantly, so that time integration of the resulting system becomes feasible; see, e.g. [11,20,24,26] and the references given there. In recent years, there has been a lot of interest in generating suitable reduced-order models of linear subcircuits by means of Krylov-subspace methods, such as the Lanczos algorithm and the Arnoldi process. For a survey of these recent developments, we refer the reader to [13].

In this paper, we describe the use of Krylov-subspace methods for generating reduced-order models of systems of linear DAEs, such as the ones arising in circuit simulation. Particular emphasis is on projection techniques that, when applied to a passive circuit, preserve the passivity of the circuit. We stress that the methods discussed in this paper are not restricted to systems of DAEs arising in circuit simulation and that they can be applied to general time-invariant linear dynamical systems. However, the development of these methods was mostly motivated by the need for reduced-order modeling in circuit simulation.

The remainder of the paper is organized as follows. In Section 2, we briefly review the systems of DAEs that arise in circuit simulation, and we describe how reduced-order models of linear subcircuits can be employed to reduce the dimension of these systems. In Section 3, we introduce our notion of block Krylov subspaces and review the construction of basis vectors via Lanczos and Arnoldi algorithms. In Section 4, we define reduced-order models based on projection and describe their computation via Krylov-subspace methods. In Section 5, we discuss connections with Padé and Padé-type approximants. In Section 6, we establish results on the stability and passivity of reduced-order models obtained via projection. In Section 7, numerical results for two circuit examples are reported. Finally, in Section 8, we make some concluding remarks and mention a few open problems.

Throughout this article, we use boldface letters to denote vectors and matrices. Unless stated otherwise, vectors and matrices are allowed to have complex entries. As usual, $\overline{\boldsymbol{M}}=\left[\overline{m_{j k}}\right], \boldsymbol{M}^{\mathrm{T}}=$ $\left[m_{k j}\right]$, and $\boldsymbol{M}^{\mathrm{H}}=\overline{\boldsymbol{M}}^{\mathrm{T}}=\left[\bar{m}_{k j}\right]$ denote the complex conjugate, transpose, and the conjugate transpose, respectively, of the matrix $\boldsymbol{M}=\left[m_{j k}\right]$, and $\boldsymbol{M} \geqslant \mathbf{0}$ means that $\boldsymbol{M}$ is Hermitian positive semi-definite. The vector norm $\|\boldsymbol{x}\|:=\sqrt{\boldsymbol{x}^{\mathrm{H}} \boldsymbol{x}}$ is always the Euclidean norm, and $\|\boldsymbol{M}\|:=\max _{\|\boldsymbol{x}\|=1}\|\boldsymbol{M} \boldsymbol{x}\|$ is the corresponding induced matrix norm. We use $\boldsymbol{I}_{n}$ to denote the $n \times n$ identity matrix and $\mathbf{0}_{n \times m}$ to denote the $n \times m$ zero matrix; we will omit these indices whenever the actual dimensions of $\boldsymbol{I}$ and $\mathbf{0}$ are apparent from the context. The sets of real and complex numbers are denoted by $\mathbb{R}$ and $\mathbb{C}$, respectively. For $s \in \mathbb{C}, \operatorname{Re}(s)$ is the real part of $s$. Finally, $\mathbb{C}_{+}:=\{s \in \mathbb{C} \mid \operatorname{Re}(s)>0\}$ is the open right-half of the complex plane.

## 2. Circuit equations

In this section, we briefly describe the systems of DAEs that arise in circuit simulation and review how reduced-order modeling of linear subcircuits is employed in the numerical solution of such systems. For introductions to circuit simulation and overviews of typical simulation tasks, we refer the reader to $[10,29,30]$.

### 2.1. General circuit equations

Electronic circuits are usually modeled as networks whose branches correspond to the circuit elements and whose nodes correspond to the interconnections of the circuit elements; see, e.g.
[10,29,30]. Such networks are characterized by three types of equations: Kirchhoff's current law (KCL), Kirchhoff's voltage law (KVL), and branch constitutive relations (BCRs). The unknowns in these equations are the currents through the branches of the network, the voltage drops along the branches, and the voltages at the nodes of the network. The KCLs and KVLs are linear algebraic equations that only depend on the topology of the circuit. The KCLs state that, at each node $\mathscr{N}$ of the network, the currents flowing in and out of $\mathscr{N}$ sum up to zero. The KVLs state that, for each closed loop $\mathscr{L}$ of the network, the voltage drops along $\mathscr{L}$ sum up to zero. The BCRs are equations that characterize the actual circuit elements. For example, the BCR of a linear resistor is Ohm's law. The BCRs are linear equations for simple devices, such as linear resistors, capacitors, and inductors, and they are nonlinear equations for more complex devices, such as diodes and transistors. Furthermore, in general, the BCRs involve first time derivatives of the unknowns, and thus they are first-order DAEs.

All the KCLs, KVLs, and BCRs characterizing a given circuit can be summarized as a system of first-order, in general nonlinear, DAEs of the form

$$
\begin{equation*}
\boldsymbol{f}(\hat{\boldsymbol{x}}, t)+\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{q}(\hat{\boldsymbol{x}}, t)=\mathbf{0} \tag{1}
\end{equation*}
$$

together with suitable initial conditions. Here, $\hat{\boldsymbol{x}}=\hat{\boldsymbol{x}}(t)$ is the unknown vector of circuit variables at time $t$, the vector-valued function $\boldsymbol{f}(\hat{\boldsymbol{x}}, t)$ represents the contributions of nonreactive elements such as resistors, sources, etc., and the vector-valued function $(\mathrm{d} / \mathrm{d} t) \boldsymbol{q}(\hat{\boldsymbol{x}}, t)$ represents the contributions of reactive elements such as capacitors and inductors. There are a number of established methods, such as sparse tableau, nodal formulation, and modified nodal analysis, for writing down the system (1); see, e.g. [30]. The vector functions $\hat{\boldsymbol{x}}, \boldsymbol{f}, \boldsymbol{q}$ in (1), as well as their dimension, $\hat{N}$, depend on the chosen formulation method. The most general method is sparse tableau, which consists of just listing all the KCLs, KVLs, and BCRs. The other formulation methods can be interpreted as starting from sparse tableau and eliminating some of the unknowns by using some of the KCL or KVL equations. For all the standard formulation methods, the dimension $\hat{N}$ is of the order of the number of devices in the circuit.

### 2.2. Linear subcircuits

Traditional circuit simulators are based on the numerical solution of the system of DAEs (1); see, e.g. [30]. However, the dimension of (1) can be so large that time integration of (1) is inefficient or even prohibitive. On the other hand, circuits often contain large linear subcircuits that can be well approximated by reduced-order models of much smaller dimension. By replacing the equations in (1) corresponding to such linear subcircuits by their respective reduced-order models, one obtains an approximate system of DAEs of much smaller dimension that can then be solved numerically by time integration. We now describe this process in more detail.

Let $\mathscr{C}_{1}$ be a large linear subcircuit of a given circuit, and denote by $\mathscr{C}_{\mathrm{r}}$ the, in general nonlinear, remainder of the circuit. After a suitable reordering, the vector $\hat{\boldsymbol{x}}$ of circuit variables in (1) can be partitioned as follows:

$$
\hat{\boldsymbol{x}}=\left[\begin{array}{c}
\hat{\boldsymbol{x}}_{\mathrm{r}}  \tag{2}\\
\boldsymbol{y} \\
\hat{\boldsymbol{x}}_{1}
\end{array}\right]
$$

Here, $\hat{\boldsymbol{x}}_{\mathrm{r}}$ and $\hat{\boldsymbol{x}}_{1}$ denote the circuit variables exclusive to $\mathscr{C}_{\mathrm{r}}$ and $\mathscr{C}_{1}$, respectively, and $\boldsymbol{y}$ represents the variables shared by $\mathscr{C}_{\text {r }}$ and $\mathscr{C}_{1}$. Using the partitioning (2) and setting

$$
\boldsymbol{x}_{0}:=\left[\begin{array}{c}
\hat{\boldsymbol{x}}_{\mathrm{r}}  \tag{3}\\
\boldsymbol{y}
\end{array}\right] \quad \text { and } \quad \boldsymbol{x}:=\left[\begin{array}{c}
\boldsymbol{y} \\
\hat{\boldsymbol{x}}_{1}
\end{array}\right]
$$

the functions $\boldsymbol{f}$ and $\boldsymbol{q}$ in (1), after a suitable reordering of the equations in (1), can be expressed as follows:

$$
\boldsymbol{f}(\hat{\boldsymbol{x}}, t)=\left[\begin{array}{c}
\boldsymbol{f}_{0}\left(\boldsymbol{x}_{0}, t\right)  \tag{4}\\
\mathbf{0}_{k \times 1}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0}_{\hat{N}-N \times 1} \\
\boldsymbol{G} \boldsymbol{x}
\end{array}\right], \quad \boldsymbol{q}(\hat{\boldsymbol{x}}, t)=\left[\begin{array}{c}
\boldsymbol{q}_{0}\left(\boldsymbol{x}_{0}, t\right) \\
\mathbf{0}_{k \times 1}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0}_{\hat{N}-N \times 1} \\
\boldsymbol{C x}
\end{array}\right]
$$

Here, $\boldsymbol{f}_{0}$ and $\boldsymbol{q}_{0}$ represent the contributions of resistive and reactive elements from the subcircuit $\mathscr{C}_{\mathrm{r}}$, and the matrices $\boldsymbol{G}$ and $\boldsymbol{C}$ represent the contributions of resistive and reactive elements in the linear subcircuit $\mathscr{C}_{1}$. In (4), without loss of generality, we have assumed that the vector-valued functions $\boldsymbol{f}_{0}$ and $\boldsymbol{q}_{0}$ have the same number of components, that the zero vectors below $\boldsymbol{f}_{0}$ and $\boldsymbol{q}_{0}$ have the same length, $k$, and that the matrices $\boldsymbol{G}$ and $\boldsymbol{C}$ are square and of the same size, $N \times N$; this can always be achieved by padding $\boldsymbol{f}_{0}, \boldsymbol{q}_{0}, \boldsymbol{G}$, and $\boldsymbol{C}$ with additional zeros, if necessary. Unless the subcircuit $\mathscr{C}_{1}$ is completely decoupled form the remainder circuit $\mathscr{C}_{\mathrm{r}}$, we have $m:=N-k>0$. This means that, in (4), the last $m$ components of the, in general nonlinear, functions $\boldsymbol{f}_{0}$ and $\boldsymbol{q}_{0}$ are connected with the first $m$ components of the linear functions $\boldsymbol{G} \boldsymbol{x}$ and $\boldsymbol{C x}$. By introducing an additional $m$-dimensional vector, $\boldsymbol{u}=\boldsymbol{u}(t)$, of circuit variables, these $m$ connecting equations can be decoupled. Indeed, using (4), one readily verifies that the original system (1) is equivalent to the following system:

$$
\begin{align*}
& \boldsymbol{f}_{0}\left(\boldsymbol{x}_{0}, t\right)+\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{q}_{0}\left(\boldsymbol{x}_{0}, t\right)+\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{I}_{m}
\end{array}\right] \boldsymbol{u}=0  \tag{5}\\
& \boldsymbol{C} \frac{\mathrm{~d} \boldsymbol{x}}{\mathrm{~d} t}+\boldsymbol{G} \boldsymbol{x}=\left[\begin{array}{c}
\boldsymbol{I}_{m} \\
\mathbf{0}
\end{array}\right] \boldsymbol{u} . \tag{6}
\end{align*}
$$

We remark that the additional variables $\boldsymbol{u}$ in (5) and (6) can be interpreted as interface signals between the subcircuits $\mathscr{C}_{\mathrm{r}}$ and $\mathscr{C}_{1}$.

Let $p$ denote the length of the vector $\boldsymbol{y}$ in the partitioning (2) of $\hat{\boldsymbol{x}}$, and set

$$
\boldsymbol{B}:=\left[\begin{array}{c}
\boldsymbol{I}_{m} \\
\mathbf{0}_{N-m \times m}
\end{array}\right] \quad \text { and } \quad \boldsymbol{L}:=\left[\begin{array}{c}
\boldsymbol{I}_{p} \\
\mathbf{0}_{N-p \times p}
\end{array}\right] .
$$

Note that, by (3), the matrix $\boldsymbol{L}^{\mathrm{H}}=\boldsymbol{L}^{\mathrm{T}}$ selects the subvector $\boldsymbol{y}$ from $\boldsymbol{x}$, i.e.

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{L}^{\mathrm{H}} \boldsymbol{x} \tag{7}
\end{equation*}
$$

Eqs. (6) and (7) constitute a linear dynamical system of the form

$$
\begin{align*}
& \boldsymbol{C} \frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} t}=-\boldsymbol{G} \boldsymbol{x}+\boldsymbol{B} \boldsymbol{u}(t) \\
& \boldsymbol{y}(t)=\boldsymbol{L}^{\mathrm{H}} \boldsymbol{x}(t) \tag{8}
\end{align*}
$$

In (8), in general, $\boldsymbol{C}, \boldsymbol{G} \in \mathbb{C}^{N \times N}, \boldsymbol{B} \in \mathbb{C}^{N \times m}$, and $\boldsymbol{L} \in \mathbb{C}^{N \times p}$ are given matrices, $m$ and $p$ denote the number of inputs and outputs, respectively, the components of the given vector-valued function $\boldsymbol{u}:[0, \infty) \mapsto \mathbb{C}^{m}$ are the inputs, and $\boldsymbol{y}:[0, \infty) \mapsto \mathbb{C}^{p}$ is the unknown function of outputs. The components of the unknown vector-valued function $\boldsymbol{x}:[0, \infty) \mapsto \mathbb{C}^{N}$ are the state variables, and $N$
is the state-space dimension. In general, the matrices $\boldsymbol{C}$ and $\boldsymbol{G}$ in (8) are allowed to be singular. However, we assume that $\boldsymbol{G}+s \boldsymbol{C}$ is a regular matrix pencil, i.e., $\boldsymbol{G}+s \boldsymbol{C}$ is singular only for finitely many values of $s \in \mathbb{C}$. This condition is always satisfied for linear dynamical systems (8) arising in circuit simulation.

A reduced-order model of (8) is a linear dynamical system of the same form as (8), but of smaller state-space dimension $n<N$. More precisely, a reduced-order model of state-space dimension $n$ is of the form

$$
\begin{align*}
& \boldsymbol{C}_{n} \frac{\mathrm{~d} \boldsymbol{z}}{\mathrm{~d} t}=-\boldsymbol{G}_{n} \boldsymbol{z}+\boldsymbol{B}_{n} \boldsymbol{u}(t), \\
& \boldsymbol{y}(t)=\boldsymbol{L}_{n}^{\mathrm{H}} \boldsymbol{z}(t) \tag{9}
\end{align*}
$$

Here, $\boldsymbol{C}_{n}, \boldsymbol{G}_{n} \in \mathbb{C}^{n \times n}, \boldsymbol{B}_{n} \in \mathbb{C}^{n \times m}$, and $\boldsymbol{L}_{n} \in \mathbb{C}^{n \times p}$ are matrices that should be chosen such that the input-output mapping $\boldsymbol{u}(t) \mapsto \boldsymbol{y}(t)$ of (9) somehow approximates the input-output mapping of the original system (8); see Section 2.3 below.

After a suitable reduced-order model (9) for systems (6) and (7) has been determined, the linear part (6) of the circuit equations is replaced by the first set of equations in (9). The result is a reduced-order system of DAEs that represents an approximation to the original system (1); see, e.g. [9,26]. Provided that the size of $\mathscr{C}_{1}$ dominates that of $\mathscr{C}_{\mathrm{r}}$, the approximate system has a much smaller state-space dimension than (1), and thus time integration by means of standard circuit simulators becomes feasible.

### 2.3. Transfer functions

Next, we introduce the so-called transfer function, which describes the input-output behavior of a linear dynamical system (9) in frequency domain.

For vector-valued functions $\boldsymbol{g}(t), t \in[0, \infty)$, with $\boldsymbol{g}(0)=\mathbf{0}$, we denote by

$$
\begin{equation*}
\hat{\boldsymbol{g}}(s)=\int_{0}^{\infty} \boldsymbol{g}(t) \mathrm{e}^{-s t} \mathrm{~d} t, \quad s \in \mathbb{C}, \tag{10}
\end{equation*}
$$

the (frequency-domain) Laplace transform of $\boldsymbol{g}$. We remark that in (10), the purely imaginary values $s=i \omega, \omega \geqslant 0$, correspond to the frequency $\omega$; these are the physically meaningful values of the complex variable $s$.

We now assume, for simplicity, zero initial conditions $\boldsymbol{x}(0)=\mathbf{0}$ and $\boldsymbol{u}(0)=\mathbf{0}$ in (8). By applying (10) to the linear dynamical system (8), we obtain its frequency-domain formulation

$$
\begin{align*}
& s \boldsymbol{C} \hat{\boldsymbol{x}}=-\boldsymbol{G} \hat{\boldsymbol{x}}+\boldsymbol{B} \hat{\boldsymbol{u}}(s), \\
& \hat{\boldsymbol{y}}(s)=\boldsymbol{L}^{\mathrm{H}} \hat{\boldsymbol{x}}(s) . \tag{11}
\end{align*}
$$

Eliminating $\hat{\boldsymbol{x}}$ in (11) results in the frequency-domain input-output relation $\hat{\boldsymbol{y}}(s)=\boldsymbol{H}(s) \hat{\boldsymbol{u}}(s)$, where $\boldsymbol{H}$, the transfer function of (8), is given by

$$
\begin{equation*}
\boldsymbol{H}(s):=\boldsymbol{L}^{\mathrm{H}}(\boldsymbol{G}+s \boldsymbol{C})^{-1} \boldsymbol{B}, \quad s \in \mathbb{C} \tag{12}
\end{equation*}
$$

Note that $\boldsymbol{H}: \mathbb{C} \mapsto(\mathbb{C} \cup\{\infty\})^{p \times m}$ is a matrix-valued rational function.
Similarly, the transfer function $\boldsymbol{H}_{n}: \mathbb{C} \mapsto(\mathbb{C} \cup\{\infty\})^{p \times m}$ of the reduced-order model (9) is given by

$$
\begin{equation*}
\boldsymbol{H}_{n}(s):=\boldsymbol{L}_{n}^{\mathrm{H}}\left(\boldsymbol{G}_{n}+s \boldsymbol{C}_{n}\right)^{-1} \boldsymbol{B}_{n}, \quad s \in \mathbb{C} \tag{13}
\end{equation*}
$$

In terms of transfer functions, the problem of constructing a reduced-order model (9) of size $n$ that approximates the input-output behavior of (8) can be stated as follows: Determine the matrices $\boldsymbol{C}_{n}, \boldsymbol{G}_{n}, \boldsymbol{B}_{n}$, and $\boldsymbol{L}_{n}$ in (9) such that the reduced-order transfer function (13), $\boldsymbol{H}_{n}$, in some sense approximates the transfer function (12), $\boldsymbol{H}$, of the original linear dynamical system (8).

For systems (8) of small-to-moderate state-space dimension $N$, there is a variety of techniques to construct reduced-order models such that, in some appropriate norm, $\boldsymbol{H}_{n}$ approximates $\boldsymbol{H}$ over a whole range of values of $s$; see the references given in [13]. However, these techniques are usually not applicable to large-scale systems (8), such as the ones arising in circuit simulation. In the latter case, the matrices $\boldsymbol{C}$ and $\boldsymbol{G}$ in (8) are large and sparse. Note that, in view of (12), the evaluation of $\boldsymbol{H}\left(s_{0}\right)$ at even a single point $s_{0} \in \mathbb{C}$ requires the solution of systems of linear equations with the large sparse coefficient matrix $\boldsymbol{G}+s_{0} \boldsymbol{C}$. Fortunately, the circuit matrices $\boldsymbol{C}$ and $\boldsymbol{G}$ are usually such that sparse Gaussian elimination can be employed to compute an LU factorization

$$
\begin{equation*}
\boldsymbol{G}+s_{0} \boldsymbol{C}=\boldsymbol{P}_{1} \boldsymbol{L}_{0} \boldsymbol{U}_{0} \boldsymbol{P}_{2} \tag{14}
\end{equation*}
$$

of the matrix $\boldsymbol{G}+s_{0} \boldsymbol{C}$. In (14), $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$ are permutation matrices that record pivoting for sparsity and numerical stability, $\boldsymbol{L}_{0}$ is a lower triangular matrix, and $\boldsymbol{U}_{0}$ is an upper triangular matrix. Pivoting for sparsity means that the original ordering of the rows and columns of $\boldsymbol{G}+s_{0} \boldsymbol{C}$ is changed so that potential fill-in in the factors $\boldsymbol{L}_{0}$ and $\boldsymbol{U}_{0}$ is reduced. For circuit matrices, typically very little fill-in occurs in $\boldsymbol{L}_{0}$ and $\boldsymbol{U}_{0}$, although this cannot be guaranteed in general. Once the factorization (14) is computed, the solution of the linear systems needed to evaluate $\boldsymbol{H}\left(s_{0}\right)$ is obtained by sparse backsolves.

Note that evaluating $\boldsymbol{H}\left(s_{0}\right)$ at several points $s_{0}$ would require the computation of a new factorization (14) for each new point $s_{0}$. Despite the limited fill-in for circuit matrices, the cost for factoring $\boldsymbol{G}+s_{0} \boldsymbol{C}$ is high enough that one tries to get away with computing a single factorization (14). This is the case for reduced-order models that are characterized by a matching of the leading terms in Taylor expansions of $\boldsymbol{H}$ and $\boldsymbol{H}_{n}$ about a given expansion point $s_{0}$. More precisely, such a reduced-order model of given size $n$ is defined by

$$
\begin{equation*}
\boldsymbol{H}_{n}(s)=\boldsymbol{H}(s)+\mathcal{O}\left(s-s_{0}\right)^{q(n)} \tag{15}
\end{equation*}
$$

If $q(n)$ in (15) is as large as possible, then $\boldsymbol{H}_{n}$ is an nth matrix-Padé approximant of $\boldsymbol{H}$; see, e.g. [5]. In Section 5, we will also discuss certain matrix-Padé-type approximants for which $q(n)$ is not maximal.

### 2.4. Linear RLC subcircuits

In circuit simulation, an important special case is linear subcircuits that consist of only resistors, inductors, and capacitors. Such linear RLC subcircuits arise in the modeling of a circuit's interconnect and package; see, e.g. [16,17,20,24].

The equations describing linear RLC subcircuits are of the form (8). Furthermore, the equations can be formulated such that the matrices in (8) exhibit certain symmetries; see [15,17]. More precisely, the $N \times N$ matrices $\boldsymbol{G}$ and $\boldsymbol{C}$ are real and symmetric, and have the following block structure:

$$
\boldsymbol{G}=\boldsymbol{G}^{\mathrm{T}}=\left[\begin{array}{cc}
\boldsymbol{G}_{11} & \boldsymbol{G}_{12}  \tag{16}\\
\boldsymbol{G}_{12}^{\mathrm{T}} & \mathbf{0}
\end{array}\right] \quad \text { and } \quad \boldsymbol{C}=\boldsymbol{C}^{\mathrm{T}}=\left[\begin{array}{cc}
\boldsymbol{C}_{11} & \mathbf{0} \\
\mathbf{0} & -\boldsymbol{C}_{22}
\end{array}\right] .
$$

Here, the submatrices $\boldsymbol{G}_{11}, \boldsymbol{C}_{11} \in \mathbb{R}^{N_{1} \times N_{1}}$ and $\boldsymbol{C}_{22} \in \mathbb{R}^{N_{2} \times N_{2}}$ are symmetric positive semi-definite, and $N=N_{1}+N_{2}$. Note that, except for the special case $N_{2}=0$, the matrices $\boldsymbol{G}$ and $\boldsymbol{C}$ are indefinite. The special case $N_{2}=0$ arises for RC subcircuits that contain only resistors and capacitors, but no inductors.

If the RLC subcircuit is viewed as an $m$-terminal component with $m=p$ inputs and outputs, then the matrices $\boldsymbol{B}$ and $\boldsymbol{L}$ in (8) are identical and of the form

$$
\boldsymbol{B}=\boldsymbol{L}=\left[\begin{array}{c}
\boldsymbol{B}_{1}  \tag{17}\\
\mathbf{0}_{N_{2} \times m}
\end{array}\right] \quad \text { with } \boldsymbol{B}_{1} \in \mathbb{R}^{N_{1} \times m} .
$$

For such an $m$-terminal RLC subcircuit, in view of (16) and (17), the transfer function (12) reduces to

$$
\begin{equation*}
\boldsymbol{H}(s)=\boldsymbol{B}^{\mathrm{T}}(\boldsymbol{G}+s \boldsymbol{C})^{-1} \boldsymbol{B} \quad \text { where } \boldsymbol{G}=\boldsymbol{G}^{\mathrm{T}}, \quad \boldsymbol{C}=\boldsymbol{C}^{\mathrm{T}} \tag{18}
\end{equation*}
$$

We call a transfer function $\boldsymbol{H}$ symmetric if it is of the form (18) with real matrices $\boldsymbol{G}, \boldsymbol{C}$, and $\boldsymbol{B}$. For symmetric transfer functions, we will always assume that the expansion point $s_{0}$ in (15) is chosen to be real:

$$
\begin{equation*}
s_{0} \in \mathbb{R} \quad \text { if } \boldsymbol{H} \text { is symmetric. } \tag{19}
\end{equation*}
$$

The condition (19) is necessary in order to generate passive reduced-order models of symmetric transfer functions.

We will also use the following nonsymmetric formulation of (18). Let $\boldsymbol{J}$ be the block matrix

$$
\boldsymbol{J}=\left[\begin{array}{cc}
\boldsymbol{I}_{N_{1}} & \mathbf{0}  \tag{20}\\
\mathbf{0} & -\boldsymbol{I}_{N_{2}}
\end{array}\right] .
$$

Note that, by (17) and (20), we have $\boldsymbol{B}=\boldsymbol{J B}$. Using this relation, as well as (16), we can rewrite (18) as follows:

$$
\begin{equation*}
\boldsymbol{H}(s)=\boldsymbol{B}^{\mathrm{T}}(\boldsymbol{J} \boldsymbol{G}+s \boldsymbol{J} \boldsymbol{C})^{-1} \boldsymbol{B} \tag{21}
\end{equation*}
$$

where

$$
\boldsymbol{J} \boldsymbol{G}=\left[\begin{array}{cc}
\boldsymbol{G}_{11} & \boldsymbol{G}_{12} \\
-\boldsymbol{G}_{12}^{\mathrm{T}} & \mathbf{0}
\end{array}\right] \quad \text { and } \quad \boldsymbol{J} \boldsymbol{C}=\left[\begin{array}{cc}
\boldsymbol{C}_{11} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{C}_{22}
\end{array}\right]
$$

In this formulation, the matrix $\boldsymbol{J G}$ is no longer symmetric, but now

$$
\begin{equation*}
\boldsymbol{J} \boldsymbol{G}+(\boldsymbol{J} \boldsymbol{G})^{\mathrm{T}} \geqslant \mathbf{0} \quad \text { and } \quad \boldsymbol{J} \boldsymbol{C} \geqslant \mathbf{0} \tag{22}
\end{equation*}
$$

## 3. Basis vectors for block Krylov subspaces

In this section, we introduce our notion of block Krylov subspaces for multiple starting vectors. We also review variants of the Arnoldi and Lanczos algorithms for generating basis vectors for block Krylov subspaces.

### 3.1. Reduction to one matrix

Let $s_{0} \in \mathbb{C}$ be the expansion point that is to be used in the characterization (15) of the reduced-order transfer function $\boldsymbol{H}_{n}$. The only assumption on $s_{0}$ is that the matrix $\boldsymbol{G}+s_{0} \boldsymbol{C}$ be nonsingular; this guarantees that $s_{0}$ is not a pole of the original transfer function (12), $\boldsymbol{H}$.

An approximate transfer function $\boldsymbol{H}_{n}$ satisfying (15) could be obtained by first explicitly computing the leading $q(n)$ Taylor coefficients of the expansion of $\boldsymbol{H}$ about $s_{0}$ and then generating $\boldsymbol{H}_{n}$ from these coefficients; see, e.g. [25]. However, any approach based on explicitly computing the Taylor coefficients of $\boldsymbol{H}$ is inherently numerically unstable; see [8]. A much better alternative is to use block Krylov-subspace methods that obtain the same information as contained in the leading $q(n)$ Taylor coefficients of $\boldsymbol{H}$, but in a more stable manner.

Before block Krylov-subspace methods can be employed, the two matrices $\boldsymbol{G}$ and $\boldsymbol{C}$ in the definition (12) of $\boldsymbol{H}$ have to be reduced to a single matrix, denoted by $\boldsymbol{A}$ in the sequel. This can be done by rewriting (12) as follows:

$$
\begin{equation*}
\boldsymbol{H}(s)=\boldsymbol{L}^{\mathrm{H}}\left(\boldsymbol{I}+\left(s-s_{0}\right) \boldsymbol{A}\right)^{-1} \boldsymbol{R} \tag{23}
\end{equation*}
$$

where

$$
\boldsymbol{A}:=\left(\boldsymbol{G}+s_{0} \boldsymbol{C}\right)^{-1} \boldsymbol{C} \quad \text { and } \quad \boldsymbol{R}:=\left(\boldsymbol{G}+s_{0} \boldsymbol{C}\right)^{-1} \boldsymbol{B}
$$

Although $\boldsymbol{G}$ and $\boldsymbol{C}$ are sparse matrices, in general, the matrix $\boldsymbol{A}$ in (23) is a dense matrix. However, block Krylov-subspace methods involve $\boldsymbol{A}$ only in the form of matrix-vector products $\boldsymbol{A} \boldsymbol{v}$ and possibly $\boldsymbol{A}^{\mathrm{H}} \boldsymbol{w}$. To efficiently compute these products, one never needs to form $\boldsymbol{A}$ explicitly. Instead, one uses the sparse factorization (14) of $\boldsymbol{G}+s_{0} \boldsymbol{C}$. Each matrix-vector product $\boldsymbol{A} \boldsymbol{v}$ then requires one multiplication with the sparse matrix $\boldsymbol{C}$ and two backsolves with the sparse triangular matrices $\boldsymbol{L}_{0}$ and $\boldsymbol{U}_{0}$ from (14). Similarly, $\boldsymbol{A}^{\mathrm{H}} \boldsymbol{w}$ requires one multiplication with $\boldsymbol{C}^{\mathrm{H}}$ and two backsolves with the sparse triangular matrices $\boldsymbol{L}_{0}^{\mathrm{H}}$ and $\boldsymbol{U}_{0}^{\mathrm{H}}$.

### 3.2. Block Krylov subspaces

Next, we introduce block Krylov subspaces. The proper definition of these subspaces is necessarily quite involved, and the reader may ask if block Krylov subspaces could not be avoided altogether by using standard Krylov subspaces induced by single vectors instead. For example, one can generate scalar approximations for all the $p \cdot m$ coefficient functions of the $p \times m$-matrix-valued transfer function $\boldsymbol{H}$ via suitable basis vectors for $m+p$ standard Krylov subspaces. However, the resulting approximation is not a matrix-Padé approximant of $\boldsymbol{H}$, and in fact, one can show that, in order to obtain an approximation of the same quality as the matrix-Padé approximant, at least $\lfloor(m+p) / 2\rfloor$ times more computational work is required compared to computing a matrix-Padé approximant. Therefore, the use of block Krylov subspaces results in much more efficient reduced-order modeling techniques than those based on standard Krylov subspaces.

Let $\boldsymbol{A} \in \mathbb{C}^{N \times N}$ be a given $N \times N$ matrix and

$$
\boldsymbol{R}=\left[\begin{array}{llll}
\boldsymbol{r}_{1} & \boldsymbol{r}_{2} & \cdots & \boldsymbol{r}_{m} \tag{24}
\end{array}\right] \in \mathbb{C}^{N \times m}
$$

be a given matrix of $m$ right starting vectors, $\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \ldots, \boldsymbol{r}_{m}$. Before we introduce block Krylov subspaces induced by $\boldsymbol{A}$ and $\boldsymbol{R}$, we briefly review the standard case $m=1$ of a single starting vector $\boldsymbol{r}=\boldsymbol{r}_{1}$. In this case, the usual nth Krylov subspace (induced by $\boldsymbol{A}$ and $\boldsymbol{r}$ ) is given by

$$
\begin{equation*}
\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{r}):=\operatorname{span}\left\{\boldsymbol{r}, \boldsymbol{A} \boldsymbol{r}, \boldsymbol{A}^{2} \boldsymbol{r}, \ldots, \boldsymbol{A}^{n-1} \boldsymbol{r}\right\} \tag{25}
\end{equation*}
$$

Let $n_{0}$ be defined as the largest possible integer $n$ such that in (25), all the Krylov vectors, $\boldsymbol{A}^{j-1} \boldsymbol{r}$, $1 \leqslant j \leqslant n-1$, are linearly independent. Note that $n_{0} \leqslant N$. By the definition of $n_{0}$, the $n$th Krylov
subspace (25) has dimension $n$ if $1 \leqslant n \leqslant n_{0}$ and dimension $n_{0}$ if $n>n_{0}$. Moreover, $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{r})=$ $\mathscr{K}_{n_{0}}(\boldsymbol{A}, \boldsymbol{r})$ for all $n>n_{0}$. Thus, $\mathscr{K}_{n_{0}}(\boldsymbol{A}, \boldsymbol{r})$ is the largest possible Krylov subspace (induced by $\boldsymbol{A}$ and $\boldsymbol{r}$ ), and we call the Krylov sequence $\boldsymbol{r}, \boldsymbol{A r}, \boldsymbol{A}^{2} \boldsymbol{r}, \ldots, \boldsymbol{A}^{n-1} \boldsymbol{r}$ exhausted if $n>n_{0}$.

In the general case of $m \geqslant 1$ starting vectors (24), the situation is more complicated; we refer the reader to the discussion in [1]. The main difficulty is that in contrast to the case $m=1$, linear independence of the columns in the block Krylov sequence,

$$
\begin{equation*}
\boldsymbol{R}, \boldsymbol{A R}, \boldsymbol{A}^{2} \boldsymbol{R}, \ldots, \boldsymbol{A}^{j-1} \boldsymbol{R}, \ldots \tag{26}
\end{equation*}
$$

is lost only gradually in general. More precisely, if the $j$ th block, $\boldsymbol{A}^{j-1} \boldsymbol{R}$, contains a column that is linearly dependent on columns to its left in (26), then, in general, not all the columns of $\boldsymbol{A}^{j-1} \boldsymbol{R}$ are linear dependent on columns to their left. Hence, the occurrence of a linear-dependent column does not necessarily imply that the block Krylov sequence $\boldsymbol{R}, \boldsymbol{A R}, \boldsymbol{A}^{2} \boldsymbol{R}, \ldots, \boldsymbol{A}^{j-1} \boldsymbol{R}$ is exhausted. As a result, in general, the construction of suitable basis vectors for the subspaces spanned by the columns of (26) needs to be continued even after a linear-dependent column has been found in (26). However, a proper handling of such linear-dependent columns requires that the column itself and all its successive $\boldsymbol{A}$-multiples need to be deleted. Formally, this can be done as follows. By scanning the columns of the matrices in (26) from left to right and deleting each column that is linearly dependent on earlier columns, we obtain the deflated block Krylov sequence

$$
\begin{equation*}
\boldsymbol{R}_{1}, \boldsymbol{A} \boldsymbol{R}_{2}, \boldsymbol{A}^{2} \boldsymbol{R}_{3}, \ldots, \boldsymbol{A}^{j_{\max }-1} \boldsymbol{R}_{j_{\max }} \tag{27}
\end{equation*}
$$

This process of deleting linearly dependent vectors is referred to as exact deflation in the following. In (27), for each $j=1,2, \ldots, j_{\max }, \boldsymbol{R}_{j}$ is a submatrix of $\boldsymbol{R}_{j-1}$, with $\boldsymbol{R}_{j} \neq \boldsymbol{R}_{j-1}$ if, and only if, deflation occurred within the $j$ th Krylov block $\boldsymbol{A}^{j-1} \boldsymbol{R}$ in (26). Here, for $j=1$, we set $\boldsymbol{R}_{0}=\boldsymbol{R}$. Denoting by $m_{j}$ the number of columns of $\boldsymbol{R}_{j}$, we thus have

$$
\begin{equation*}
m \geqslant m_{1} \geqslant m_{2} \geqslant \cdots \geqslant m_{j_{\max }} \geqslant 1 \tag{28}
\end{equation*}
$$

By construction, the columns of the matrices (27) are linearly independent, and for each $n$, the subspace spanned by the first $n$ of these columns is called the nth block Krylov subspace (induced by $\boldsymbol{A}$ and $\boldsymbol{R})$. In the following, we denote the $n$th block Krylov subspace by $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$. For later use, we remark that for

$$
\begin{equation*}
n=m_{1}+m_{2}+\cdots+m_{j} \quad \text { where } 1 \leqslant j \leqslant j_{\max } \tag{29}
\end{equation*}
$$

the $n$th block Krylov subspace is given by

$$
\begin{equation*}
\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})=\text { Colspan }\left\{\boldsymbol{R}_{1}, \boldsymbol{A} \boldsymbol{R}_{2}, \boldsymbol{A}^{2} \boldsymbol{R}_{3}, \ldots, \boldsymbol{A}^{j-1} \boldsymbol{R}_{j}\right\} \tag{30}
\end{equation*}
$$

For Lanczos-based reduced-order modeling techniques, we will also need the block Krylov subspaces induced by $\boldsymbol{A}^{\mathrm{H}}$ and a given matrix of $p$ left starting vectors,

$$
\boldsymbol{L}=\left[\begin{array}{llll}
\boldsymbol{l}_{1} & \boldsymbol{l}_{2} & \cdots & \boldsymbol{l}_{p} \tag{31}
\end{array}\right] \in \mathbb{C}^{N \times p}
$$

Applying the above construction to $\boldsymbol{A}^{\mathrm{H}}$ and $\boldsymbol{L}$, the nth block Krylov subspace (induced by $\boldsymbol{A}^{\mathrm{H}}$ and $\boldsymbol{L}), \mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)$, is defined as the subspace spanned by the first $n$ columns of the deflated block Krylov sequence

$$
\begin{equation*}
\boldsymbol{L}_{1}, \boldsymbol{A}^{\mathrm{H}} \boldsymbol{L}_{2},\left(\boldsymbol{A}^{\mathrm{H}}\right)^{2} \boldsymbol{L}_{3}, \ldots,\left(\boldsymbol{A}^{\mathrm{H}}\right)^{k_{\max }-1} \boldsymbol{L}_{k_{\max }} \tag{32}
\end{equation*}
$$

Denoting by $p_{k}$ the number of columns of $\boldsymbol{L}_{k}$, we have

$$
\begin{equation*}
p \geqslant p_{1} \geqslant p_{2} \geqslant \cdots \geqslant p_{k_{\max }} \geqslant 1 . \tag{33}
\end{equation*}
$$

Note that for

$$
n=p_{1}+p_{2}+\cdots+p_{k} \quad \text { where } 1 \leqslant k \leqslant k_{\max },
$$

we have

$$
\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)=\operatorname{Colspan}\left\{\boldsymbol{L}_{1}, \boldsymbol{A}^{\mathrm{H}} \boldsymbol{L}_{2},\left(\boldsymbol{A}^{\mathrm{H}}\right)^{2} \boldsymbol{L}_{3}, \ldots,\left(\boldsymbol{A}^{\mathrm{H}}\right)^{k-1} \boldsymbol{L}_{k}\right\} .
$$

We stress that in our construction of block Krylov subspaces, we only have used exact deflation of columns that are linearly dependent. In an actual algorithm for constructing basis vectors for $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$ and $\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)$ in finite-precision arithmetic, one also needs to delete vectors that are in some sense "almost" linearly dependent on earlier vectors. We will refer to the deletion of such almost linearly dependent vectors as inexact deflation. In Sections 3.4 and 3.5 below, we describe how exact and inexact deflation can be built easily into Arnoldi- and Lanczos-type algorithms for multiple starting vectors. While inexact deflation is crucial in practice, concise statements of theoretical results are much simpler if only exact deflation is performed. Throughout this paper, theoretical results are thus formulated for exact deflation only.

For later use, we note the following invariance property of the block Krylov subspaces $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$ induced by the matrices $\boldsymbol{A}$ and $\boldsymbol{R}$ defined in (23).

Lemma 1. Let $\boldsymbol{G}, \boldsymbol{C}, \boldsymbol{B}$ be the matrix triplet used in the definition of the matrices $\boldsymbol{A}$ and $\boldsymbol{R}$ in (23), and let $\boldsymbol{J}$ be any nonsingular matrix of the same size as $\boldsymbol{A}$. Then the matrix triplets $\boldsymbol{G}, \boldsymbol{C}, \boldsymbol{B}$ and $\boldsymbol{J G}, \boldsymbol{J C}, \boldsymbol{J B}$ lead to the same nth block Krylov subspace $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$.

Proof. By (23), we have

$$
\begin{aligned}
& \boldsymbol{A}=\left(\boldsymbol{G}+s_{0} \boldsymbol{C}\right)^{-1} \boldsymbol{C}=\left(\boldsymbol{J} \boldsymbol{G}+s_{0} \boldsymbol{J} \boldsymbol{C}\right)^{-1} \boldsymbol{J C}, \\
& \boldsymbol{R}=\left(\boldsymbol{G}+s_{0} \boldsymbol{C}\right)^{-1} \boldsymbol{B}=\left(\boldsymbol{J} \boldsymbol{G}+s_{0} \boldsymbol{J} \boldsymbol{C}\right)^{-1} \boldsymbol{J} \mathbf{B} .
\end{aligned}
$$

Thus both matrix triplets result in the same matrices $\boldsymbol{A}$ and $\boldsymbol{R}$ and the associated block Krylov subspaces are identical.

### 3.3. Basis vectors

The columns of the deflated block Krylov sequences (27) and (32), which are used in the above definitions of $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$ and $\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)$, respectively, tend to be almost linearly dependent even for moderate values of $n$. Therefore, they should not be used in numerical computations. Instead, we construct other suitable basis vectors.

In the following,

$$
\begin{equation*}
\boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \ldots, \boldsymbol{v}_{n} \in \mathbb{C}^{N} \tag{3}
\end{equation*}
$$

denotes a set of basis vectors for $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$, i.e.,

$$
\operatorname{span}\left\{\boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \ldots, \boldsymbol{v}_{n}\right\}=\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})
$$

The $N \times n$ matrix

$$
\boldsymbol{V}_{n}:=\left[\begin{array}{llll}
\boldsymbol{v}_{1} & \boldsymbol{v}_{2} & \cdots & \boldsymbol{v}_{n} \tag{35}
\end{array}\right]
$$

whose columns are the basis vectors (34) is called a basis matrix for $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$.
Similarly,

$$
\begin{equation*}
\boldsymbol{w}_{1}, \boldsymbol{w}_{2}, \ldots, \boldsymbol{w}_{n} \in \mathbb{C}^{N} \tag{36}
\end{equation*}
$$

denotes a set of basis vectors for $\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)$, i.e.,

$$
\operatorname{span}\left\{\boldsymbol{w}_{1}, \boldsymbol{w}_{2}, \ldots, \boldsymbol{w}_{n}\right\}=\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)
$$

The $N \times n$ matrix

$$
\boldsymbol{W}_{n}:=\left[\begin{array}{llll}
\boldsymbol{w}_{1} & \boldsymbol{w}_{2} & \cdots & \boldsymbol{w}_{n} \tag{37}
\end{array}\right]
$$

is called a basis matrix for $\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)$.
We stress that even though (34) and (36) are basis vectors of block Krylov subspaces, the algorithms discussed in this paper generate (34) and (36) in a vector-wise fashion, as opposed to the block-wise construction employed in more traditional block Krylov-subspace methods; see, e.g. the references given in [1]. There are two main reasons why the vector-wise construction is preferable to a block-wise construction. First, it greatly simplifies both the detection of necessary deflation and the actual deflation itself. In fact, all that is required is checking if a suitable candidate vector for the next basis vector is the zero vector (for exact deflation) or close to the zero vector (for inexact deflation). Second, for Lanczos-type methods, which simultaneously construct basis vectors (34) and (36) for $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$ and $\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)$, respectively, only the vector-wise construction allows the treatment of the general case where the block sizes (28) and (33) of the deflated block Krylov sequences (27) and (32) are not necessarily the same; for a detailed discussion, we refer the reader to [1].

### 3.4. Arnoldi basis

The classical Arnoldi process [3] generates orthonormal basis vectors for the sequence of Krylov subspaces $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{r}), n \geqslant 1$, induced by $\boldsymbol{A}$ and a single starting vector $\boldsymbol{r}$. In this subsection, we state an Arnoldi-type algorithm that extends the classical algorithm to block-Krylov subspaces $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$, $n \geqslant 1$.

Like the classical Arnoldi process, the algorithm constructs the basis vectors (34) to be orthonormal. In terms of the basis matrix (35), this orthonormality can be expressed as follows:

$$
\boldsymbol{V}_{n}^{\mathrm{H}} \boldsymbol{V}_{n}=\boldsymbol{I} .
$$

In addition to (34), the algorithm produces the so-called candidate vectors,

$$
\begin{equation*}
\hat{\boldsymbol{v}}_{n+1}, \hat{\boldsymbol{v}}_{n+2}, \ldots, \hat{\boldsymbol{v}}_{n+m_{c}} \tag{38}
\end{equation*}
$$

for the next $m_{\mathrm{c}}$ basis vectors $\boldsymbol{v}_{n+1}, \boldsymbol{v}_{n+2}, \ldots, \boldsymbol{v}_{n+m_{\mathrm{c}}}$. Here, $m_{\mathrm{c}}=m_{\mathrm{c}}(n)$ is the number $m$ of columns in the starting block (24), $\boldsymbol{R}$, reduced by the number of exact and inexact deflations that have occurred so far. The candidate vectors (38) satisfy the orthogonality relation

$$
\boldsymbol{V}_{n}^{\mathrm{H}}\left[\begin{array}{llll}
\hat{\boldsymbol{v}}_{n+1} & \hat{\boldsymbol{v}}_{n+2} & \cdots & \hat{\boldsymbol{v}}_{n+m_{\mathrm{c}}}
\end{array}\right]=\mathbf{0}
$$

Due to the vector-wise construction of (34) and (38), detection of necessary deflation and the actual deflation becomes trivial. In fact, essentially the same proof as given in [1] for the case of a Lanczos-type algorithm can be used to show that exact deflation at step $n$ of the Arnoldi-type process occurs if, and only if, $\hat{\boldsymbol{v}}_{n}=\mathbf{0}$. Similarly, inexact deflation occurs if, and only if, $\left\|\hat{\boldsymbol{v}}_{n}\right\| \approx 0$, but $\hat{\boldsymbol{v}}_{n} \neq \mathbf{0}$. Therefore, in the algorithm, one checks if

$$
\begin{equation*}
\left\|\hat{\boldsymbol{v}}_{n}\right\| \leqslant \mathrm{dtol} \tag{39}
\end{equation*}
$$

where dtol $\geqslant 0$ is a suitably chosen deflation tolerance. If (39) is satisfied, then $\hat{\boldsymbol{v}}_{n}$ is deflated by deleting $\hat{\boldsymbol{v}}_{n}$, shifting the indices of all remaining candidate vectors by -1 , and setting $m_{\mathrm{c}}=m_{\mathrm{c}}-1$. If this results in $m_{\mathrm{c}}=0$, then the block-Krylov subspace is exhausted and the algorithm is stopped. Otherwise, the deflation procedure is repeated until a vector $\hat{\boldsymbol{v}}_{n}$ with $\left\|\hat{\boldsymbol{v}}_{n}\right\|>\mathrm{dtol}$ is found. This vector is then turned into $\boldsymbol{v}_{n}$ by normalizing it to have Euclidean norm 1.

A complete statement of the resulting Arnoldi-type algorithm is as follows.

Algorithm 1 (Construction of Arnoldi basis for $\left.\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R}).\right)$.
(0) Set $\hat{\boldsymbol{v}}_{i}=\boldsymbol{r}_{i}$ for $i=1,2, \ldots, m$.

Set $m_{\mathrm{c}}=m$.
For $n=1,2, \ldots, d o$ :
(1) Compute $\left\|\hat{\boldsymbol{v}}_{n}\right\|$ and check if the deflation criterion (39) is fulfilled.

If yes, $\hat{\boldsymbol{v}}_{n}$ is deflated by doing the following:
Set $m_{\mathrm{c}}=m_{\mathrm{c}}-1$. If $m_{\mathrm{c}}=0$, set $n=n-1$ and stop.
Set $\hat{\boldsymbol{v}}_{i}=\hat{\boldsymbol{v}}_{i+1}$ for $i=n, n+1, \ldots, n+m_{\mathrm{c}}-1$.
Return to Step (1).
(2) Set $t_{n, n-m_{\mathrm{c}}}=\left\|\hat{\boldsymbol{v}}_{n}\right\|$ and $\boldsymbol{v}_{n}=\hat{\boldsymbol{v}}_{n} / t_{n, n-m_{\mathrm{c}}}$.
(3) Compute $\hat{\boldsymbol{v}}_{n+m_{\mathrm{c}}}=\boldsymbol{A} \boldsymbol{v}_{n}$.
(4) For $i=1,2, \ldots, n d o$ :

Set $t_{i, n}=\boldsymbol{v}_{i}^{\mathrm{H}} \hat{\boldsymbol{v}}_{n+m_{\mathrm{c}}}$ and $\hat{\boldsymbol{v}}_{n+m_{\mathrm{c}}}=\hat{\boldsymbol{v}}_{n+m_{\mathrm{c}}}-\boldsymbol{v}_{i} t_{i, n}$.
(5) For $i=n-m_{\mathrm{c}}+1, n-m_{\mathrm{c}}+2, \ldots, n-1 d o$ :

Set $t_{n, i}=\boldsymbol{v}_{n}^{\mathrm{H}} \hat{\boldsymbol{v}}_{i+m_{\mathrm{c}}}$ and $\hat{\boldsymbol{v}}_{i+m_{\mathrm{c}}}=\hat{\boldsymbol{v}}_{i+m_{\mathrm{c}}}-\boldsymbol{v}_{n} t_{n, i}$.

Remark 2. If dtol $=0$ in (39), then Algorithm 1 performs only exact deflation.

Remark 3. Other block-Arnoldi algorithms (all without deflation though) can be found in [28, Section 6.12].

After $n$ passes through the main loop, Algorithm 1 has constructed the first $n$ basis vectors (34) and the candidate vectors (38) for the next $m_{c}$ basis vectors. In terms of the basis matrix (35), $\boldsymbol{V}_{n}$, the recurrences used to generate all these vectors can be written compactly in matrix format. To this end, we collect the recurrence coefficients computed during the first $n=m_{1}$ and $n \geqslant 1$ passes through the main loop of Algorithm 1 in the matrices

$$
\begin{equation*}
\boldsymbol{\rho}:=\left[t_{i, l-m}\right]_{\substack{i=1,2, \ldots, m_{1} \\ l=1,2, \ldots, m}} \quad \text { and } \quad \boldsymbol{T}_{n}:=\left[t_{i, l}\right]_{\substack{i=1,2, \ldots, n \\ l=1,2, \ldots, n}}, \tag{40}
\end{equation*}
$$

respectively. Here, $m_{1}$ is the integer given by (27) and (28). Moreover, in (40), all elements $t_{i, l-m}$ and $t_{i, l}$ that are not explicitly defined in Algorithm 1 are set to be zero. The compact statement of the recurrences used in Algorithm 1 is now as follows. For $n \geqslant 1$, we have

$$
\boldsymbol{A} \boldsymbol{V}_{n}=\boldsymbol{V}_{n} \boldsymbol{T}_{n}+\left[\begin{array}{lllllll}
\mathbf{0} & \cdots & \mathbf{0} & \hat{\boldsymbol{v}}_{n+1} & \hat{\boldsymbol{v}}_{n+2} & \cdots & \hat{\boldsymbol{v}}_{n+m_{c}} \tag{41}
\end{array}\right] .
$$

Furthermore, for $n=m_{1}$, we have the relation

$$
\begin{equation*}
\boldsymbol{R}=\boldsymbol{V}_{m_{1}} \boldsymbol{\rho} \tag{42}
\end{equation*}
$$

which reflects the fact that the first $m_{1}$ basis vectors are obtained by orthonormalizing the columns of the matrix (24), $\boldsymbol{R}$. In (41) and (42), we assumed that only exact deflations are performed. If both exact and inexact deflations are performed, then an additional matrix term, say $\hat{\boldsymbol{V}}_{n}^{\text {def }}$, appears on the right-hand side of (41), respectively (42). The only non-zero columns of $\hat{\boldsymbol{V}}_{n}^{\text {defl }}$ are those non-zero vectors that satisfied the deflation check (39). Since at any stage of Algorithm 1, at most $m-m_{\mathrm{c}}=m-m_{\mathrm{c}}(n)$ vectors have been deflated, the additional matrix term is small in the sense that

$$
\left\|\hat{\boldsymbol{V}}_{n}^{\mathrm{def}}\right\| \leqslant \operatorname{dtol} \sqrt{m-m_{\mathrm{c}}(n)}
$$

### 3.5. Lanczos basis

The classical Lanczos process [21] generates two sequences of basis vectors (34) and (36) that span the Krylov subspaces $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{r})$ and $\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{l}\right)$, respectively, where $\boldsymbol{r}$ and $\boldsymbol{l}$ are single starting vectors. In [1], a Lanczos-type method was presented that extends the classical algorithm to block-Krylov subspaces $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$ and $\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)$ with blocks $\boldsymbol{R}$ and $\boldsymbol{L}$ of multiple right and left starting vectors (24) and (31). Such a Lanczos-type method is necessarily quite involved, and in order to keep this paper reasonably short, here we only state the governing equations that underlie the algorithm. For a complete listing of the actual algorithm, we refer the reader to [13, Algorithm 9.2].

Like the classical Lanczos process, the extended algorithm constructs the basis vectors (34) and (36) to be biorthogonal. In terms of the associated basis matrices (35) and (37), the biorthogonality can be expressed as follows:

$$
\begin{equation*}
\boldsymbol{W}_{n}^{\mathrm{H}} \boldsymbol{V}_{n}=\boldsymbol{A}_{n}:=\operatorname{diag}\left(\delta_{1}, \delta_{2}, \ldots \delta_{n}\right) . \tag{43}
\end{equation*}
$$

Here, for simplicity, we have assumed that no look-ahead steps are necessary. This implies that $\boldsymbol{U}_{n}$ is a diagonal matrix, as stated in (43), and that all diagonal entries of $\boldsymbol{\Delta}_{n}$ are nonzero. If look-ahead steps occur, then $\Delta_{n}$ is a block-diagonal matrix; see [1] for further details. In addition to (34) and (36), the algorithm constructs the candidate vectors

$$
\begin{equation*}
\hat{\boldsymbol{v}}_{n+1}, \hat{\boldsymbol{v}}_{n+2}, \ldots, \hat{\boldsymbol{v}}_{n+m_{\mathrm{c}}} \quad \text { and } \quad \hat{\boldsymbol{w}}_{n+1}, \hat{\boldsymbol{w}}_{n+2}, \ldots, \hat{\boldsymbol{w}}_{n+p_{c}} \tag{44}
\end{equation*}
$$

for the next $m_{\mathrm{c}}$ basis vectors $\boldsymbol{v}_{n+1}, \boldsymbol{v}_{n+2}, \ldots, \boldsymbol{v}_{n+m_{\mathrm{c}}}$ and the next $p_{\mathrm{c}}$ basis vectors $\boldsymbol{w}_{n+1}, \boldsymbol{w}_{n+2}, \ldots, \boldsymbol{w}_{n+p_{\mathrm{c}}}$, respectively. Here, as in Section 3.4, $m_{\mathrm{c}}=m_{\mathrm{c}}(n)$ is the number $m$ of columns in the right starting block (24), $\boldsymbol{R}$, reduced by the number of exact and inexact deflations of candidate vectors $\hat{\boldsymbol{v}}_{n}$ that have occurred so far. Analogously, $p_{\mathrm{c}}=p_{\mathrm{c}}(n)$ is the number $p$ of columns in the left starting block (31), $\boldsymbol{L}$, reduced by the number of exact and inexact deflations of candidate vectors $\hat{\boldsymbol{w}}_{n}$ that have
occurred so far. Similar to (39) a deflation of the candidate vector $\hat{\boldsymbol{v}}_{n}$, respectively $\hat{\boldsymbol{w}}_{n}$, is performed if, and only if,

$$
\begin{equation*}
\left\|\hat{v}_{n}\right\| \leqslant \text { dtol, } \quad \text { respectively }\left\|\hat{w}_{n}\right\| \leqslant \text { dtol } \tag{45}
\end{equation*}
$$

where $\mathrm{dtol} \geqslant 0$ is a suitably chosen deflation tolerance. If $\mathrm{dtol}=0$, then (45) only checks for exact deflation.

The candidate vectors (44) are constructed to satisfy the following biorthogonality relations:

$$
\begin{align*}
& \boldsymbol{W}_{n}^{\mathrm{H}}\left[\begin{array}{llll}
\hat{\boldsymbol{v}}_{n+1} & \hat{\boldsymbol{v}}_{n+2} & \cdots & \hat{\boldsymbol{v}}_{n+m_{\mathrm{c}}}
\end{array}\right]=\mathbf{0}, \\
& \boldsymbol{V}_{n}^{\mathrm{H}}\left[\begin{array}{llll}
\hat{\boldsymbol{w}}_{n+1} & \hat{\boldsymbol{w}}_{n+2} & \cdots & \hat{\boldsymbol{w}}_{n+p_{\mathrm{c}}}
\end{array}\right]=\mathbf{0} . \tag{46}
\end{align*}
$$

The actual recurrences used to generate the basis vectors (34) and (36) and the candidate vectors (44) can be summarized compactly in matrix form. For simplicity, we again assume that only exact deflation is performed. Then, for $n \geqslant 1$, we have

$$
\begin{align*}
& \boldsymbol{A} \boldsymbol{V}_{n}=\boldsymbol{V}_{n} \boldsymbol{T}_{n}+\left[\begin{array}{lllllll}
\mathbf{0} & \cdots & \mathbf{0} & \hat{\boldsymbol{v}}_{n+1} & \hat{\boldsymbol{v}}_{n+2} & \cdots & \hat{\boldsymbol{v}}_{n+m_{c}}
\end{array}\right], \\
& \boldsymbol{A}^{\mathrm{H}} \boldsymbol{W}_{n}=\boldsymbol{W}_{n} \tilde{\boldsymbol{T}}_{n}+\left[\begin{array}{lllllll}
\mathbf{0} & \cdots & \mathbf{0} & \hat{\boldsymbol{w}}_{n+1} & \hat{\boldsymbol{w}}_{n+2} & \cdots & \hat{\boldsymbol{w}}_{n+p_{c}}
\end{array}\right] . \tag{47}
\end{align*}
$$

Moreover, for $n=m_{1}$, respectively $n=p_{1}$, we have the relations

$$
\begin{equation*}
\boldsymbol{V}_{m_{1}} \boldsymbol{\rho}=\boldsymbol{R}, \quad \text { respectively } \boldsymbol{W}_{p_{1}} \boldsymbol{\eta}=\boldsymbol{L}, \tag{48}
\end{equation*}
$$

which summarize the recurrences for processing the starting blocks $\boldsymbol{R}$ and $\boldsymbol{L}$. We note that the matrices $\boldsymbol{T}_{n}$ and $\tilde{\boldsymbol{T}}_{n}$ in (47) essentially encode the same information. In fact, by pre-multiplying the first and second relation in (47) by $\boldsymbol{W}_{n}$ and $\boldsymbol{V}_{n}$ and by using (43) and (46), it follows that

$$
\begin{equation*}
\boldsymbol{W}_{n}^{\mathrm{H}} \boldsymbol{A} \boldsymbol{V}_{n}=\boldsymbol{\Delta}_{n} \boldsymbol{T}_{n}=\tilde{\boldsymbol{T}}_{n}^{\mathrm{H}} \boldsymbol{\Delta}_{n} . \tag{49}
\end{equation*}
$$

In particular, (49) implies that $\tilde{\boldsymbol{T}}_{n}^{\mathrm{H}}=\boldsymbol{\Delta}_{n} \boldsymbol{T}_{n} \boldsymbol{\Delta}_{n}^{-1}$.
Finally, we note that for symmetric transfer functions (18), such as the ones describing RLC subcircuits, the Lanczos-type method sketched in this section can exploit the symmetry inherent in (18). Indeed, in this case, the Lanczos basis vectors (34) and (36) are connected as follows:

$$
\begin{equation*}
\boldsymbol{w}_{n}=\gamma_{n}\left(\boldsymbol{G}+s_{0} \boldsymbol{C}\right) \boldsymbol{v}_{n} \quad \text { for all } n . \tag{50}
\end{equation*}
$$

Here, $\gamma_{n} \neq 0$ are suitable normalization factors. In view of (50), only the vectors (34) need to be generated. This results in a symmetric variant of the Lanczos-type method that requires only half the computational work and storage of the general case; see [15-17] for further details. For later use, we note that for symmetric transfer functions (18), the coefficient matrices in (48) can be chosen to be identical:

$$
\begin{equation*}
\boldsymbol{\rho}=\boldsymbol{\eta} \in \mathbb{R}^{m_{1} \times m} . \tag{51}
\end{equation*}
$$

In fact, by (23), (18), and (19), $\left(\boldsymbol{G}+s_{0} \boldsymbol{C}\right) \boldsymbol{R}=\boldsymbol{B}=\boldsymbol{L}$ and all these matrices are real. In view of (48) and (50), this implies (51).

## 4. Reduced-order models based on projection

In this section, we introduce two reduced-order models based on a one-sided projection onto $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$, respectively a two-sided projection onto $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$ and $\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)$.

### 4.1. Projection onto $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$

Let $\boldsymbol{V}_{n} \in \mathbb{C}^{N \times n}$ be a given matrix with full column rank $n$. By simply projecting the matrices $\boldsymbol{G}$, $\boldsymbol{C}, \boldsymbol{B}$, and $\boldsymbol{L}$ in the original linear dynamical system (8) onto the subspace spanned by the columns of $\boldsymbol{V}_{n}$, we obtain a reduced-order model (9) with matrices $\boldsymbol{G}_{n}, \boldsymbol{C}_{n}, \boldsymbol{B}_{n}$, and $\boldsymbol{L}_{n}$ given by

$$
\begin{equation*}
\boldsymbol{G}_{n}:=\boldsymbol{V}_{n}^{\mathrm{H}} \boldsymbol{G} \boldsymbol{V}_{n}, \quad \boldsymbol{C}_{n}:=\boldsymbol{V}_{n}^{\mathrm{H}} \boldsymbol{C} \boldsymbol{V}_{n}, \quad \boldsymbol{B}_{n}:=\boldsymbol{V}_{n}^{\mathrm{H}} \boldsymbol{B}, \quad \boldsymbol{L}_{n}:=\boldsymbol{V}_{n}^{\mathrm{H}} \boldsymbol{L} . \tag{52}
\end{equation*}
$$

In particular, we now assume that $\boldsymbol{V}_{n}$ is a basis matrix (35) for $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$. In this case, the reduced-order model defined by (9) and (35) represents a (one-sided) projection of the original system (8) onto the $n$th block-Krylov subspace $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$. In the sequel, we denote the associated reduced-order transfer function by

$$
\begin{equation*}
\boldsymbol{H}_{n}^{(1)}(s):=\boldsymbol{L}_{n}^{\mathrm{H}}\left(\boldsymbol{G}_{n}+s \boldsymbol{C}_{n}\right)^{-1} \boldsymbol{B}_{n}, \tag{53}
\end{equation*}
$$

where the superscript ${ }^{(1)}$ indicates the one-sided projection. In Section 5.1 below, we show that $\boldsymbol{H}_{n}^{(1)}$ is a certain Padé-type approximant of the original transfer function $\boldsymbol{H}$.

The following proposition shows that $\boldsymbol{H}_{n}^{(1)}$ is independent of the actual choice of the basis matrix $\boldsymbol{V}_{n}$ for $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$.

Proposition 4. The reduced-order transfer function $\boldsymbol{H}_{n}^{(1)}$ given by (52) and (53) does not depend on the particular choice of the basis matrix (35), $\boldsymbol{V}_{n}$, for the nth block Krylov subspace $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$.

Proof. Let $\boldsymbol{V}_{n}$ be the basis matrix for $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$ that is used in (52). Let $\tilde{\boldsymbol{V}}_{n}$ be any other basis matrix for $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$. In analogy to (52) and (53), $\tilde{\boldsymbol{V}}_{n}$ induces the reduced-order transfer function

$$
\begin{equation*}
\tilde{\boldsymbol{H}}_{n}(s)=\tilde{\boldsymbol{L}}_{n}^{\mathrm{H}}\left(\tilde{\boldsymbol{G}}_{n}+s \tilde{\boldsymbol{C}}_{n}\right)^{-1} \tilde{\boldsymbol{B}}_{n}, \tag{54}
\end{equation*}
$$

where

$$
\tilde{\boldsymbol{G}}_{n}=\tilde{\boldsymbol{V}}_{n}^{\mathrm{H}} \boldsymbol{G} \tilde{\boldsymbol{V}}_{n}, \quad \tilde{\boldsymbol{C}}_{n}=\tilde{\boldsymbol{V}}_{n}^{\mathrm{H}} \boldsymbol{C} \tilde{\boldsymbol{V}}_{n}, \quad \tilde{\boldsymbol{B}}_{n}=\tilde{\boldsymbol{V}}_{n}^{\mathrm{H}} \boldsymbol{B}, \quad \tilde{\boldsymbol{L}}_{n}=\tilde{\boldsymbol{V}}_{n}^{\mathrm{H}} \boldsymbol{L} .
$$

Since $\boldsymbol{V}_{n}$ and $\tilde{\boldsymbol{V}}_{n}$ are basis matrices for the same subspace, there exists a nonsingular $n \times n$ matrix $\boldsymbol{M}$ such that $\tilde{\boldsymbol{V}}_{n}=\boldsymbol{V}_{n} \boldsymbol{M}$. Using this relation, we obtain from (54) and (52) that

$$
\begin{equation*}
\tilde{\boldsymbol{G}}_{n}=\boldsymbol{M}^{\mathrm{H}} \boldsymbol{G}_{n} \boldsymbol{M}, \quad \tilde{\boldsymbol{C}}_{n}=\boldsymbol{M}^{\mathrm{H}} \boldsymbol{C}_{n} \boldsymbol{M}, \quad \tilde{\boldsymbol{B}}_{n}=\boldsymbol{M}^{\mathrm{H}} \boldsymbol{B}_{n}, \quad \tilde{\boldsymbol{L}}_{n}=\boldsymbol{M}^{\mathrm{H}} \boldsymbol{L}_{n} . \tag{55}
\end{equation*}
$$

Inserting (55) into (54), we get

$$
\begin{aligned}
\tilde{\boldsymbol{H}}_{n}(s) & =\boldsymbol{L}_{n}^{\mathrm{H}} \boldsymbol{M}\left(\boldsymbol{M}^{\mathrm{H}}\left(\boldsymbol{G}_{n}+s \boldsymbol{C}_{n}\right) \boldsymbol{M}\right)^{-1} \boldsymbol{M}^{\mathrm{H}} \boldsymbol{B}_{n} \\
& =\boldsymbol{L}_{n}^{\mathrm{H}}\left(\boldsymbol{G}_{n}+s \boldsymbol{C}_{n}\right)^{-1} \boldsymbol{B}_{n}=\boldsymbol{H}_{n}^{(1)}(s) .
\end{aligned}
$$

Thus, the reduced-order transfer functions $\boldsymbol{H}_{n}^{(1)}$ and $\tilde{\boldsymbol{H}}_{n}$ are identical.

### 4.2. Two-sided projection onto $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$ and $\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)$

Let $\boldsymbol{V}_{n}$ and $\boldsymbol{W}_{n}$ be any two basis matrices of $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$ and $\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)$, and consider the representation (23) of the transfer function $\boldsymbol{H}$ of (8). By projecting the matrices in (23) from the right and left onto the columns of $\boldsymbol{V}_{n}$ and $\boldsymbol{W}_{n}$, respectively, we obtain the reduced-order transfer function

$$
\begin{equation*}
\boldsymbol{H}_{n}^{(2)}(s):=\left(\boldsymbol{V}_{n}^{\mathrm{H}} \boldsymbol{L}\right)^{\mathrm{H}}\left(\boldsymbol{W}_{n}^{\mathrm{H}} \boldsymbol{V}_{n}+\left(s-s_{0}\right) \boldsymbol{W}_{n}^{\mathrm{H}} \boldsymbol{A} \boldsymbol{V}_{n}\right)^{-1}\left(\boldsymbol{W}_{n}^{\mathrm{H}} \boldsymbol{R}\right) . \tag{56}
\end{equation*}
$$

In analogy to Proposition 4, we have the following result.

Proposition 5. The reduced-order transfer function $\boldsymbol{H}_{n}^{(2)}$ given by (56) does not depend on the particular choice of the basis matrices $\boldsymbol{V}_{n}$ and $\boldsymbol{W}_{n}$ for the nth block Krylov subspaces $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$ and $\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)$.

Proof. Analogous to the proof of Proposition 4.

### 4.3. Computation via Krylov-subspace algorithms

In view of Proposition 5, the reduced-order transfer function (56), $\boldsymbol{H}_{n}^{(2)}$, can be generated from any two basis matrices $\boldsymbol{V}_{n}$ and $\boldsymbol{W}_{n}$. However, there is one distinguished choice of $\boldsymbol{V}_{n}$ and $\boldsymbol{W}_{n}$ that eliminates the need to explicitly compute the projections in (56). This choice is the Lanczos basis described in Section 3.5.

Indeed, let $n \geqslant \max \left\{m_{1}, p_{1}\right\}$, and assume that the Lanczos-type algorithm is run for $n$ steps. Let $\Delta_{n}$ be the diagonal matrix defined in (43), and let $\boldsymbol{T}_{n}, \boldsymbol{\rho}$, and $\boldsymbol{\eta}$ be the matrices of recurrence coefficients given by (47) and (48). Then, from (43) and (48), it readily follows that

$$
\begin{equation*}
\boldsymbol{W}_{n}^{\mathrm{H}} \boldsymbol{R}=\boldsymbol{\Delta}_{n} \boldsymbol{\rho}_{n} \quad \text { and } \quad \boldsymbol{V}_{n}^{\mathrm{H}} \boldsymbol{L}=\boldsymbol{\Delta}_{n}^{\mathrm{H}} \boldsymbol{\eta}_{n}, \tag{57}
\end{equation*}
$$

where

$$
\boldsymbol{\rho}_{n}:=\left[\begin{array}{c}
\boldsymbol{\rho}  \tag{58}\\
\mathbf{0}_{n-m_{1} \times m}
\end{array}\right] \quad \text { and } \quad \boldsymbol{\eta}_{n}:=\left[\begin{array}{c}
\boldsymbol{\eta} \\
\mathbf{0}_{n-p_{1} \times p}
\end{array}\right] .
$$

Furthermore, by multiplying the first relation in (47) from the left by $\boldsymbol{W}_{n}^{\mathrm{H}}$ and using the first relation in (46), as well as (43), we get

$$
\begin{equation*}
\boldsymbol{W}_{n}^{\mathrm{H}} \boldsymbol{A} \boldsymbol{V}_{n}=\boldsymbol{\Delta}_{n} \boldsymbol{T}_{n} \quad \text { and } \quad \boldsymbol{W}_{n}^{\mathrm{H}} \boldsymbol{V}_{n}=\boldsymbol{\Delta}_{n} . \tag{59}
\end{equation*}
$$

Inserting (57) and (59) into (56), it readily follows that

$$
\begin{equation*}
\boldsymbol{H}_{n}^{(2)}(s)=\boldsymbol{\eta}_{n}^{\mathrm{H}}\left(\boldsymbol{\Delta}_{n}^{-1}+\left(s-s_{0}\right) \boldsymbol{T}_{n} \boldsymbol{\Delta}_{n}^{-1}\right)^{-1} \boldsymbol{\rho}_{n} . \tag{60}
\end{equation*}
$$

The MPVL (matrix-Padé via Lanczos) algorithm, which was first proposed in [9], is a numerical procedure for computing $\boldsymbol{H}_{n}^{(2)}$ via the formula (60).

For symmetric transfer functions (18), by (51) and (58), the reduced-order transfer function (60) is also symmetric:

$$
\begin{equation*}
\boldsymbol{H}_{n}^{(2)}(s)=\boldsymbol{\rho}_{n}^{\mathrm{T}}\left(\boldsymbol{\Delta}_{n}^{-1}+\left(s-s_{0}\right) \boldsymbol{T}_{n} \boldsymbol{\Delta}_{n}^{-1}\right)^{-1} \boldsymbol{\rho}_{n}, \tag{61}
\end{equation*}
$$

where $\boldsymbol{\Delta}_{n}^{-1}$ and $\boldsymbol{T}_{n} \boldsymbol{\Delta}_{n}^{-1}$ are real symmetric matrices. The SyMPVL algorithm [16,17] is a special symmetric variant of the general MPVL algorithm that computes symmetric reduced-order transfer functions (61).

Furthermore, recall from Section 2.4 that RLC subcircuits are described by special symmetric transfer functions (18) with matrices $\boldsymbol{G}, \boldsymbol{C}$, and $\boldsymbol{B}$ of the form (16) and (17). In this case, as we will discuss in Section 6, the reduced-order transfer function (60) in general does not preserve the passivity of the RLC subcircuit. However, one can easily augment the SyMPVL algorithm to generate a second projected reduced-order model that, by Corollary 14 below, is always passive. To this end, let $\boldsymbol{J}$ be the matrix defined in (20), and consider the nonsymmetric formulation (21) of the symmetric transfer function (18). Note that by Lemma 1, both formulations (18) and (21) result in the same $n$th block Krylov subspace $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$. In particular, the Lanczos basis matrix $\boldsymbol{V}_{n}$
generated by SyMPVL is also a basis matrix for the $n$th block Krylov subspace associated with the nonsymmetric formulation (21). Hence we can also use $\boldsymbol{V}_{n}$ to apply the one-sided projection of Section 4.1 to (21). By (21), (52), and (53), the resulting projected reduced-order transfer function is given by

$$
\begin{equation*}
\boldsymbol{H}_{n}^{(1)}(s):=\left(\boldsymbol{V}_{n}^{\mathrm{T}} \boldsymbol{B}\right)^{\mathrm{T}}\left(\boldsymbol{V}_{n}^{\mathrm{T}}(\boldsymbol{J} \boldsymbol{G}) \boldsymbol{V}_{n}+s \boldsymbol{V}_{n}^{\mathrm{T}}(\boldsymbol{J} \boldsymbol{C}) \boldsymbol{V}_{n}\right)^{-1}\left(\boldsymbol{V}_{n}^{\mathrm{T}} \boldsymbol{B}\right) . \tag{62}
\end{equation*}
$$

## 5. Connections with Padé-type and Padé approximants

In this section, we show that the one-sided projection $\boldsymbol{H}_{n}^{(1)}$ is actually a matrix-Padé-type approximant of $\boldsymbol{H}$, and we review the matrix-Pade property of $\boldsymbol{H}_{n}^{(2)}$.

## 5.1. $\boldsymbol{H}_{n}^{(1)}$ is a matrix-Padé-type approximant

Although the reduced-order transfer function (53), $\boldsymbol{H}_{n}^{(1)}$, is defined via the simple one-sided projection (52), it satisfies an approximation property of the form (15), where, however, $q(n)$ is not maximal in general. This means that $\boldsymbol{H}_{n}^{(1)}$ is a matrix-Padé-type approximant of $\boldsymbol{H}$. For the special case of expansion point $s_{0}=0$ and a basis matrix $\boldsymbol{V}_{n}$ generated by a simple block Arnoldi procedure without deflation, it was first observed in $[22,23]$ that $\boldsymbol{H}_{n}^{(1)}$ satisfies an approximation property (15). Here, we extend this result to the most general case of arbitrary expansion points $s_{0}$ and arbitrary basis matrices $\boldsymbol{V}_{n}$ for the properly defined block Krylov subspaces $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$ that allow for necessary deflation of linearly dependent vectors. The only further assumption we need is that the matrix

$$
\begin{equation*}
\boldsymbol{G}_{n}+s_{0} \boldsymbol{C}_{n} \quad \text { is nonsingular. } \tag{63}
\end{equation*}
$$

This guarantees that $s_{0}$ is not a pole of $\boldsymbol{H}_{n}^{(1)}$. Since, by (52),

$$
\boldsymbol{G}_{n}+s_{0} \boldsymbol{C}_{n}=\boldsymbol{V}_{n}^{\mathrm{H}}\left(\boldsymbol{G}+s_{0} \boldsymbol{C}\right) \boldsymbol{V}_{n},
$$

the condition (63) also ensures that the matrix $\boldsymbol{G}+s_{0} \boldsymbol{C}$ is nonsingular.
Expanding the transfer function $\boldsymbol{H}$ in (23) about $s_{0}$, we get

$$
\begin{equation*}
\boldsymbol{H}(s)=\sum_{i=0}^{\infty}(-1)^{i} \boldsymbol{M}_{i}\left(s-s_{0}\right)^{i}, \quad \text { where } \boldsymbol{M}_{i}:=\boldsymbol{L}^{\mathrm{H}} \boldsymbol{A}^{i} \boldsymbol{R} \tag{64}
\end{equation*}
$$

On the other hand, expanding the reduced-order transfer function $\boldsymbol{H}_{n}^{(1)}$ in (52) about $s_{0}$ gives

$$
\begin{equation*}
\boldsymbol{H}_{n}^{(1)}(s)=\sum_{i=0}^{\infty}(-1)^{i} \boldsymbol{M}_{i}^{(1)}\left(s-s_{0}\right)^{i} \tag{65}
\end{equation*}
$$

where

$$
\boldsymbol{M}_{i}^{(1)}:=\boldsymbol{L}_{n}^{\mathrm{H}}\left(\left(\boldsymbol{G}_{n}+s_{0} \boldsymbol{C}_{n}\right)^{-1} \boldsymbol{C}_{n}\right)^{i}\left(\boldsymbol{G}_{n}+s_{0} \boldsymbol{C}_{n}\right)^{-1} \boldsymbol{B}_{n} .
$$

We now show that for any $n$ of the form (29), the first $j$ terms in the expansions (64) and (65) are identical. To this end, we first establish the following proposition.

Proposition 6. Let $n=m_{1}+m_{2}+\cdots+m_{j}$, where $1 \leqslant j \leqslant j_{\max }$. Then, the matrix

$$
\begin{equation*}
\boldsymbol{F}_{n}:=\boldsymbol{V}_{n}\left(\boldsymbol{G}_{n}+s_{0} \boldsymbol{C}_{n}\right)^{-1} \boldsymbol{V}_{n}^{\mathrm{H}} \boldsymbol{C} \tag{66}
\end{equation*}
$$

satisfies the following relations:

$$
\begin{align*}
& \boldsymbol{M}_{i}^{(1)}=\boldsymbol{L}^{\mathrm{H}} \boldsymbol{F}_{n}^{i} \boldsymbol{R} \quad \text { for all } i=0,1, \ldots,  \tag{67}\\
& \boldsymbol{F}_{n}^{i} \boldsymbol{R}=\boldsymbol{A}^{i} \boldsymbol{R} \quad \text { for all } i=0,1, \ldots, j-1 . \tag{68}
\end{align*}
$$

Proof. By (29) and (30), for each $i=1,2, \ldots, j$, the columns of the matrix $\boldsymbol{A}^{i} \boldsymbol{R}$ are all contained in $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$. Since $\boldsymbol{V}_{n}$ is a basis matrix for $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$, for each $i=1,2, \ldots, j$, there exists an $n \times m$ matrix $\boldsymbol{E}_{i}$ such that

$$
\begin{equation*}
\boldsymbol{A}^{i-1} \boldsymbol{R}=\boldsymbol{V}_{n} \boldsymbol{E}_{i} . \tag{69}
\end{equation*}
$$

We now prove (67). From (23) and (69) (for $i=1$ ), we get

$$
\begin{equation*}
\boldsymbol{B}=\left(\boldsymbol{G}+s_{0} \boldsymbol{C}\right) \boldsymbol{R}=\left(\boldsymbol{G} \boldsymbol{V}_{n}+s_{0} \boldsymbol{C} \boldsymbol{V}_{n}\right) \boldsymbol{E}_{1} . \tag{70}
\end{equation*}
$$

Multiplying (70) from the left by $\boldsymbol{V}_{n}^{\mathrm{H}}$ and using (52), it follows that

$$
\begin{equation*}
\left(\boldsymbol{G}_{n}+s_{0} \boldsymbol{C}_{n}\right)^{-1} \boldsymbol{B}_{n}=\boldsymbol{E}_{1} . \tag{71}
\end{equation*}
$$

Moreover, from (66), we obtain the relation $\boldsymbol{F}_{n} \boldsymbol{V}_{n}=\boldsymbol{V}_{n}\left(\boldsymbol{G}_{n}+s_{0} \boldsymbol{C}_{n}\right)^{-1} \boldsymbol{C}_{n}$, which, by induction on $i$, implies that

$$
\begin{equation*}
\boldsymbol{F}_{n}^{i} \boldsymbol{V}_{n}=\boldsymbol{V}_{n}\left(\left(\boldsymbol{G}_{n}+s_{0} \boldsymbol{C}_{n}\right)^{-1} \boldsymbol{C}_{n}\right)^{i} \quad \text { for all } i=0,1, \ldots \tag{72}
\end{equation*}
$$

Note that, by (52), $\boldsymbol{L}_{n}^{\mathrm{H}}=\boldsymbol{L}^{\mathrm{H}} \boldsymbol{V}_{n}$. Using this relation, as well as (65), (71), (72), and (69) (for $i=1$ ), it follows that, for all $i=0,1, \ldots$,

$$
\begin{aligned}
\boldsymbol{M}_{i}^{(1)} & =\boldsymbol{L}^{\mathrm{H}}\left(\boldsymbol{V}_{n}\left(\left(\boldsymbol{G}_{n}+s_{0} \boldsymbol{C}_{n}\right)^{-1} \boldsymbol{C}_{n}\right)^{i}\right)\left(\left(\boldsymbol{G}_{n}+s_{0} \boldsymbol{C}_{n}\right)^{-1} \boldsymbol{B}_{n}\right) \\
& =\boldsymbol{L}^{\mathrm{H}}\left(\boldsymbol{F}_{n}^{i} \boldsymbol{V}_{n}\right) \boldsymbol{E}_{1}=\boldsymbol{L}^{\mathrm{H}} \boldsymbol{F}_{n}^{i} \boldsymbol{R} .
\end{aligned}
$$

This is just the desired relation (67).
Next, we prove (68) using induction on $i$. For $i=0$, (68) is trivially satisfied. Now assume that (68) is true for some $0 \leqslant i<j-1$. We show that (68) then also holds true for $i+1$, i.e.,

$$
\begin{equation*}
\boldsymbol{F}_{n}^{i+1} \boldsymbol{R}=\boldsymbol{A}^{i+1} \boldsymbol{R} . \tag{73}
\end{equation*}
$$

Using (23), (68), and (69) (with $i$ replaced by $i+1$ ), we get

$$
\begin{equation*}
\left(\left(\boldsymbol{G}+s_{0} \boldsymbol{C}\right)^{-1} \boldsymbol{C}\right)\left(\boldsymbol{F}_{n}^{i} \boldsymbol{R}\right)=\boldsymbol{A}\left(\boldsymbol{A}^{i} \boldsymbol{R}\right)=\boldsymbol{A}^{i+1} \boldsymbol{R}=\boldsymbol{V}_{n} \boldsymbol{E}_{i+1} . \tag{74}
\end{equation*}
$$

Multiplying (74) from the left by $\boldsymbol{V}_{n}^{\mathrm{H}}\left(\boldsymbol{G}+s_{0} \boldsymbol{C}\right)$, it follows that

$$
\begin{equation*}
\left(\boldsymbol{V}_{n}^{\mathrm{H}} \boldsymbol{C}\right)\left(\boldsymbol{F}_{n}^{i} \boldsymbol{R}\right)=\left(\boldsymbol{V}_{n}^{\mathrm{H}}\left(\boldsymbol{G}+s_{0} \boldsymbol{C}\right) \boldsymbol{V}_{n}\right) \boldsymbol{E}_{i+1}=\left(\boldsymbol{G}_{n}+s_{0} \boldsymbol{C}_{n}\right) \boldsymbol{E}_{i+1} . \tag{75}
\end{equation*}
$$

Using (66) and (69) (with $i$ replaced by $i+1$ ), we obtain from (75) that

$$
\begin{aligned}
\boldsymbol{F}_{n}^{i+1} \boldsymbol{R} & =\boldsymbol{F}_{n}\left(\boldsymbol{F}_{n}^{i} \boldsymbol{R}\right)=\boldsymbol{V}_{n}\left(\left(\boldsymbol{G}_{n}+s_{0} \boldsymbol{C}_{n}\right)^{-1} \boldsymbol{V}_{n}^{\mathrm{H}} \boldsymbol{C}\right)\left(\boldsymbol{F}_{n}^{i} \boldsymbol{R}\right) \\
& =\boldsymbol{V}_{n} \boldsymbol{E}_{i+1}=\boldsymbol{A}^{i+1} \boldsymbol{R},
\end{aligned}
$$

which is just the desired relation (73).

Theorem 7. Let $n=m_{1}+m_{2}+\cdots+m_{j}$, where $1 \leqslant j \leqslant j_{\max }$, and let $\boldsymbol{H}_{n}^{(1)}$ be the reduced-order transfer function given by (52) and (53). Let $s_{0} \in \mathbb{C}$ be an expansion point such that (63) is satisfied. Then, $\boldsymbol{H}_{n}^{(1)}$ satisfies

$$
\begin{equation*}
\boldsymbol{H}_{n}^{(1)}(s)=\boldsymbol{H}(s)+\mathcal{O}\left(s-s_{0}\right)^{j} \tag{76}
\end{equation*}
$$

i.e., $\boldsymbol{H}_{n}^{(1)}$ is a matrix-Padé-type approximant of the transfer function (12), $\boldsymbol{H}$.

Proof. By (64) and (65), the assertion (76) is equivalent to

$$
\begin{equation*}
\boldsymbol{M}_{i}^{(1)}=\boldsymbol{M}_{i} \quad \text { for all } i=0,1, \ldots, j-1 \tag{77}
\end{equation*}
$$

By Proposition 6, the matrix $\boldsymbol{F}_{n}$ defined in (66) satisfies relations (67) and (68). Inserting (68) into (67) gives

$$
\boldsymbol{M}_{i}^{(1)}=\boldsymbol{L}^{\mathrm{H}} \boldsymbol{F}_{n}^{i} \boldsymbol{R}=\boldsymbol{L}^{\mathrm{H}} \boldsymbol{A}^{i} \boldsymbol{R}=\boldsymbol{M}_{i} \quad \text { for all } i=0,1, \ldots, j-1,
$$

which is just the desired property (77).

Remark 8. By (28) and (29), we have $j \geqslant\lfloor n / m\rfloor$. Therefore, by Theorem 7, the Taylor expansions of $\boldsymbol{H}_{n}^{(1)}$ and $\boldsymbol{H}$ about $s_{0}$ match in at least the first $\lfloor n / m\rfloor$ coefficient matrices.

Remark 9. If $p<m$, then a matrix-Padé-type approximant that matches at least the first $\lfloor n / p\rfloor$ Taylor coefficient matrices of $\boldsymbol{H}$ about $s_{0}$ can be obtained by performing the one-sided projection described in Section 4.1 onto $\mathscr{K}_{n}\left(\boldsymbol{A}^{\mathrm{H}}, \boldsymbol{L}\right)$, instead of $\mathscr{K}_{n}(\boldsymbol{A}, \boldsymbol{R})$.

## 5.2. $\boldsymbol{H}_{n}^{(2)}$ is a matrix-Padé approximant

It turns out that, in general, the reduced-order transfer function $\boldsymbol{H}_{n}^{(2)}$ defined in (56) is even a better approximation to $\boldsymbol{H}$ than $\boldsymbol{H}_{n}^{(1)}$. To properly state this result, we first define the integers

$$
n_{\min }:=\max \left\{m_{1}, p_{1}\right\} \quad \text { and } \quad n_{\max }:=\min \left\{\sum_{j=1}^{j_{\max }} m_{j}, \sum_{k=1}^{k_{\max }} p_{k}\right\}
$$

where the $m_{j}$ 's and $p_{k}$ 's are the integers given by (27), (28) and (32), (33), respectively. The main result of this section is then as follows.

Theorem 10. Let $n_{\min } \leqslant n \leqslant n_{\max }$, and let $j=j(n)$ and $k=k(n)$ be the maximal integers such that

$$
\begin{equation*}
m_{1}+m_{2}+\cdots+m_{j} \leqslant n \quad \text { and } \quad p_{1}+p_{2}+\cdots+p_{k} \leqslant n \tag{78}
\end{equation*}
$$

respectively. Let $s_{0} \in \mathbb{C}$ be an expansion point such that (63) is satisfied, and let $\boldsymbol{H}_{n}^{(2)}$ be the reduced-order transfer function given by the two-sided projection (56). Then, $\boldsymbol{H}_{n}^{(2)}$ satisfies

$$
\begin{equation*}
\boldsymbol{H}_{n}^{(2)}(s)=\boldsymbol{H}(s)+\mathcal{O}\left(s-s_{0}\right)^{q(n)}, \quad \text { where } q(n)=j(n)+k(n) \tag{79}
\end{equation*}
$$

Moreover, in (79), the exponent $q(n)$ is as large as possible, and hence $\boldsymbol{H}_{n}^{(2)}$ is a matrix-Padé approximant of the transfer function (12), $\boldsymbol{H}$.

Proof. In [12], we studied the reduced-order transfer function $\boldsymbol{H}_{n}^{(2)}$ given by (60), where $\boldsymbol{\rho}_{n}, \boldsymbol{\eta}_{n}$, $\boldsymbol{\Delta}_{n}$, and $\boldsymbol{T}_{n}$ are the matrices generated by $n$ steps of the Lanczos-type method sketched in Section 3.5. In particular, in [12, Theorem 1], we showed that $\boldsymbol{H}_{n}^{(2)}$ satisfies the properties listed in Theorem 10 above. Recall from Section 4.2 that the reduced-order transfer functions defined in (56) via a two-sided projection and the one given by (60) in terms of the Lanczos-type method are identical. Therefore, the assertions in Theorem 10 follow from [12, Theorem 1].

Remark 11. In view of (28), (33), and (78), we have $j(n) \geqslant\lfloor n / m\rfloor$ and $k(n) \geqslant\lfloor n / p\rfloor$. Therefore, by Theorem 10, the Taylor expansions of $\boldsymbol{H}_{n}^{(2)}$ and $\boldsymbol{H}$ about $s_{0}$ match in at least the first $\lfloor n / m\rfloor+\lfloor n / p\rfloor$ coefficient matrices.

## 6. Passivity and stability

As we discussed in Section 2, in circuit simulation, reduced-order modeling is mostly applied to large passive linear subcircuits, such as RLC networks consisting of only resistors, inductors, and capacitors. When reduced-order models of such subcircuits are used within a simulation of the whole circuit, stability of the overall simulation can only be guaranteed if the reduced-order models preserve the passivity of the original subcircuits; see, e.g. [6,27]. Unfortunately, except for special cases such as RC subcircuits consisting of only resistors and capacitors, the Pade model given by $\boldsymbol{H}_{n}^{(2)}$ is not passive in general; see, e.g. [4,7,14,15,19]. In this section, we derive a sufficient criterion for passivity of general transfer functions, and then apply the criterion to establish passivity of the particular projected model given by (62).

Roughly speaking, a (linear or nonlinear) dynamical system is passive if it does not generate energy. The concept was first used in circuit theory; see, e.g. [2,18]. For example, networks consisting of only resistors, inductors, and capacitors are passive.

The following well-known theorem (see, e.g. $[2,31]$ ) relates the passivity of the linear dynamical system (8) to the positive realness of its transfer function. Here and in the sequel, we assume that $m=p$ in (8).

Theorem A. The linear dynamical system (8) is passive if, and only if, the associated transfer function (12), $\boldsymbol{H}$, is positive real.

The definition of a positive real matrix-valued function is as follows; see, e.g. [2].

Definition 12. A function $\boldsymbol{H}: \mathbb{C} \mapsto(\mathbb{C} \cup\{\infty\})^{m \times m}$ is called positive real if
(i) $\boldsymbol{H}$ has no poles in $\mathbb{C}_{+}$;
(ii) $\boldsymbol{H}(\bar{s})=\overline{\boldsymbol{H}(s)}$ for all $s \in \mathbb{C}$;
(iii) $\operatorname{Re}\left(\boldsymbol{x}^{\mathrm{H}} \boldsymbol{H}(s) \boldsymbol{x}\right) \geqslant 0$ for all $s \in \mathbb{C}_{+}$and $\boldsymbol{x} \in \mathbb{C}^{m}$.

Recall that a function $\boldsymbol{H}: \mathbb{C} \mapsto(\mathbb{C} \cup\{\infty\})^{m \times m}$ is stable if $\boldsymbol{H}$ has no poles in $\mathbb{C}_{+}$and if all possible purely imaginary poles of $\boldsymbol{H}$ are simple. It is well known that any positive real function is necessary stable.

Next, we prove the following sufficient condition for positive realness.

Theorem 13. Let $\boldsymbol{G}, \boldsymbol{C} \in \mathbb{R}^{N \times N}$, and $\boldsymbol{B} \in \mathbb{R}^{N \times m}$. Assume that $\boldsymbol{G}+\boldsymbol{G}^{\mathrm{T}} \geqslant 0, \boldsymbol{C}=\boldsymbol{C}^{\mathrm{T}} \geqslant 0$, and that $\boldsymbol{G}+s \boldsymbol{C}$ is a regular matrix pencil. Then, the transfer function

$$
\begin{equation*}
\boldsymbol{H}(s):=\boldsymbol{B}^{\mathrm{T}}(\boldsymbol{G}+s \boldsymbol{C})^{-1} \boldsymbol{B}, \quad s \in \mathbb{C} \tag{80}
\end{equation*}
$$

is positive real.
Proof. We need to show that $\boldsymbol{H}$ satisfies the conditions (i)-(iii) given in Definition 12.
Condition (ii) follows directly from the fact that the matrices $\boldsymbol{G}, \boldsymbol{C}$, and $\boldsymbol{B}$ in (80) are real.
Next, we verify condition (iii). Let $s=s_{1}+i s_{2} \in \mathbb{C}_{+}$be arbitrary, but fixed. Here $i:=\sqrt{-1}$ denotes the purely imaginary unit. Note that

$$
\begin{equation*}
(\boldsymbol{G}+s \boldsymbol{C})^{\mathrm{H}}=\boldsymbol{S}-\boldsymbol{K} \tag{81}
\end{equation*}
$$

where

$$
\boldsymbol{S}:=\frac{1}{2}\left(\boldsymbol{G}+\boldsymbol{G}^{\mathrm{T}}\right)+s_{1} \boldsymbol{C}, \quad \boldsymbol{K}:=\frac{1}{2}\left(\boldsymbol{G}-\boldsymbol{G}^{\mathrm{T}}\right)+i s_{2} \boldsymbol{C} .
$$

Recall that $\boldsymbol{G}+\boldsymbol{G}^{\mathrm{T}} \geqslant 0, \boldsymbol{C}=\boldsymbol{C}^{\mathrm{T}} \geqslant 0$, and $s_{1}=\operatorname{Re} s>0$. This guarantees that $\boldsymbol{S} \geqslant 0$ and $\boldsymbol{K}=-\boldsymbol{K}^{\mathrm{H}}$. These properties imply that $\boldsymbol{y}^{\mathrm{H}} \boldsymbol{S} \boldsymbol{y} \geqslant 0$ and $\operatorname{Re}\left(\boldsymbol{y}^{\mathrm{H}} \boldsymbol{K} \boldsymbol{y}\right)=0$ for all $\boldsymbol{y} \in \mathbb{C}^{N}$. Therefore, by (81), we have

$$
\begin{equation*}
\operatorname{Re}\left(\boldsymbol{y}^{\mathrm{H}}(\boldsymbol{G}+s \boldsymbol{C})^{\mathrm{H}} \boldsymbol{y}\right)=\boldsymbol{y}^{\mathrm{H}} \boldsymbol{S} \boldsymbol{y} \geqslant 0 \quad \text { for all } \boldsymbol{y} \in \mathbb{C}^{N} \tag{82}
\end{equation*}
$$

We now assume that $s \in \mathbb{C}_{+}$is such that the matrix $\boldsymbol{G}+s \boldsymbol{C}$ is nonsingular. Furthermore, let $\boldsymbol{x} \in \mathbb{C}^{m}$ be arbitrary, and set

$$
\begin{equation*}
\boldsymbol{y}:=(\boldsymbol{G}+s \boldsymbol{C})^{-1} \boldsymbol{B} \boldsymbol{x} \tag{83}
\end{equation*}
$$

Then, by (80) and (83), we have

$$
\begin{align*}
\boldsymbol{x}^{\mathrm{H}} \boldsymbol{H}(s) \boldsymbol{x} & =\boldsymbol{x}^{\mathrm{H}} \boldsymbol{B}^{\mathrm{T}}(\boldsymbol{G}+s \boldsymbol{C})^{-1} \boldsymbol{B} \boldsymbol{x} \\
& =\boldsymbol{x}^{\mathrm{H}} \boldsymbol{B}^{\mathrm{T}}(\boldsymbol{G}+s \boldsymbol{C})^{-\mathrm{H}}(\boldsymbol{G}+s \boldsymbol{C})^{\mathrm{H}}(\boldsymbol{G}+s \boldsymbol{C})^{-1} \boldsymbol{B} \boldsymbol{x} \\
& =\boldsymbol{y}^{\mathrm{H}}(\boldsymbol{G}+s \boldsymbol{C})^{\mathrm{H}} \boldsymbol{y} . \tag{84}
\end{align*}
$$

Combining (82) and (84), it follows that

$$
\begin{equation*}
\operatorname{Re}\left(\boldsymbol{x}^{\mathrm{H}} \boldsymbol{H}(s) \boldsymbol{x}\right)=\operatorname{Re}\left(\boldsymbol{y}^{\mathrm{H}}(\boldsymbol{G}+s \boldsymbol{C})^{\mathrm{H}} \boldsymbol{y}\right) \geqslant 0 \quad \text { for all } \boldsymbol{x} \in \mathbb{C}^{m} \tag{85}
\end{equation*}
$$

and for all $s \in \mathbb{C}_{+}$for which $\boldsymbol{G}+s \boldsymbol{C}$ is nonsingular. Now let $\hat{s} \in \mathbb{C}_{+}$be such that $\boldsymbol{G}+\hat{s} \boldsymbol{C}$ is singular. Note that there are at most $N$ such "singular" points $\hat{s}$, since $\boldsymbol{G}+s \boldsymbol{C}$ is assumed to be a regular matrix pencil. Therefore, each $\hat{s}$ is an isolated point in $\mathbb{C}_{+}$, i.e., there exists an $\varepsilon=\varepsilon(\hat{s})>0$ and a (punctured) neighborhood

$$
D_{\varepsilon}:=\{s \in \mathbb{C}|0<|s-\hat{s}| \leqslant \varepsilon\}
$$

of $\hat{s}$ such that $D_{\varepsilon} \subset \mathbb{C}_{+}$and the matrix $\boldsymbol{G}+s \boldsymbol{C}$ is nonsingular for all $s \in D_{\varepsilon}$. Thus (85) holds true for all $s \in D_{\varepsilon}$. If $\hat{s}$ is not a pole of the rational function $\boldsymbol{H}$, then $\boldsymbol{H}(\hat{s})=\lim _{s \rightarrow \hat{s}} \boldsymbol{H}(s)$ is a finite $m \times m$ matrix. In this case, by taking limits $s \rightarrow \hat{s}$ in (85), it follows that (85) also holds true for $s=\hat{s}$. Now suppose that $\hat{s}$ is a pole of $\boldsymbol{H}$. Then at least one of the components $h_{j k}(s)$ of $\boldsymbol{H}(s)=\left[h_{j k}(s)\right]_{1 \leqslant j, k \leqslant m}$ has a pole at $\hat{s}$. Such an $h_{j k}(s)$ maps $D_{\varepsilon}$ onto a suitable neighborhood of $\infty$ in the complex plane and, in particular, attains large negative numbers in $D_{\varepsilon}$. By selecting a suitable component $h_{j k}$ of $\boldsymbol{H}$ and an associated vector $\boldsymbol{x} \in \mathbb{C}^{N}$, it is thus possible to find a point $s \in D_{\varepsilon}$ such
that $\operatorname{Re}\left(\boldsymbol{x}^{\mathrm{H}} \boldsymbol{H}(s) \boldsymbol{x}\right)<0$. However, this is a contradiction to (85), and therefore, $\hat{s}$ cannot be a pole of $\boldsymbol{H}$. This concludes the proof of (iii).

It remains to verify condition (i). By (80), if $\hat{s}$ is a pole of $\boldsymbol{H}$, then the matrix $\boldsymbol{G}+\hat{\boldsymbol{S}} \boldsymbol{C}$ is necessarily singular, i.e., $\hat{s}$ is a singular point. However, we have just shown that there are no such singular points $\hat{s} \in \mathbb{C}_{+}$. Consequently, $\boldsymbol{H}$ cannot have poles in $\mathbb{C}_{+}$.

The matrix function $\boldsymbol{H}$ satisfies all three conditions (i)-(iii), and hence $\boldsymbol{H}$ is positive real.
Finally, we apply Theorem 13 to the reduced-order transfer function (62).

Corollary 14. Let $\boldsymbol{H}$ be the transfer function given by (21) with matrices that satisfy (22). Let $V_{n} \in \mathbb{R}^{N \times n}$ have rank $n$ and assume that the matrix pencil

$$
\begin{equation*}
\boldsymbol{G}_{n}+s \boldsymbol{C}_{n}:=\boldsymbol{V}_{n}^{\mathrm{T}}(\boldsymbol{J} \boldsymbol{G}) \boldsymbol{V}_{n}+s \boldsymbol{V}_{n}^{\mathrm{T}}(\boldsymbol{J C}) \boldsymbol{V}_{n} \tag{86}
\end{equation*}
$$

is regular. Then, the reduced-order transfer function

$$
\begin{equation*}
\boldsymbol{H}_{n}^{(1)}(s):=\left(\boldsymbol{V}_{n}^{\mathrm{T}} \boldsymbol{B}\right)^{\mathrm{T}}\left(\boldsymbol{G}_{n}+s \boldsymbol{C}_{n}\right)^{-1}\left(\boldsymbol{V}_{n}^{\mathrm{T}} \boldsymbol{B}\right) \tag{87}
\end{equation*}
$$

is positive real, and thus the reduced-order model given by (87) is passive.
Proof. By (22) and (86), it follows that $\boldsymbol{G}_{n}+\boldsymbol{G}_{n}^{\mathrm{T}} \geqslant 0$ and $\boldsymbol{C}_{n}=\boldsymbol{C}_{n}^{\mathrm{T}} \geqslant 0$. The transfer function (87), $\boldsymbol{H}_{n}^{(1)}$, is thus positive real by Theorem 13.

## 7. Numerical examples

In this section, we present two circuit examples.

### 7.1. A package model

The first example arises in the analysis of a 64 -pin package model used for an RF integrated circuit. Only eight of the package pins carry signals, the rest being either unused or carrying supply voltages. The package is characterized as a passive linear dynamical system with $m=p=16$ inputs and outputs, representing eight exterior and eight interior terminals. The package model is described by approximately 4000 circuit elements, resistors, capacitors, inductors, and inductive couplings, resulting in a linear dynamical system with a state-space dimension of about 2000.

In [16], SyMPVL was used to compute a Padé-based reduced-order model (61) of the package, and it was found that a model $\boldsymbol{H}_{n}^{(2)}$ of order $n=80$ is sufficient to match the transfer-function components of interest. However, the model $\boldsymbol{H}_{n}^{(2)}$ has a few poles in the right half of the complex plane, and therefore, it is not passive.

In order to obtain a passive reduced-order model, we ran SyMPVL again on the package example, and this time, also generated the projected reduced-order model $\boldsymbol{H}_{n}^{(1)}$ given by (62). The expansion point $s_{0}=5 \pi \times 10^{9}$ was used. Recall that $\boldsymbol{H}_{n}^{(1)}$ is only a Padé-type approximant and thus less accurate than the Pade approximant $\boldsymbol{H}_{n}^{(2)}$. Therefore, one now has to go to order $n=112$ to obtain a projected reduced-order model $\boldsymbol{H}_{n}^{(1)}$ that matches the transfer-function components of interest. Figs. 1 and 2 show the voltage-to-voltage transfer function between the external terminal of pin no. 1 and the


Fig. 1. Package: Pin no. 1 external to Pin no. 1 internal, exact, projected model, and Padé model.


Fig. 2. Package: Pin no. 1 external to Pin no. 2 internal, exact, projected model, and Padé model.


Fig. 3. Relative error of projected model and Padé model.
internal terminals of the same pin and the neighboring pin no. 2, respectively. The plots show results with the projected model $\boldsymbol{H}_{n}^{(1)}$ and the Padé model $\boldsymbol{H}_{n}^{(2)}$, both of order $n=112$, compared with an exact analysis.
In Fig. 3, we compare the relative error of the projected model $\boldsymbol{H}_{112}^{(1)}$ and the Padé model $\boldsymbol{H}_{112}^{(2)}$ of the same size. Clearly, the Padé model is more accurate. However, out of the 112 poles of $\boldsymbol{H}_{112}^{(2)}$, 22 have positive real part, violating the passivity of the Pade model. On the other hand, the projected model is passive.

### 7.2. An extracted $R C$ circuit

This is an extracted RC circuit with about 4000 elements and $m=20$ ports. The expansion point $s_{0}=0$ was used. Since the projected model and the Padé model are identical for RC circuits, we only computed the Padé model via SyMPVL.
The point of this example is to illustrate the usefulness of the deflation procedure built into SyMPVL. It turned out that sweeps through the first two Krylov blocks, $\boldsymbol{R}$ and $\boldsymbol{A R}$, of the block Krylov sequence (26) were sufficient to obtain a reduced-order model that matches the transfer function in the frequency range of interest. During the sweep through the second block, 6 almost linearly dependent vectors were discovered and deflated. As a result, the reduced-order model obtained with deflation is only of size $n=2 m-6=34$. When SyMPVL was rerun on this example, with deflation turned off, a reduced-order model of size $n=40$ was needed to match the transfer function. In Fig. 4, we show the $\boldsymbol{H}_{1,11}$ component of the reduced-order model obtained with deflation and without deflation, compared to the exact transfer function. Clearly, deflation leads to a significantly smaller reduced-order model that is as accurate as the bigger one generated without deflation.


Fig. 4. Impedance $H_{1,11}$.

## 8. Concluding remarks

In the last few years, reduced-order modeling techniques based on Krylov subspaces have become indispensable tools for tackling the large linear subcircuits that arise in the simulation of electronic circuits. Much of this development was and continues to be driven by the emerging need to accurately simulate the interconnect of electronic circuits. Today, circuit interconnect is typically modeled as large linear passive subcircuits that are generated by automatic parasitics-extraction programs. Using reduced-order modeling techniques has become crucial in order to reduce these subcircuits to a size that is manageable for circuit simulators.

To guarantee stability of the overall simulation, it is crucial that passive subcircuits are approximated by passive reduced-order models. While reduced-order models based on projection are passive, they are - in terms of number of matched Taylor coefficients - only half as accurate as the corresponding, in general non-passive, Padé models of the same size. It remains an open problem to describe and construct reduced-order models of a given size that are both passive and of maximal possible accuracy.

Finally, today's circuit simulation is based on the paradigm of lumped circuit elements, which leads to systems of DAEs. As circuit feature sizes continue to decrease and circuit speeds continue to increase, feature sizes are becoming comparable in size with signal wavelengths. As a result, at least parts of a circuit must be modeled as distributed elements, such as transmission lines. Including distributed elements in the simulation paradigm requires a fusion of traditional lumped circuit simulation and electromagnetic simulation. Electromagnetic simulation, however, involves systems of partial differential equations (PDEs). Combining lumped circuit simulation with electromagnetic
simulation will thus require efficient techniques for the solution of very large systems of DAEs coupled with PDEs. One of the challenges then is to develop reduced-order modeling techniques that allow to replace parts of such coupled systems with much smaller models. Research into and development of such techniques have hardly begun.
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#### Abstract

Discretization of linear inverse problems generally gives rise to very ill-conditioned linear systems of algebraic equations. Typically, the linear systems obtained have to be regularized to make the computation of a meaningful approximate solution possible. Tikhonov regularization is one of the most popular regularization methods. A regularization parameter specifies the amount of regularization and, in general, an appropriate value of this parameter is not known a priori. We review available iterative methods, and present new ones, for the determination of a suitable value of the regularization parameter by the L-curve criterion and the solution of regularized systems of algebraic equations. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

Many problems in science and engineering can be formulated as linear inverse problems, i.e., problems that require the determination of the unknown input to a linear system from the known output. For instance, image reconstruction from projections is a linear inverse problems. The discretization of a linear inverse problem typically gives rise to a linear system of equations

$$
\begin{equation*}
A \boldsymbol{x}=\boldsymbol{b}, \quad A \in \mathbb{R}^{m \times n}, \quad \boldsymbol{x} \in \mathbb{R}^{n}, \quad \boldsymbol{b} \in \mathbb{R}^{m} \tag{1}
\end{equation*}
$$

[^35]with a very ill-conditioned matrix $A$ of ill-determined rank. The computation of a meaningful approximate solution of the linear system (1) in general requires that the system be replaced by a nearby system that is less sensitive to perturbations. This replacement is referred to as regularization. Tikhonov regularization is one of the oldest and most popular regularization methods. In its simplest form, Tikhonov regularization replaces the linear system (1) by the regularized system
\[

$$
\begin{equation*}
\left(A^{\mathrm{T}} A+\mu I\right) \boldsymbol{x}=A^{\mathrm{T}} \boldsymbol{b} \tag{2}
\end{equation*}
$$

\]

where $\mu \geqslant 0$ is a regularization parameter that determines the amount of regularization and $I$ is the identity operator. For any fixed $\mu>0$, system (2) has the unique solution

$$
\begin{equation*}
\boldsymbol{x}_{\mu}=\left(A^{\mathrm{T}} A+\mu I\right)^{-1} A^{\mathrm{T}} \boldsymbol{b} \tag{3}
\end{equation*}
$$

It is the purpose of the present paper to discuss several iterative methods for the determination of a suitable value of the regularization parameter $\mu>0$ and the computation of the associated solution $\boldsymbol{x}_{\mu}$ of large-scale problems of the form (2). We remark that Björck [3] described how iterative methods for the solution of (2) can be modified to be applicable to the solution of

$$
\left(A^{\mathrm{T}} A+\mu B^{\mathrm{T}} B\right) \boldsymbol{x}=A^{\mathrm{T}} \boldsymbol{b}
$$

for a large class of regularization operators $B$.
Note that solution (3) of (2) satisfies $\boldsymbol{x}_{\mu} \rightarrow \boldsymbol{x}_{0}=A^{\dagger} \boldsymbol{b}$ as $\mu \searrow 0$, where $A^{\dagger}$ denotes the MoorePenrose pseudo-inverse of $A$. In problems of interest to us, the matrix $A$ has many "tiny" singular values and the right-hand side vector $\boldsymbol{b}$ is contaminated by measurement errors (noise). Therefore, the Moore-Penrose solution $\boldsymbol{x}_{0}$ in general has "huge" components and is of little practical interest.

For future reference, we note that the solution $\boldsymbol{x}_{\mu}$ of (2) satisfies the minimization problem

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}}\left\{\|A \boldsymbol{x}-\boldsymbol{b}\|^{2}+\mu\|\boldsymbol{x}\|^{2}\right\} \tag{4}
\end{equation*}
$$

Here and below $\|\cdot\|$ denotes the Euclidean norm.
The determination of a suitable value of the regularization parameter $\mu$ is an important task. Several methods that assume knowledge of the norm of the noise in $\boldsymbol{b}$ are discussed in [7,12]. We are interested in problems for which the norm of the noise (error) in $\boldsymbol{b}$ is not explicitly known, and focus on methods that use the L-curve, defined below, to determine a suitable value of $\mu$. The L-curve was first applied by Lawson and Hanson, see [22, Chapter 26], and more recently by Hansen and O'Leary [14,18], to investigate properties of the regularized system (2) for different values of the regularization parameter $\mu$. Introduce the discrepancy

$$
\begin{equation*}
\boldsymbol{d}_{\mu}=A \boldsymbol{x}_{\mu}-\boldsymbol{b} \tag{5}
\end{equation*}
$$

associated with the solution $\boldsymbol{x}_{\mu}$ of the regularized system (2). Let $\phi$ be a monotonically increasing function and define the curve

$$
\begin{equation*}
\mathbb{L}=\left\{\left(\phi\left(\left\|\boldsymbol{x}_{\mu}\right\|^{2}\right), \phi\left(\left\|\boldsymbol{d}_{\mu}\right\|^{2}\right)\right): \mu>0\right\} \tag{6}
\end{equation*}
$$

Often $\phi$ is chosen to be one of the functions

$$
\phi(t)=t, \quad \phi(t)=\sqrt{t}, \quad \text { or } \quad \phi(t)=\frac{1}{2} \log _{10} t, \quad t>0 .
$$

The curve (6) is known as the L-curve, because under suitable conditions on $A$ and $\boldsymbol{b}$ it is shaped roughly like the letter "L". The following result specifies the shape of the L-curve under quite general conditions on $A$ and $\boldsymbol{b}$.

Proposition 1.1. Let $q(\mu)=\phi\left(\left\|\boldsymbol{x}_{\mu}\right\|^{2}\right)$ and $s(\mu)=\phi\left(\left\|\boldsymbol{d}_{\mu}\right\|^{2}\right)$, where $\boldsymbol{x}_{\mu}$ and $\boldsymbol{d}_{\mu}$ are defined by (3) and (5), respectively, and $\phi$ is a differentiable monotonically increasing function. Then $q(\mu)$ is a decreasing function of $\mu, s(\mu)$ is an increasing function of $\mu$, and the curve $\{(q(\mu), s(\mu)): \mu>0\}$ has negative slope. Moreover, the curve is convex for $\phi(t)=t$.

Proof. The proposition follows by substituting the singular value decomposition of $A$ into (3); see, e.g., [24] for details. Related results are also discussed in [14,16,18].

An illuminating discussion on properties of the L-curve is presented by Hansen [16, Sections 7.5-7.7]. Hansen and O'Leary [14,18] proposed to use the value $\mu$ of the regularization parameter that corresponds to the point $\left(\phi\left(\left\|\boldsymbol{x}_{\mu}\right\|^{2}\right), \phi\left(\left\|\boldsymbol{d}_{\mu}\right\|^{2}\right)\right)$ at the "vertex" of the "L". We denote this value by $\mu_{\mathrm{L}}$. A heuristic motivation for this choice of $\mu$ is that when $\mu>0$ is "tiny", then the associated solution $\boldsymbol{x}_{\mu}$ of (2) is of "huge" norm and is likely to be contaminated by the propagated error that stems from errors in the given right-hand side vector $\boldsymbol{b}$. Conversely, when $\mu$ is large, the vector $\boldsymbol{x}_{\mu}$ generally is a poor approximation of a solution of (1) and the associated discrepancy (5) is of large norm. The choice $\mu=\mu_{\mathrm{L}}$ seeks to balance the discrepancy and the propagated error in the computed approximate solution $\boldsymbol{x}_{\mu}$ due to errors in $\boldsymbol{b}$. The parameter value $\mu_{\mathrm{L}}$ is said to satisfy the L-curve criterion.

The value $\mu_{\mathrm{L}}$ of the regularization parameter is not guaranteed to be appropriate for all linear systems of equations of the form (2) with very ill-conditioned matrices $A$ of ill-determined rank. However, considerable computational experience indicates that the L-curve criterion is a powerful method for determining a suitable value of the regularization parameter for many problems of interest in science and engineering; see [13;16, Section 7.5.1] and [17,25] for insightful discussions on the properties and shortcomings of the L-curve criterion. This paper reviews available iterative methods, and describes new ones, for the simultaneous determination of approximations of the value $\mu_{\mathrm{L}}$ and the associated solution $\boldsymbol{x}_{\mu_{\mathrm{L}}}$ of (2).

The following result is helpful for determining the approximate location of the L-curve. It has been shown for the function $\phi(t)=\sqrt{t}$ by, e.g., Lawson and Hanson [22, p. 193].

Proposition 1.2. Let $\phi$ be a monotonically increasing function and let $\boldsymbol{x} \in \mathbb{R}^{n}$. Then the point $\left(\phi\left(\|\boldsymbol{x}\|^{2}\right), \phi\left(\|A \boldsymbol{x}-\boldsymbol{b}\|^{2}\right)\right)$ is on or above the L-curve (6).

Proof. The proposition follows if for any $\boldsymbol{x}_{\mu}$ given by (3),

$$
\begin{equation*}
\phi\left(\left\|A \boldsymbol{x}_{\mu}-\boldsymbol{b}\right\|^{2}\right) \leqslant \phi\left(\|A \boldsymbol{x}-\boldsymbol{b}\|^{2}\right), \quad \forall \boldsymbol{x} \in \mathbb{R}^{n}, \quad \text { such that } \phi\left(\|\boldsymbol{x}\|^{2}\right) \leqslant \phi\left(\left\|\boldsymbol{x}_{\mu}\right\|^{2}\right) . \tag{7}
\end{equation*}
$$

We show (7) by contradiction. Thus, assume that there is a vector $\hat{\boldsymbol{x}} \in \mathbb{R}^{n}$, such that

$$
\phi\left(\|A \hat{\boldsymbol{x}}-\boldsymbol{b}\|^{2}\right)<\phi\left(\left\|A \boldsymbol{x}_{\mu}-\boldsymbol{b}\right\|^{2}\right), \quad \phi\left(\|\hat{\boldsymbol{x}}\|^{2}\right) \leqslant \phi\left(\left\|\boldsymbol{x}_{\mu}\right\|^{2}\right)
$$

for some $\boldsymbol{x}_{\mu}$. Since $\phi$ is monotonically increasing, it follows that

$$
\|A \hat{\boldsymbol{x}}-\boldsymbol{b}\|^{2}<\left\|A \boldsymbol{x}_{\mu}-\boldsymbol{b}\right\|^{2}, \quad\|\hat{\boldsymbol{x}}\|^{2} \leqslant\left\|\boldsymbol{x}_{\mu}\right\|^{2}
$$

and therefore

$$
\|A \hat{\boldsymbol{x}}-\boldsymbol{b}\|^{2}+\mu\|\hat{\boldsymbol{x}}\|^{2}<\left\|A \boldsymbol{x}_{\mu}-\boldsymbol{b}\right\|^{2}+\mu\left\|\boldsymbol{x}_{\mu}\right\|^{2} .
$$

However, this inequality violates the fact that $\boldsymbol{x}_{\mu}$ solves (4).
This paper is organized as follows. Section 2 discusses iterative methods for the computation of approximations of $\mu_{\mathrm{L}}$ and $\boldsymbol{x}_{\mu_{\mathrm{L}}}$ based on the Lanczos bidiagonalization method. In particular, we describe a modification of the L-ribbon method proposed in [6] that is well suited for the iterative solution of large very ill-conditioned underdetermined systems. Section 3 discusses iterative methods based on the Arnoldi process. These methods do not require the evaluation of matrix-vector products with the transpose of the matrix $A$. Computed examples are presented in Section 4.

## 2. Iterative methods based on Lanczos bidiagonalization

The Lanczos bidiagonalization algorithm below is by Paige and Saunders [23] referred to as bidiag1. It has been applied in many algorithms for the computation of approximate solutions of large linear systems of equations (1) with very ill-conditioned matrices; see, e.g., $[3-5,16]$ and references therein. The algorithm carries out $\ell$ steps of the Lanczos bidiagonalization process applied to the matrix $A$.

Algorithm 1 (Lanczos Bidiagonalization Algorithm).

```
Input: \(\boldsymbol{b} \in \mathbb{R}^{m}, A \in \mathbb{R}^{m \times n}, 0<\ell<n\);
Output: \(\left\{\boldsymbol{u}_{j}\right\}_{j=1}^{\ell+1},\left\{\boldsymbol{v}_{j}\right\}_{j=1}^{\ell},\left\{\rho_{j}\right\}_{j=1}^{\ell},\left\{\sigma_{j}\right\}_{j=1}^{\ell+1}\);
\(\sigma_{1}:=\|\boldsymbol{b}\| ; \boldsymbol{u}_{1}:=\boldsymbol{b} / \sigma_{1} ; \tilde{\boldsymbol{v}}_{1}:=A^{\mathrm{T}} \boldsymbol{u}_{1} ; \rho_{1}:=\left\|\tilde{\boldsymbol{v}}_{1}\right\| ; \boldsymbol{v}_{1}:=\tilde{\boldsymbol{v}}_{1} / \rho_{1} ;\)
for \(j=2,3, \ldots, \ell\) do
    \(\tilde{\boldsymbol{u}}_{j}:=A \boldsymbol{v}_{j-1}-\rho_{j-1} \boldsymbol{u}_{j-1} ; \sigma_{j}:=\left\|\tilde{\boldsymbol{u}}_{j}\right\| ; \boldsymbol{u}_{j}:=\tilde{\boldsymbol{u}}_{j} / \sigma_{j} ;\)
    \(\tilde{\boldsymbol{v}}_{j}:=A^{\mathrm{T}} \boldsymbol{u}_{j}-\sigma_{j} \boldsymbol{v}_{j-1} ; \rho_{j}:=\left\|\tilde{\boldsymbol{v}}_{j}\right\| ; \boldsymbol{v}_{j}:=\tilde{\boldsymbol{v}}_{j} / \rho_{j} ;\)
    end \(j\);
    \(\tilde{\boldsymbol{u}}_{\ell+1}:=A \boldsymbol{v}_{\ell}-\rho_{\ell} \boldsymbol{u}_{\ell} ; \sigma_{\ell+1}:=\left\|\tilde{\boldsymbol{u}}_{\ell+1}\right\| ; \boldsymbol{u}_{\ell+1}:=\tilde{\boldsymbol{u}}_{\ell+1} / \sigma_{\ell+1}\).
```

We assume that the parameter $\ell$ in Algorithm 1 is chosen small enough so that all computed $\rho_{j}$ and $\sigma_{j}$ are positive. Then the algorithm determines the matrices $U_{\ell}=\left[\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{\ell}\right] \in \mathbb{R}^{m \times \ell}, U_{\ell+1}=$ $\left[U_{\ell}, \boldsymbol{u}_{\ell+1}\right] \in \mathbb{R}^{m \times(\ell+1)}$ and $V_{\ell}=\left[\boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \ldots, \boldsymbol{v}_{\ell}\right] \in \mathbb{R}^{n \times \ell}$ with orthonormal columns, as well as the lower bidiagonal matrix

$$
C_{\ell}=\left[\begin{array}{ccccc}
\rho_{1} & & & &  \tag{8}\\
\sigma_{2} & \rho_{2} & & & \\
& \ddots & \ddots & & \\
& & \sigma_{\ell-1} & \rho_{\ell-1} & \\
& & & \sigma_{\ell} & \rho_{\ell}
\end{array}\right] \in \mathbb{R}^{\ell \times \ell} .
$$

For future reference, we also introduce the matrix

$$
\bar{C}_{\ell-1}=\left[\begin{array}{c}
C_{\ell-1}  \tag{9}\\
\sigma_{\ell} \boldsymbol{e}_{\ell-1}^{T}
\end{array}\right] \in \mathbb{R}^{\ell \times(\ell-1)},
$$

which is made up of the $\ell-1$ first columns of $C_{\ell}$.
Define the Krylov spaces

$$
\begin{align*}
& \mathbb{K}_{\ell}\left(A^{\mathrm{T}} A, A^{\mathrm{T}} \boldsymbol{b}\right)=\operatorname{span}\left\{A^{\mathrm{T}} \boldsymbol{b}, A^{\mathrm{T}} A A^{\mathrm{T}} \boldsymbol{b}, \ldots,\left(A^{\mathrm{T}} A\right)^{\ell-1} A^{\mathrm{T}} \boldsymbol{b}\right\},  \tag{10}\\
& \mathbb{K}_{\ell}\left(A A^{\mathrm{T}}, \boldsymbol{b}\right)=\operatorname{span}\left\{\boldsymbol{b}, A A^{\mathrm{T}} \boldsymbol{b}, \ldots,\left(A A^{\mathrm{T}}\right)^{\ell-1} \boldsymbol{b}\right\} . \tag{11}
\end{align*}
$$

It follows from the recursion formulas of Algorithm 1 that

$$
\begin{equation*}
\mathbb{K}_{\ell}\left(A^{\mathrm{T}} A, A^{\mathrm{T}} \boldsymbol{b}\right)=\operatorname{range}\left(V_{\ell}\right), \quad \mathbb{K}_{\ell}\left(A A^{\mathrm{T}}, \boldsymbol{b}\right)=\operatorname{range}\left(U_{\ell}\right), \tag{12}
\end{equation*}
$$

i.e., the columns of $V_{\ell}$ and $U_{\ell}$ form orthonormal bases of the Krylov spaces (10) and (11), respectively.

Moreover, the recursion formulas of Algorithm 1 show that

$$
\begin{equation*}
A V_{\ell}=U_{t} C_{t}+\sigma_{\ell+1} \boldsymbol{u}_{t+1} \boldsymbol{e}_{\ell}^{\mathrm{T}}, \quad A^{\mathrm{T}} U_{t}=V_{t} C_{t}^{\mathrm{T}}, \quad \boldsymbol{b}=\|\boldsymbol{b}\| U_{t} \boldsymbol{e}_{1}, \tag{13}
\end{equation*}
$$

where $\boldsymbol{e}_{\ell}=[0, \ldots, 0,1]^{\mathrm{T}} \in \mathbb{R}^{\ell}$ denotes the $\ell$ th axis vector. Combining these equations yields

$$
\begin{equation*}
A A^{\mathrm{T}} U_{t}=U_{t} C_{t} C_{\ell}^{\mathrm{T}}+\sigma_{\ell+1} \rho_{t} \boldsymbol{u}_{t+1} e_{t}^{\mathrm{T}} . \tag{14}
\end{equation*}
$$

It follows that $\left\{\boldsymbol{u}_{j}\right\}_{j=1}^{\ell+1}$ are Lanczos vectors and

$$
\begin{equation*}
T_{\ell}=C_{t} C_{\ell}^{\mathrm{T}} \tag{15}
\end{equation*}
$$

is the symmetric tridiagonal Lanczos matrix obtained when applying $\ell$ steps of the Lanczos algorithm for symmetric matrices to the matrix $A A^{\mathrm{T}}$ with initial vector $\boldsymbol{b}$; see, e.g., [11, Chapter 9.1] for a discussion of the Lanczos algorithm. We will use the matrix (15) in our review of Gauss quadrature rules in Section 2.1.1 below.
Our discussion so far has not taken the effect of round-off errors into account. These errors may cause the computed columns of the matrices $U_{t+1}$ and $V_{\ell}$ not to be orthogonal. Therefore Algorithm 1 is often implemented with reorthogonalization of the columns of $U_{t+1}$ and $V_{t}$; see, e.g., [5]. This approach requires that both matrices $U_{\ell+1}$ and $V_{\ell}$ be stored. On the other hand, when Algorithm 1 is implemented without reorthogonalization, the application described in Section 2.1 requires that only the matrix $U_{\ell+1}$ and a few of the most recently generated columns of the matrix $V_{\ell}$ be stored simultaneously in computer memory. ${ }^{1}$ Analogously, the application described in Section 2.2 requires that only the matrix $V_{t}$ and a few of the most recently generated columns of $U_{t+1}$ be stored simultaneously. We propose to only reorthogonalize the columns of $U_{t+1}$ or of $V_{t}$. This approach allows the same (low) storage requirement as when no reorthogonalization is carried out and gives higher accuracy.
In the following proposition and its proof we use the notation $a \doteq b$ to denote that $a$ is an accurate approximation of $b$.

[^36]Proposition 2.1. Assume that the columns of $U_{t+1}$ are reorthogonalized in Algorithm 1 so that they are numerically orthogonal, and that the columns of $V_{\ell}$ have been computed as described in the algorithm, i.e., without reorthogonalization. Then $U_{\ell}^{\mathrm{T}} A A^{\mathrm{T}} U_{\ell} \doteq C_{\ell} C_{\ell}^{\mathrm{T}}$, i.e., the computed bidiagonal matrix $C_{\ell}$ is such that the tridiagonal matrix $C_{\ell} C_{\ell}^{\mathrm{T}}$ is an accurate approximation of an orthogonal section of $A A^{\mathrm{T}}$.

Proof. According to Paige and Saunders [23, p. 47], the relations (13) hold to machine precision also in the presence of round-off errors. This is independent of whether the columns of $U_{\ell+1}$ or $V_{\ell}$ are reorthogonalized to be numerically orthogonal. Thus, the computed matrices $U_{\ell+1}, V_{\ell}$ and $C_{\ell}$ determined by Algorithm 1 in finite precision arithmetic with reorthogonalization of the columns of $U_{\ell+1}$, but not of the columns of $V_{\ell}$, satisfy

$$
\begin{align*}
& A V_{\ell} \doteq U_{\ell} C_{\ell}+\sigma_{\ell+1} \boldsymbol{u}_{\ell+1} \boldsymbol{e}_{\ell}^{\mathrm{T}}  \tag{16}\\
& A^{\mathrm{T}} U_{\ell} \doteq V_{\ell} C_{\ell}^{\mathrm{T}} \tag{17}
\end{align*}
$$

Multiplying (17) by $A$, and using the relation (16) yields

$$
A A^{\mathrm{T}} U_{\ell} \doteq A V_{\ell} C_{\ell}^{\mathrm{T}} \doteq U_{\ell} C_{\ell} C_{\ell}^{\mathrm{T}}+\sigma_{\ell+1} \boldsymbol{u}_{\ell+1} \boldsymbol{e}_{\ell}^{\mathrm{T}} C_{\ell}^{\mathrm{T}}
$$

It follows from $\boldsymbol{e}_{\ell}^{\mathrm{T}} C_{\ell}^{\mathrm{T}}=\rho_{\ell} \boldsymbol{e}_{\ell}^{\mathrm{T}}$ that

$$
A A^{\mathrm{T}} U_{\ell} \doteq U_{\ell} C_{\ell} C_{\ell}^{\mathrm{T}}+\sigma_{\ell+1} \rho_{\ell} \boldsymbol{u}_{\ell+1} \boldsymbol{e}_{\ell}^{\mathrm{T}}
$$

The proposition now follows from the orthonormality of the columns of $U_{\ell+1}$.
The above proposition justifies the use of the computed matrix $C_{\ell}$ for the evaluation of Gauss and Gauss-Radau quadrature rules described in Section 2.1.1. These quadrature rules allow us to inexpensively compute an approximation of the L-curve, which we refer to as the L-ribbon. The latter makes it possible to fairly inexpensively determine a value of the regularization parameter that approximates the value $\mu_{\mathrm{L}}$.

Reorthogonalization of the columns of $V_{\ell}$, but not of the columns of $U_{\ell+1}$, is discussed in the context of overdetermined systems of equations in Section 2.2.

We advocate reorthogonalization of the columns of $U_{\ell}$ because then the tridiagonal matrix (15) can be associated with a Gauss rule; see Section 2.1.1. Example 4.1 of Section 4 illustrates the effect of reorthogonalization. In addition, reorthogonalization may reduce the number of bidiagonalization steps necessary to determine an acceptable approximate solution of the linear system of equations (2) for a given value of the regularization parameter $\mu$.

### 2.1. Underdetermined systems

Assume that $m \ll n$ in (1). Then the vectors $\boldsymbol{u}_{j} \in \mathbb{R}^{m}$ generated by Algorithm 1 have fewer components, and therefore require less computer storage, than the vectors $\boldsymbol{v}_{j} \in \mathbb{R}^{n}$ generated by the algorithm. Application of the decompositions (13) to the standard formulation of Tikhonov regularization (2) requires that all the vectors $\boldsymbol{v}_{j}$ generated be stored simultaneously, in addition to a few of the vectors $\boldsymbol{u}_{j}$; see Section 2.2 for a discussion. Here we present a variant of Tikhonov regularization that allows an interchange of the role of the vectors $\boldsymbol{u}_{j}$ and $\boldsymbol{v}_{j}$ with the purpose of reducing the storage requirement. Specifically, in this variant of Tikhonov regularization all of the vectors $\boldsymbol{u}_{j}$ generated
have to be stored simultaneously, but only a few of the vectors $\boldsymbol{v}_{j}$. We achieve this by solving the following linear system of equations

$$
\begin{equation*}
\left(A A^{\mathrm{T}}+\mu I\right) \boldsymbol{y}=\boldsymbol{b} \tag{18}
\end{equation*}
$$

instead of the standard Tikhonov system (2). The solution $\boldsymbol{x}_{\mu}$ of the latter system can be computed from the solution

$$
\begin{equation*}
\boldsymbol{y}_{\mu}=\left(A A^{\mathrm{T}}+\mu I\right)^{-1} \boldsymbol{b} \tag{19}
\end{equation*}
$$

of (18). We note that for any fixed $\mu>0$, the solution $\boldsymbol{y}_{\mu}$ of (18) is unique.

Proposition 2.2. Assume that $\mu>0$ and let $\boldsymbol{y}_{\mu}$ be defined by (19). Then the solution of (2) is given by $\boldsymbol{x}_{\mu}=A^{\mathrm{T}} \boldsymbol{y}_{\mu}$.

Proof. Multiplication of (18) by $A^{\mathrm{T}}$ from the left yields

$$
\left(A^{\mathrm{T}} A+\mu I\right) A^{\mathrm{T}} \boldsymbol{y}_{\mu}=A^{\mathrm{T}} \boldsymbol{b}
$$

Since the system (2) has a unique solution, it is given by $A^{\mathrm{T}} \boldsymbol{y}_{\mu}$.
When $\mu=0$, the solution $\boldsymbol{y}_{\mu}$ of (18) might not satisfy the discrete Picard condition, see [16, Section 4.5] for a definition, even if the associated solution $\boldsymbol{x}_{\mu}=A^{\mathrm{T}} \boldsymbol{y}_{\mu}$ of (2) does. We therefore only consider Eq. (18) for $\mu>0$.

The L-curve for system (18) is given by

$$
\begin{equation*}
\mathbb{L}=\left\{\left(\phi\left(\left\|\boldsymbol{y}_{\mu}\right\|^{2}\right), \phi\left(\left\|\boldsymbol{d}_{\mu}\right\|^{2}\right)\right): \mu>0\right\} \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{d}_{\mu}=A A^{\mathrm{T}} \boldsymbol{y}_{\mu}-\boldsymbol{b} \tag{21}
\end{equation*}
$$

The following analog of Proposition 1.1 is valid for the L-curve (20).

Proposition 2.3. Let $q(\mu)=\phi\left(\left\|\boldsymbol{y}_{\mu}\right\|^{2}\right)$ and $s(\mu)=\phi\left(\left\|\boldsymbol{d}_{\mu}\right\|^{2}\right)$, where $\boldsymbol{y}_{\mu}$ and $\boldsymbol{d}_{\mu}$ are defined by (19) and (21), respectively, and $\phi$ is a differentiable monotonically increasing function. Then $q(\mu)$ is a decreasing function of $\mu, s(\mu)$ is an increasing function of $\mu$, and the curve $\{(q(\mu), s(\mu)): \mu>0\}$ has negative slope.

Proof. The proposition follows by substituting the singular value decomposition of $A$ into (19), similarly as the proof of Proposition 1.1.

The above proposition shows that the L-curves (6) and (20) share some properties. However, not all properties shown for the curve (6) hold for the curve (20). For instance, one can construct examples for which the L-curve (20) is not convex when $\phi(t)=t$, cf. Proposition 1.1. Moreover, there is no analog of Proposition 1.2 for the L-curve (20), i.e., for an arbitrary vector $\boldsymbol{y} \in \mathbb{R}^{m}$, the point $\left(\phi\left(\|\boldsymbol{y}\|^{2}\right), \phi\left(\left\|A A^{\mathrm{T}} \boldsymbol{y}-\boldsymbol{b}\right\|^{2}\right)\right)$ may be above, on or below the L-curve (20). Finally, the location of the "vertices" of the L-curves (6) and (20) may differ. Nevertheless, we have found the L-curve (20) to be a valuable aid for determining a suitable value of the regularization parameter $\mu$ when the norm of the noise in the right-hand side vector $\boldsymbol{b}$ is not very small.

In this section, we assume that the "vertex" of the L-curve (20) gives a suitable value of the regularization parameter $\mu$, and describe how an approximation of the L-curve, referred to as the L-ribbon, can be computed inexpensively. We then choose a value of the regularization parameter that corresponds to a point close to the "vertex" of the L-ribbon.

We will derive easily computable upper and lower bounds of the norm of the quantities (19) and (21) in Section 2.1.1. These bounds are obtained by first representing $\left\|\boldsymbol{y}_{\mu}\right\|^{2}$ and $\left\|\boldsymbol{d}_{\mu}\right\|^{2}$ in terms of a Stieltjes integral. We conclude this section by deriving these representations. It follows from (19) that

$$
\begin{align*}
& \left\|\boldsymbol{y}_{\mu}\right\|^{2}=\boldsymbol{y}_{\mu}^{\mathrm{T}} \boldsymbol{y}_{\mu}=\boldsymbol{b}^{\mathrm{T}}\left(A A^{\mathrm{T}}+\mu I\right)^{-2} \boldsymbol{b},  \tag{22}\\
& \left\|\boldsymbol{d}_{\mu}\right\|^{2}=\left\|A A^{\mathrm{T}}\left(A A^{\mathrm{T}}+\mu I\right)^{-1} \boldsymbol{b}-\boldsymbol{b}\right\|^{2}=\mu^{2} \boldsymbol{b}^{\mathrm{T}}\left(A A^{\mathrm{T}}+\mu I\right)^{-2} \boldsymbol{b} . \tag{23}
\end{align*}
$$

Define the function

$$
\begin{equation*}
\psi_{\mu}(t)=(t+\mu)^{-2} \tag{24}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\|\boldsymbol{y}_{\mu}\right\|^{2}=\boldsymbol{b}^{\mathrm{T}} \psi_{\mu}\left(A A^{\mathrm{T}}\right) \boldsymbol{b}, \quad\left\|\boldsymbol{d}_{\mu}\right\|^{2}=\mu^{2} \boldsymbol{b}^{\mathrm{T}} \psi_{\mu}\left(A A^{\mathrm{T}}\right) \boldsymbol{b} \tag{25}
\end{equation*}
$$

Introduce the spectral factorization

$$
\begin{equation*}
A A^{\mathrm{T}}=W \Lambda W^{\mathrm{T}} \tag{26}
\end{equation*}
$$

where

$$
\Lambda=\operatorname{diag}\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right] \in \mathbb{R}^{m \times m}, \quad W \in \mathbb{R}^{m \times m}, \quad W^{\mathrm{T}} W=I
$$

and let

$$
\boldsymbol{h}=\left[h_{1}, h_{2}, \ldots, h_{m}\right]^{\mathrm{T}}=W^{\mathrm{T}} \boldsymbol{b}
$$

Then

$$
\begin{equation*}
\boldsymbol{b}^{\mathrm{T}} \psi_{\mu}\left(A A^{\mathrm{T}}\right) \boldsymbol{b}=\boldsymbol{h}^{\mathrm{T}} \psi_{\mu}(\Lambda) \boldsymbol{h}=\sum_{k=1}^{m} \psi_{\mu}\left(\lambda_{k}\right) h_{k}^{2}=\int \psi_{\mu}(t) \mathrm{d} \omega(t) \tag{27}
\end{equation*}
$$

where the right-hand side is a Stieltjes integral with a nondecreasing piecewise constant measure $\omega(t)$ with jump discontinuities at the eigenvalues $\lambda_{k}$. Substituting (27) into (25) gives the desired representations

$$
\begin{equation*}
\left\|\boldsymbol{y}_{\mu}\right\|^{2}=\int \psi_{\mu}(t) \mathrm{d} \omega(t), \quad\left\|\boldsymbol{d}_{\mu}\right\|^{2}=\mu^{2} \int \psi_{\mu}(t) \mathrm{d} \omega(t) \tag{28}
\end{equation*}
$$

### 2.1.1. Gauss quadrature for underdetermined systems

The quantities (25) depend on the regularization parameter $\mu$. Their computation for many different values of $\mu$ is not feasible when the matrix $A$ is very large. However, the computation of lower and upper bounds for several values of $\mu$ can be carried out efficiently by using Gauss and Gauss-Radau quadrature rules. We remark that the application of Gauss-type quadrature rules to compute bounds for certain matrix functionals is well established; see for instance [10] for a thorough treatment. Recently, Golub and von Matt [12] used this approach to develop a method different from ours for
determining a suitable value of the regularization parameter for Tikhonov regularization in standard form (2).

We briefly review some known facts about Gauss quadrature rules and their connection with the Lanczos process. A more detailed treatment is provided by Golub and Meurant [10]. Define the inner product induced by the measure $\omega(t)$ introduced in (27),

$$
\langle f, g\rangle=\int f(t) g(t) \mathrm{d} \omega(t)=\sum_{k=1}^{m} f\left(\lambda_{k}\right) g\left(\lambda_{k}\right) h_{k}^{2}=\boldsymbol{h}^{\mathrm{T}} f(\Lambda) g(\Lambda) \boldsymbol{h}
$$

and let $\left\{q_{k}\right\}_{k=0}^{m-1}$ be the family of orthonormal polynomials with respect to this inner product, i.e.,

$$
\left\langle q_{k}, q_{j}\right\rangle= \begin{cases}0, & k \neq j \\ 1, & k=j\end{cases}
$$

The $q_{k}$ satisfy a three-term recurrence relation of the form

$$
\begin{equation*}
t q_{k-1}(t)=\beta_{k} q_{k}(t)+\alpha_{k} q_{k-1}(t)+\beta_{k-1} q_{k-2}(t), \quad k=1,2, \ldots, \tag{29}
\end{equation*}
$$

where $q_{-1}(t)=0$ and $q_{0}(t)=\langle 1,1\rangle^{-1 / 2}$. It is well known that the tridiagonal Lanczos matrix (15), obtained by applying $\ell$ steps of the Lanczos algorithm to $A A^{\mathrm{T}}$ with initial vector $\boldsymbol{b}$, has the first $2 \ell-1$ recurrence coefficients for the $q_{j}$ as entries, i.e.,

$$
T_{\ell}=\left[\begin{array}{lllll}
\alpha_{1} & \beta_{1} & & &  \tag{30}\\
\beta_{1} & \alpha_{2} & \beta_{2} & & \\
& \ddots & \ddots & \ddots & \\
& & \beta_{\ell-2} & \alpha_{\ell-1} & \beta_{\ell-1} \\
& & & \beta_{\ell-1} & \alpha_{\ell}
\end{array}\right]
$$

see, e.g., [10]. We assume that $\ell$ is sufficiently small so that $\beta_{j}>0$ for $1 \leqslant j<\ell$.
It is convenient to discuss Gauss quadrature in terms of the matrix $T_{\ell}$ and its Cholesky factor (8). Let the function $f$ be defined and integrable on an interval that contains the support of the measure $\omega(t)$ and consider the approximation of the integral

$$
\mathscr{I} f=\int f(t) \mathrm{d} \omega(t)
$$

by quadrature rules of Gauss-type. It is well known, see, e.g., Golub and Meurant [10], that the $\ell$-point Gauss rule associated with the measure $\omega(t)$ defined in (27) can be written as

$$
\begin{equation*}
\mathscr{G}_{\ell}(f)=\|\boldsymbol{b}\|^{2} \boldsymbol{e}_{1}^{\mathrm{T}} f\left(T_{\ell}\right) \boldsymbol{e}_{1}=\|\boldsymbol{b}\|^{2} \boldsymbol{e}_{1}^{\mathrm{T}} f\left(C_{\ell} C_{\ell}^{\mathrm{T}}\right) \boldsymbol{e}_{1} \tag{31}
\end{equation*}
$$

where $\boldsymbol{e}_{1}=[1,0, \ldots, 0]^{\mathrm{T}} \in \mathbb{R}^{\ell}$ denotes the first axis vector.
Analogously, the $\ell$-point Gauss-Radau quadrature rule associated with the measure $\omega(t)$ with one assigned node at the origin can be written as

$$
\begin{equation*}
\mathscr{R}_{\ell}(f)=\|\boldsymbol{b}\|^{2} \boldsymbol{e}_{1}^{\mathrm{T}} f\left(\bar{C}_{\ell-1} \bar{C}_{\ell-1}^{\mathrm{T}}\right) \boldsymbol{e}_{1} \tag{32}
\end{equation*}
$$

where the matrix $\bar{C}_{\ell-1}$ is defined by (9). This representation was proposed by Golub and von Matt [12]. A proof can also be found in [6].

We now turn to the integrand $f=\psi_{\mu}$ defined by (24).

Proposition 2.4. Assume that $\mu>0$ and let $\psi_{\mu}$ be defined by (24). Then, for $\ell \geqslant 1$,

$$
\begin{equation*}
\boldsymbol{b}^{\mathrm{T}} \psi_{\mu}\left(A A^{\mathrm{T}}\right) \boldsymbol{b}>\mathscr{G}_{t}\left(\psi_{\mu}\right), \quad \boldsymbol{b}^{\mathrm{T}} \psi_{\mu}\left(A A^{\mathrm{T}}\right) \boldsymbol{b}<\mathscr{R}_{t}\left(\psi_{\mu}\right) . \tag{33}
\end{equation*}
$$

Proof. We have to determine the sign of the quadrature error when approximating $\int \psi_{\mu}(t) \mathrm{d} \omega(t)$ by Gauss and Gauss-Radau rules, cf. (27). Since for $\mu>0$ the derivatives of the integrand do not change sign on the support of the measure $\omega(t)$, the sign of the quadrature error can easily be determined by the remainder formulas for Gauss and Gauss-Radau quadrature rules. We refer to [10] or to [6] for details.

### 2.1.2. The L-ribbon for underdetermined systems

Proposition 2.4 indicates how a ribbon-like region that contains the L-curve (20) can be computed inexpensively. Introduce, for $\mu>0$,

$$
\begin{align*}
& \xi_{\mu}^{-}=\phi\left(\mathscr{G}_{\ell}\left(\psi_{\mu}\right)\right), \quad \xi_{\mu}^{+}=\phi\left(\mathscr{R}_{\ell+1}\left(\psi_{\mu}\right)\right) \\
& \eta_{\mu}^{-}=\phi\left(\mu^{2} \mathscr{G}_{\ell}\left(\psi_{\mu}\right)\right), \quad \eta_{\mu}^{+}=\phi\left(\mu^{2} \mathscr{R}_{\ell+1}\left(\psi_{\mu}\right)\right) . \tag{34}
\end{align*}
$$

Assume that the conditions of Proposition 2.3 are satisfied. Then it follows from the representations (28) and the inequalities (33) that the L-curve (20) is above the curve $\mathbb{Q}^{-}=\left\{\left(\xi_{\mu}^{-}, \eta_{\mu}^{-}\right): \mu>0\right\}$ and below the curve $\mathbb{L}^{+}=\left\{\left(\xi_{\mu}^{+}, \eta_{\mu}^{+}\right): \mu>0\right\}$. We refer to the ribbon-like region between the curves $\mathbb{Q}^{-}$ and $\mathbb{L}^{+}$as the L -ribbon.

The width of the ribbon decreases as $\ell$ increases; when $\ell$ in Algorithm 1 is sufficiently large, the L-ribbon has zero width and coincides with the L-curve.

Alternatively, we might define the L-ribbon as the union for all $\mu>0$ of the rectangular regions with vertices $\xi_{\mu}^{ \pm}$and $\eta_{\mu}^{ \pm}$, i.e., the L-ribbon can be defined as

$$
\bigcup_{\mu>0}\left\{(\xi, \eta): \xi_{\mu}^{-} \leqslant \xi \leqslant \xi_{\mu}^{+}, \eta_{\mu}^{-} \leqslant \eta \leqslant \eta_{\mu}^{+}\right\} .
$$

The following algorithm determines rectangles associated with the parameter values $\mu_{j}, 1 \leqslant j \leqslant p$. These rectangles are plotted in the numerical examples of Section 4.

Algorithm 2 (L-Ribbon Algorithm).
Input: $\boldsymbol{b} \in \mathbb{R}^{m}, A \in \mathbb{R}^{m \times n}, \ell,\left\{\mu_{j}\right\}_{j=1}^{p} ;$
Output: $\left\{\xi_{\mu_{j}}^{+}\right\}_{j=1}^{p},\left\{\xi_{\mu_{j}}^{-}\right\}_{j=1}^{p},\left\{\eta_{\mu_{j}}^{+}\right\}_{j=1}^{p},\left\{\eta_{\mu_{j}}^{-}\right\}_{j=1}^{p}$;
(i) Apply $\ell$ steps of Lanczos bidiagonalization of $A$ with initial vector $\boldsymbol{b}$ using Algorithm 1 to compute the entries of the bidiagonal matrices $C_{\ell}$ and $\bar{C}_{\ell}$.
(ii) for $j=1,2, \ldots, p$ do

$$
\text { Evaluate } \mathscr{G}_{\ell}\left(\psi_{\mu_{j}}\right) \text { and } \mathscr{R}_{\ell+1}\left(\psi_{\mu_{j}}\right) ;
$$

Compute $\xi_{\mu_{j}}^{ \pm}$and $\eta_{\mu_{j}}^{ \pm}$defined by (34);
end $j$
Thus, Algorithm 2 computes the union of rectangles

$$
\begin{equation*}
\bigcup_{j=1}^{p}\left\{(\xi, \eta): \xi_{\mu_{j}}^{-} \leqslant \xi \leqslant \xi_{\mu_{j}}^{+}, \eta_{\mu_{j}}^{-} \leqslant \eta \leqslant \eta_{\mu_{j}}^{+}\right\} . \tag{35}
\end{equation*}
$$

We turn to the evaluation of the quadrature rules in (34). Formulas (31) and (32) yield

$$
\begin{align*}
& \mathscr{G}_{\ell}\left(\psi_{\mu}\right)=\|\boldsymbol{b}\|^{2} \boldsymbol{e}_{1}^{\mathrm{T}}\left(C_{\ell} C_{\ell}^{\mathrm{T}}+\mu I\right)^{-2} \boldsymbol{e}_{1},  \tag{36}\\
& \mathscr{R}_{\ell+1}\left(\psi_{\mu}\right)=\|\boldsymbol{b}\|^{2} \boldsymbol{e}_{1}^{\mathrm{T}}\left(\bar{C}_{\ell} \bar{C}_{\ell}^{\mathrm{T}}+\mu I\right)^{-2} \boldsymbol{e}_{1} . \tag{37}
\end{align*}
$$

We evaluate the Gauss quadrature rule (36) by first determining the solution $\boldsymbol{z}_{\mu, \ell}$ of the system of equations

$$
\begin{equation*}
\left(\bar{C}_{t} \bar{C}_{t}^{\mathrm{T}}+\mu I\right) \boldsymbol{z}=\|\boldsymbol{b}\| \boldsymbol{e}_{1} . \tag{38}
\end{equation*}
$$

These are the normal equations associated with the least-squares problem

$$
\min _{z \in \mathbb{R}^{\prime}}\left\|\left[\begin{array}{c}
C_{t}^{\mathrm{T}}  \tag{39}\\
\mu^{1 / 2} I
\end{array}\right] z-\mu^{-1 / 2}\right\| \boldsymbol{b}\left\|\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{e}_{1}
\end{array}\right]\right\|, \quad \mathbf{0} \in \mathbb{R}^{\ell},
$$

and we compute $\boldsymbol{z}_{\mu, \ell}$ by solving (39). Eldén [8] and Gander [9] describe how (39) can be solved efficiently with the aid of Givens rotations. Note that the matrix $C_{t}$ is independent of the regularization parameter $\mu$. Therefore, given this matrix, the Gauss rule (36) can be evaluated in only $\mathcal{O}(\ell)$ arithmetic floating point operations for each value of $\mu$. The scaling factor $\|\boldsymbol{b}\|$ in (39) is computed in Algorithm 1. The evaluation of the Gauss-Radau rule (37) can be carried out similarly.

In addition to giving a lower bound for the L-curve, the solution $\boldsymbol{z}_{\mu, t}$ of (39) can be used to determine an approximate solution

$$
\begin{equation*}
\boldsymbol{y}_{\mu, \ell}=U_{\ell} \boldsymbol{z}_{\mu, \ell} \tag{40}
\end{equation*}
$$

of (18). The following theorem discusses properties of $\boldsymbol{y}_{\mu, \ell}$.
Theorem 2.5. Let $\mu>0$ be a desired value of the regularization parameter, let $\boldsymbol{z}_{\mu, t}$ solve the linear system of equations (38) and let $U_{\ell} \in \mathbb{R}^{m \times \ell}$, $\boldsymbol{u}_{\ell+1} \in \mathbb{R}^{m}, C_{\ell} \in \mathbb{R}^{\ell \times \ell}$ and $\rho_{\ell}, \sigma_{\ell+1} \in \mathbb{R}$ be determined by Algorithm 1. Then $\boldsymbol{z}_{\mu, \ell}$ solves the Galerkin equations

$$
\begin{equation*}
U_{t}^{\mathrm{T}}\left(A A^{\mathrm{T}}+\mu I\right) U_{t} \boldsymbol{z}=U_{t}^{\mathrm{T}} \boldsymbol{b}, \tag{41}
\end{equation*}
$$

associated with the system (18). Thus, these equations are obtained by projecting the system of equations (18) orthogonally onto the Krylov space (11) and determining an approximate solution (40) of (18) in the same Krylov space. This approximate solution satisfies

$$
\begin{align*}
& \left\|\boldsymbol{y}_{\mu, \ell}\right\|^{2}=\mathscr{G}_{\ell}\left(\psi_{\mu}\right)  \tag{42}\\
& \left\|A A^{\mathrm{T}} \boldsymbol{y}_{\mu, \ell}-\boldsymbol{b}\right\|^{2}=\mu^{2} \mathscr{G}_{\ell}\left(\psi_{\mu}\right)+\sigma_{\ell+1}^{2} \rho_{\ell}^{2}\|\boldsymbol{b}\|^{2}\left|\boldsymbol{e}_{\ell}^{\mathrm{T}}\left(C_{\ell} C_{\ell}^{\mathrm{T}}+\mu I\right)^{-1} \boldsymbol{e}_{1}\right|^{2} . \tag{43}
\end{align*}
$$

Proof. The formulas (13) and (14) show that the Galerkin equations (41) are equivalent to the system of equations (38). Formula (42) now follows from (40) and (38),

$$
\boldsymbol{y}_{\mu, \ell}^{\mathrm{T}} \boldsymbol{y}_{\mu, \ell}=\boldsymbol{z}_{\mu, \ell}^{\mathrm{T}} \boldsymbol{z}_{\mu, \ell}=\|\boldsymbol{b}\|^{2} \boldsymbol{e}_{1}^{\mathrm{T}}\left(C_{\ell} C_{\ell}^{\mathrm{T}}+\mu I\right)^{-2} \boldsymbol{e}_{1}=\mathscr{G}_{\ell}\left(\psi_{\mu}\right) .
$$

We turn to the proof of (43). It follows from (13), (14) and $C_{\ell} \boldsymbol{e}_{\ell}=\rho_{\ell} \boldsymbol{e}_{\ell}$ that

$$
\begin{equation*}
A A^{\mathrm{T}} U_{t} \boldsymbol{z}_{\mu, \ell}-\boldsymbol{b}=U_{t}\left(C_{\ell} C_{t}^{\mathrm{T}} \boldsymbol{z}_{\mu, \ell}-\|\boldsymbol{b}\| \boldsymbol{e}_{1}\right)+\rho_{\ell} \sigma_{t+1} \boldsymbol{u}_{\ell+1} \boldsymbol{e}_{t}^{\mathrm{T}} \boldsymbol{z}_{\mu, \ell} . \tag{44}
\end{equation*}
$$

Substitute $\boldsymbol{z}_{\mu, t}=\|\boldsymbol{b}\|\left(C_{t} C_{t}^{\mathrm{T}}+\mu I\right)^{-1} \boldsymbol{e}_{1}$ into (44) and use the identity

$$
M(M+\mu I)^{-1}-I=-\mu(M+\mu I)^{-1},
$$

which holds for all matrices $M \in \mathbb{R}^{\prime \times \ell}$ and scalars $\mu$ such that $M+\mu I$ is invertible. We obtain

$$
A A^{\mathrm{T}} U_{\ell} \boldsymbol{z}_{\mu, \ell}-\boldsymbol{b}=-\mu\|\boldsymbol{b}\| U_{\ell}\left(C_{\ell} C_{\ell}^{\mathrm{T}}+\mu I\right)^{-1} \boldsymbol{e}_{1}+\rho_{\ell} \sigma_{\ell+1}\|\boldsymbol{b}\| \boldsymbol{u}_{\ell+1} \boldsymbol{e}_{\ell}^{\mathrm{T}}\left(C_{\ell} C_{\ell}^{\mathrm{T}}+\mu I\right)^{-1} \boldsymbol{e}_{1} .
$$

Taking norms shows (43), because the columns of $U_{\ell}$ are orthonormal as well as orthogonal to the unit vector $\boldsymbol{u}_{t+1}$.

The computation of an approximate solution of (18) may proceed as follows. We increase the number of bidiagonalization steps $\ell$ in Algorithm 1 until the L-ribbon is sufficiently narrow to allow the determination of the approximate location of the vertex of the L-curve (20), where we use Algorithm 2 to compute approximations of the form (35) of L-ribbons. Plotting these approximations of the L-ribbons helps us determine a value of the regularization parameter, say $\hat{\mu}$, that corresponds to a point $\left(\phi\left(\left\|\boldsymbol{y}_{\hat{\mu}}\right\|^{2}\right), \phi\left(\left\|A A^{\mathrm{T}} \boldsymbol{y}_{\hat{\mu}}-\boldsymbol{b}\right\|^{2}\right)\right)$ close to the vertex of the L-curve, where $\boldsymbol{y}_{\hat{\mu}}$ is defined by (19).

Note that the quantities in the Lanczos decomposition (13) are independent of the regularization parameter $\mu$. Therefore they do not have to be recomputed when the value of regularization parameter is changed.

The vector $\boldsymbol{y}_{\hat{\mu}, \ell}$ defined in Theorem 2.5 is an approximate solution of (18). It follows from (42) and (43) that the point $\left(\phi\left(\left\|\boldsymbol{y}_{\hat{\beta}, \ell}\right\|^{2}\right), \phi\left(\left\|A A^{\mathrm{T}} \boldsymbol{y}_{\hat{\beta}, \ell}-\boldsymbol{b}\right\|^{2}\right)\right)$ is on or above the curve $\mathbb{L}^{-}$. If this point is not sufficiently close to the L-curve, then we increase the number of bidiagonalization steps $\ell$ in Algorithm 1 until an approximate solution that corresponds to a point sufficiently close to the L-curve is obtained.

### 2.2. Overdetermined systems

Assume that $m \geqslant n$ in (1). Then the standard form of Tikhonov regularization (2) is appropriate. This form has received considerable attention in literature; see e.g., [4] and references therein. A nice survey of solution methods, many of them based on Lanczos bidiagonalization, is presented by Kilmer and O'Leary [21]. An interesting recent approach to locating the vertex of the L-curve is described by Kaufman and Neumaier [20], who combine iterations by the conjugate gradient method for the solution of (2) for a fixed value of the regularization parameter $\mu$ with a minimization method for computing a value of $\mu$ that corresponds to a point in the vicinity of the vertex of the L-curve.

This section focuses on the use of an L-ribbon associated with the Tikhonov equations in standard form (2). This ribbon is analogous to the L-ribbon for the system (18) introduced in Section 2.1.2. We refer to [6] for details. Here we only outline the computations required and discuss reorthogonalization.

Assume that the decompositions (13) are available. We seek to determine an approximate solution of (2) of the form

$$
\begin{equation*}
\boldsymbol{x}_{\mu, \ell}=V_{t} \boldsymbol{z}_{\mu, \ell} \tag{45}
\end{equation*}
$$

and require $\boldsymbol{z}_{\mu, \ell} \in \mathbb{R}^{\ell}$ to solve the Galerkin equation

$$
\begin{equation*}
V_{t}^{\mathrm{T}}\left(A^{\mathrm{T}} A+\mu I\right) V_{t} \boldsymbol{z}=V_{t}^{\mathrm{T}} A^{\mathrm{T}} \boldsymbol{b}, \tag{46}
\end{equation*}
$$

which is obtained by projecting the linear system of equations (2) orthogonally onto the Krylov space (10) and determining an approximate solution (45) of (2) in the same space.

Identities (13) allow us to simplify Eq. (46) to

$$
\begin{equation*}
\left(\bar{C}_{\ell}^{\mathrm{T}} \bar{C}_{\ell}+\mu I\right) \boldsymbol{z}=\|\boldsymbol{b}\| \bar{C}_{\ell}^{\mathrm{T}} \boldsymbol{e}_{1} \tag{47}
\end{equation*}
$$

These are the normal equations associated with the least-squares problem

$$
\min _{z \in \mathbb{R}^{\ell}}\left\|\left[\begin{array}{c}
\bar{C}_{\ell}  \tag{48}\\
\mu^{1 / 2} I
\end{array}\right] \boldsymbol{z}-\right\| \boldsymbol{b}\left\|\boldsymbol{e}_{1}\right\| .
$$

We compute the solution $\boldsymbol{z}_{\mu, \ell}$ of (46) by solving (48), and then determine the Galerkin solution (45) of (2).

The solution of slight modifications of the least-squares problem (48) yields the values of Gauss and Gauss-Radau quadrature rules for determining an L-ribbon that contains the L-curve (6). The point $\left(\phi\left(\left\|\boldsymbol{x}_{\mu, \ell}\right\|^{2}\right), \phi\left(\left\|A \boldsymbol{x}_{\mu, \ell}-\boldsymbol{b}\right\|^{2}\right)\right)$ can be shown to be in this L-ribbon; see [6] for details.

In order to secure that Gauss quadrature rules can be applied to bound the L-curve, we reorthogonalize the columns of $V_{\ell}$ in the decomposition (13). Note that all columns of $V_{\ell}$ have to be stored in computer memory until the approximate solution $\boldsymbol{x}_{\mu, \ell}$ of (2) has been computed from (45), unless we compute the matrix $V_{\ell}$ twice. Only a few of the columns of $U_{\ell+1}$ have to be stored in computer memory simultaneously. Example 4.1 of Section 4 compares the L-ribbons and the computed approximate solutions obtained with and without reorthogonalization of the columns of $V_{\ell}$.

## 3. Iterative methods based on the Arnoldi process

Let the matrix $A$ and vector $\boldsymbol{b}$ be defined by (1). The Arnoldi process requires that $A$ has the same number of rows and columns. We achieve this by appending rows or columns with zero entries to the given matrix if necessary. Thus, if $m>n$, then we append $m-n$ columns with zero entries to $A$ to obtain an $m \times m$ matrix, which we also denote by $A$. Similarly, when $m<n$, we append $n-m$ rows with zero entries to $A$ and to the vector $\boldsymbol{b}$. Assume that the matrix $A$ so obtained has $k$ rows and columns and the vector $\boldsymbol{b}$ has $k$ rows.

Application of $\ell$ steps of the Arnoldi process to the matrix $A$ with initial vector $\boldsymbol{b}$ yields the decomposition

$$
\begin{equation*}
A W_{\ell}=W_{\ell} H_{\ell}+\eta_{\ell+1} \boldsymbol{w}_{\ell+1} \boldsymbol{e}_{\ell}^{\mathrm{T}} \tag{49}
\end{equation*}
$$

where $W_{\ell} \in \mathbb{R}^{k \times \ell}, W_{\ell}^{\mathrm{T}} W_{\ell}=I, W_{\ell} \boldsymbol{e}_{1}=\boldsymbol{b} /\|\boldsymbol{b}\|, \boldsymbol{w}_{\ell+1} \in \mathbb{R}^{k}, W_{\ell}^{\mathrm{T}} \boldsymbol{w}_{\ell+1}=0,\left\|\boldsymbol{w}_{\ell+1}\right\|=1, \eta_{\ell+1} \in \mathbb{R}$ and $H_{\ell} \in \mathbb{R}^{\ell \times \ell}$ is an upper Hessenberg matrix; see, e.g., [11, Chapter 9.4]. We assume that $\ell$ is sufficiently small so that the decomposition (49) exists. For future reference, we note that the columns of the matrix $W_{\ell}$ span the Krylov space

$$
\begin{equation*}
\mathbb{K}_{\ell}(A, \boldsymbol{b})=\operatorname{span}\left\{\boldsymbol{b}, A \boldsymbol{b}, \ldots, A^{\ell-1} \boldsymbol{b}\right\} . \tag{50}
\end{equation*}
$$

An advantage of the Arnoldi decomposition (49), compared with the Lanczos bidiagonalization (13), is that the former can be determined without using the transpose of $A$. This is important for problems for which matrix-vector products with the matrix $A$ can be evaluated inexpensively, but matrix-vector products with $A^{\mathrm{T}}$ cannot. This situation may arise when $A$ is defined by the discretization of certain integral or differential operators. Another advantage of the Arnoldi decomposition is that it can be cheaper to compute than the decomposition (13) for fixed $\ell$, because the computation
of the Arnoldi decomposition (49) does not require the evaluation of matrix-vector products with the matrix $A^{\mathrm{T}}$.

This section describes how the decomposition (49) can be used to determine an approximate solution of (2) of the form

$$
\begin{equation*}
\boldsymbol{x}_{\mu, \ell}=W_{\ell} \boldsymbol{z}_{\mu, \ell} . \tag{51}
\end{equation*}
$$

Consider the Galerkin equations associated with (2),

$$
\begin{equation*}
W_{l}^{\mathrm{T}}\left(A^{\mathrm{T}} A+\mu I\right) W_{\ell} \boldsymbol{z}=W_{l}^{\mathrm{T}} A^{\mathrm{T}} \boldsymbol{b} . \tag{52}
\end{equation*}
$$

These equations are obtained by projecting the system of equations (2) orthogonally onto the Krylov space (50) and determining an approximate solution (51) of (2) in the same Krylov space. Since the Krylov spaces (50) and (10) differ, the properties of the Galerkin equations (52) and (46) may be different. Theorem 3.1 below sheds some light on the properties of the system of equations (52).

Introduce the upper Hessenberg-like matrix

$$
\bar{H}_{\ell}=\left[\begin{array}{c}
H_{\ell}  \tag{53}\\
\eta_{\ell+1} \boldsymbol{e}_{\ell}^{\mathrm{T}}
\end{array}\right] \in \mathbb{R}^{(\ell+1) \times \ell},
$$

where $H_{\ell}$ and $\eta_{\ell+1}$ are defined by the Arnoldi decomposition (49), and let $W_{\ell+1}=\left[W_{\ell}, \boldsymbol{w}_{\ell+1}\right] \in$ $\mathbb{R}^{k \times(\ell+1)}$. Then (49) can be written as

$$
\begin{equation*}
A W_{\ell}=W_{\ell+1} \bar{H}_{\ell} \tag{54}
\end{equation*}
$$

and therefore (52) is equivalent to

$$
\begin{equation*}
\left(\bar{H}_{t}^{\mathrm{T}} \bar{H}_{\ell}+\mu I\right) \boldsymbol{z}=\|\boldsymbol{b}\| \bar{H}_{\ell}^{\mathrm{T}} \boldsymbol{e}_{1} . \tag{55}
\end{equation*}
$$

Theorem 3.1. Let, for $\ell \geqslant 1$, the matrix $\bar{H}_{\ell}$ be defined by (53) and introduce its singular values $\sigma_{1}\left(\bar{H}_{\ell}\right) \geqslant \sigma_{2}\left(\bar{H}_{\ell}\right) \geqslant \cdots \geqslant \sigma_{\ell}\left(\bar{H}_{\ell}\right) \geqslant 0$. Then

$$
\begin{equation*}
\sigma_{1}\left(\bar{H}_{\ell+1}\right) \geqslant \sigma_{1}\left(\bar{H}_{\ell}\right) \geqslant \sigma_{2}\left(\bar{H}_{\ell+1}\right) \geqslant \cdots \geqslant \sigma_{t}\left(\bar{H}_{\ell+1}\right) \geqslant \sigma_{\ell}\left(\bar{H}_{\ell}\right) \geqslant \sigma_{\ell+1}\left(\bar{H}_{\ell+1}\right) . \tag{56}
\end{equation*}
$$

Let $\sigma_{1}(A) \geqslant \sigma_{2}(A) \geqslant \cdots \geqslant \sigma_{k}(A)$ denote the singular values of $A$. Then

$$
\begin{equation*}
\sigma_{1}(A) \geqslant \sigma_{1}\left(\bar{H}_{\ell+1}\right), \quad \sigma_{\ell+1}\left(\bar{H}_{\ell+1}\right) \geqslant \sigma_{\min \{m, n\}}(A) . \tag{57}
\end{equation*}
$$

Assume that $A$ is of rank $r$ and that the Arnoldi decomposition

$$
\begin{equation*}
A W_{r}=W_{r} H_{r} \tag{58}
\end{equation*}
$$

exists, where $W_{r} \in \mathbb{R}^{k \times r}, W_{r}^{\mathrm{T}} W_{r}=I, W_{r} \boldsymbol{e}_{1}=\boldsymbol{b} /\|\boldsymbol{b}\|$ and $H_{r} \in \mathbb{R}^{r \times r}$ is an upper Hessenberg matrix. Then

$$
\begin{equation*}
\sigma_{j}\left(H_{r}\right)=\sigma_{j}(A), \quad 1 \leqslant j \leqslant r . \tag{59}
\end{equation*}
$$

Proof. We obtain the matrix $\bar{H}_{\ell+1}$ from $\bar{H}_{\ell}$ by first appending a zero row to $\bar{H}_{\ell}$ and then appending a column. The singular values of the matrix do not change when appending a zero row to $\bar{H}_{\ell}$. When then appending a column, the singular values of the original and the augmented matrices interlace, see e.g. [11, Corollary 8.6.3], and inequalities (56) follow.

Inequalities (57) follow from (54) and the minimax property of singular values; see [11, Theorem 8.6.1] for the latter. Equalities (59) are a consequence of (58).

In general the inequalities in (56) are strict. The properties of the singular values formulated in Theorem 3.1 are analogous to properties of the eigenvalues of the matrices $\bar{C}_{\ell}^{\mathrm{T}} \bar{C}_{\ell}$ in (47), or, equivalently, of the singular values of the matrices $\bar{C}_{\ell}$. We therefore would expect that Eqs. (47) and (55) share many numerical properties, however, this issue deserves further investigation.

Eqs. (55) are the normal equations associated with the least-squares problem

$$
\min _{z \in \mathbb{R}^{t}}\left\|\left[\begin{array}{c}
\bar{H}_{\ell}  \tag{60}\\
\mu^{1 / 2} I
\end{array}\right] z-\right\| \boldsymbol{b}\left\|\boldsymbol{e}_{1}\right\| .
$$

We compute the solution $\boldsymbol{z}_{\mu, \ell}$ of (52) by solving (60).
Typically, we would like to solve the least-squares problem (60) for many different values of the regularization parameter $\mu$. Therefore, it may be advantageous to first reduce the matrix $\bar{H}_{\ell}$ to bidiagonal form by application of a judiciously chosen sequence of Givens rotations from the right-hand side and from the left-hand side. This reduction is independent of $\mu$. The least-squares problem so obtained is equivalent to (60) and can be solved in only $\mathcal{O}(\ell)$ arithmetic operations for each value of $\mu$, similarly as (39).

For each value of $\ell \geqslant 1$, there is an associated curve

$$
\begin{equation*}
\mathbb{L}_{\ell}=\left\{\left(\phi\left(\left\|\boldsymbol{x}_{\mu, \ell}\right\|^{2}\right), \phi\left(\left\|A \boldsymbol{x}_{\mu, \ell}-\boldsymbol{b}\right\|^{2}\right)\right): \mu>0\right\} \tag{61}
\end{equation*}
$$

It follows from Proposition 1.2 that the curves $\mathbb{L}_{\ell}, \ell \geqslant 1$, are above or coincide with the L-curve (6). The curves $\mathbb{L}_{\ell}$ converge to the L-curve as $\ell$ increases. Since $\left\|\boldsymbol{x}_{\mu, \ell}\right\|^{2}=\left\|\boldsymbol{z}_{\mu, \ell}\right\|^{2}$ and $\| A \boldsymbol{x}_{\mu, \ell}-$ $\boldsymbol{b}\left\|^{2}=\right\| \bar{H}_{\ell} \boldsymbol{z}_{\mu, \ell}-\|\boldsymbol{b}\| \boldsymbol{e}_{1} \|^{2}$, it is quite inexpensive to compute points on the curve $\mathbb{L}_{\ell}$. This suggests that we determine points on a sequence of curves $\mathbb{L}_{\ell}$ for increasing values of $\ell$ in order to determine the location of the vertex of the L-curve. Let $\hat{\mu}$ be the value of the regularization parameter so determined. The approximate solution $\boldsymbol{x}_{\ell, \hat{\mu}}$ of (2) is then computed using (60) and (51) with $\mu=\hat{\mu}$.

## 4. Computed examples

All computations were carried out using Matlab on a Sun Ultra workstation with unit roundoff $\varepsilon=2^{-52} \approx 2 \times 10^{-16}$ except for some computations for Example 4.4. The first three examples are concerned with fairly small test problems and illustrate various aspects of the solution methods discussed. Our fourth example is a fairly large computerized tomography problem, in which an object is reconstructed from its X-ray projections. All plotted L-curves and L-ribbons are for the function $\phi(t)=\frac{1}{2} \log _{10}(t)$.

Example 4.1. We consider the solution of the overdetermined system

$$
\begin{equation*}
A \boldsymbol{x}=\boldsymbol{b} \tag{62}
\end{equation*}
$$

where the matrix $A \in \mathbb{R}^{400 \times 200}$ is defined by its singular value decomposition

$$
\begin{equation*}
A=U_{400} D V_{200}^{\mathrm{T}} \tag{63}
\end{equation*}
$$

The matrices in this decomposition are determined as follows. Let the matrix $C_{n}=\left[c_{j k}\right]_{j, k=1}^{n}$ with entries

$$
c_{j k}=\exp \left(\pi \frac{2 j-1}{4 n-2} \cos \left(\pi \frac{2 k-1}{2 n-1}\right)\right)
$$

have the singular value decomposition $C_{n}=U_{n} D_{n} V_{n}^{\mathrm{T}}$. The matrix $U_{400}$ in (63) is the left orthogonal matrix in the singular value decomposition of $C_{400}$ and the matrix $V_{200}^{\mathrm{T}}$ in (63) is the right orthogonal matrix is the singular value decomposition of $C_{200}$. The columns of $U_{400}$ have the property that the number of sign changes in the sequence $\left\{e_{j}^{\mathrm{T}} U_{400} e_{j}\right\}_{j=1}^{400}$ increases with $k$. The columns of $V_{200}$ have the same property. This property is typical of matrices obtained by discretizing Fredholm integral equations of the first kind. The entries of the matrix $D=\left[d_{j k}\right] \in \mathbb{R}^{400 \times 200}$ in (63) are given by

$$
d_{j k}= \begin{cases}\exp \left(-\frac{2}{5}(j-1)\right), & j=k \\ 0, & j \neq k\end{cases}
$$

Thus, the matrix $A$ has condition number $d_{11} / d_{200,200}=4 \cdot 10^{34}$ and therefore is numerically singular.
Let the right-hand side vector in (62) be of the form $\boldsymbol{b}=\hat{\boldsymbol{b}}+\boldsymbol{e}$, where $\hat{\boldsymbol{b}}$ is thought of as the "exact" right-hand side vector and $\boldsymbol{e}$ is thought of as an "error" or "noise" vector. The vector $\hat{\boldsymbol{b}}$ is generated so that the linear system of equations

$$
\begin{equation*}
A \boldsymbol{x}=\hat{\boldsymbol{b}} \tag{64}
\end{equation*}
$$

is consistent. Specifically, we let $\boldsymbol{x}$ be a unit vector with normally distributed random entries with zero mean, and compute $\hat{\boldsymbol{b}}=A \boldsymbol{x}$.

The "noise" vector $\boldsymbol{e}$ has normally distributed random entries with zero mean. The variance of the entries of $\boldsymbol{e}$ is chosen so that $\|\boldsymbol{e}\| /\|\hat{\boldsymbol{b}}\|=1 \times 10^{-2}$. We refer to the quotient $\|\boldsymbol{e}\| /\|\hat{\boldsymbol{b}}\|$ as the noise level.

Fig. 1(a) shows points on the L-curve, marked by "o", for the values

$$
\begin{equation*}
\mu_{j}=1 \cdot 10^{-7+(j-1) / 4}, \quad 1 \leqslant j \leqslant 22 \tag{65}
\end{equation*}
$$

of the regularization parameter. Small values of $j$ correspond to small $\mu_{j}$ and give Galerkin solutions $\boldsymbol{x}_{\mu_{j}, \ell}$ of (2), defined by (45), of large norm. The associated discrepancies $\boldsymbol{d}_{\mu_{j}, \ell}=A \boldsymbol{x}_{\mu_{j}, \ell}-\boldsymbol{b}$ are of small norm. Fig. 1(a) also shows 22 rectangles that approximate the L-ribbon. These rectangles are determined by Algorithm 2 with $\ell=15$ and are associated with the values (65) of the regularization parameter. The Lanczos bidiagonalization is computed by Algorithm 1 and the columns of the matrix $V_{15}$ are reorthogonalized in order to secure their numerical orthogonality.

We note that rectangles associated with small values $\mu_{j}$ of the regularization parameter are larger than rectangles associated with large $\mu_{j}$. This depends on that the support of the measure $\omega(t)$ defined by (27) is on the non-negative real axis and the integrand $\psi_{\mu}$ has a pole at $t=-\mu$. Thus, the larger $\mu>0$ is, the further away the singularity of the integrand is from the support of the measure $\omega(t)$ and the more accurate the Gauss and Gauss-Radau rules are. The "vertex" of the L-curve is seen to correspond to roughly the value $\mu_{14}=1 \times 10^{-3.75}$ of the regularization parameter; this is easier to see when the figure is enlarged.

The vertices $\xi_{j}^{-}, \eta_{j}^{+}$of the rectangles generated by Algorithm 2 for $\ell=15$ are marked by "x" in Fig. 1(a). It is shown in [6, Theorem 5.1] that the Galerkin solutions $\boldsymbol{x}_{\mu_{j}, \ell}$ of (2) determined by (45) and (46) correspond to these vertices. When the rectangular region is "tiny" only the vertex " $x$ " is visible.


Fig. 1. Example 4.1: (a) L-ribbon for 15 bidiagonalization steps with reorthogonalization of the columns of $V_{15}$. (b) Relative error $\left\|\boldsymbol{x}-\boldsymbol{x}_{\mu, 15}\right\| /\|\boldsymbol{x}\|$ as a function of $\mu$, where $\boldsymbol{x}_{\mu, 15}$ denotes the Galerkin solution (45) of the linear system (62) and $\boldsymbol{x}$ is the solution of system (64) with noise-free right-hand side.

Fig. 1(b) displays the 10 -logarithm of the relative error $\left\|\boldsymbol{x}_{\mu, 15}-\boldsymbol{x}\right\| /\|\boldsymbol{x}\|$ in the computed Galerkin solution $\boldsymbol{x}_{\mu, 15}$ as a function of $\log _{10} \mu$, where $\boldsymbol{x}$ denotes the solution of the linear system (64) with the noise-free right-hand side. In particular, Fig. 1(b) shows that the value $\mu=\mu_{14}$ yields $\log _{10}\left(\left\|\boldsymbol{x}_{\mu, 15}-\boldsymbol{x}\right\| /\|\boldsymbol{x}\|\right)=1.5 \times 10^{-2}$. This value of $\log _{10}\left(\left\|\boldsymbol{x}_{\mu, 15}-\boldsymbol{x}\right\| /\|\boldsymbol{x}\|\right)$ can be seen to be fairly close to minimal.

Fig. 2 is analogous to Fig. 1 and displays the computed L-ribbon and relative error in the computed approximate solutions $\boldsymbol{x}_{\mu, 15}$ when 15 bidiagonalization steps without reorthogonalization are carried out. The rectangles of the L-ribbon in Fig. 2(a) are much larger than those of Fig. 1(a), and the relative error of the computed approximate solution displayed in Fig. 2(b) looks quite different from the error shown in Fig. 1(b). The "vertex" of the L-curve of Fig. 2(a) is at roughly $\mu_{16}=1 \times 10^{-3.25}$ and Fig. 2(b) shows that for $\mu=\mu_{16}$, we have $\log _{10}\left(\left\|\boldsymbol{x}_{\mu, 15}-\boldsymbol{x}\right\| /\|\boldsymbol{x}\|\right)=-1.3 \times 10^{-2}$.

Comparing Figs. 1(a) and 2(a) shows that Gauss quadrature rules give tighter bounds when reorthogonalization is carried out. Reorthogonalization may be crucial for problems with a small noise level, because for these problems the desired value of the regularization parameter is typically small. The effect of the loss of orthogonality of the columns of the matrix $V_{\ell}$ on the bounds determined by the Gauss rules requires further investigation.

The "vertices" in Figs. 1(a) and 2(a) correspond to different values of the regularization parameter $\mu$. Figs. 1(b) and 2(b) show the relative error in the computed approximate solution $\boldsymbol{x}_{\mu_{14}, 15}$ determined with reorthogonalization to be somewhat smaller than the relative error in the computed approximate solution $\boldsymbol{x}_{\mu_{16}, 15}$ determined without reorthogonalization.

Fig. 3 differs from Fig. 2 only in that the number of bidiagonalization steps has been increased from 15 to 22. No reorthogonalization is carried out. As expected, the Gauss rules give tighter bounds when the number of bidiagonalization steps is increased. Fig. 3(a) suggests that the L-curve has its "vertex" at $\mu=\mu_{15}=1 \times 10^{-3.5}$. Fig. 3(b) shows that for this value of $\mu$, the approximate solution $\boldsymbol{x}_{\mu, 22}$ satisfies $\log _{10}\left(\left\|\boldsymbol{x}_{\mu, 15}-\boldsymbol{x}\right\| /\|\boldsymbol{x}\|\right)=-1.4 \times 10^{-2}$. Thus, the relative error is smaller than


Fig. 2. Example 4.1: (a) L-ribbon for 15 bidiagonalization steps without reorthogonalization. (b) Relative error $\left\|\boldsymbol{x}-\boldsymbol{x}_{\mu, 15}\right\| /\|\boldsymbol{x}\|$ as a function of $\mu$, where $\boldsymbol{x}_{\mu, 15}$ denotes the Galerkin solution (45) of linear system (62) and $\boldsymbol{x}$ is the solution of system (64) with noise-free right-hand side.


Fig. 3. Example 4.1: (a) L-ribbon for 22 bidiagonalization steps without reorthogonalization. (b) Relative error $\left\|\boldsymbol{x}-\boldsymbol{x}_{\mu, 22}\right\| /\|\boldsymbol{x}\|$ as a function of $\mu$, where $\boldsymbol{x}_{\mu, 22}$ denotes the Galerkin solution (45) of linear system (62) and $\boldsymbol{x}$ is the solution of system (64) with noise-free right-hand side.
the relative error obtained with 15 bidiagonalization steps without reorthogonalization, but larger than the relative error achieved with 15 bidiagonalization steps with reorthogonalization.

We remark that when the columns of both $U_{\ell+1}$ and $V_{\ell}$ are reorthogonalized, or when the columns of $U_{t+1}$ but not the columns of $V_{\ell}$ are reorthogonalized, the graphs obtained are identical with the graph of Fig. 1.


Fig. 4. Example 4.2: L-ribbons for underdetermined systems: (a) noise level $1 \times 10^{-3}$, (b) noise level $1 \times 10^{-2}$.

In summary, the figures of this example show the Gauss rules to give tighter bounds and the relative error in the computed approximate solution to be somewhat smaller when the columns of the matrix $V_{\ell}$ are reorthogonalized than when they are not.

Example 4.2. We are concerned with the solution of underdetermined systems of equations $A^{\mathrm{T}} \boldsymbol{x}=\boldsymbol{b}$, where the matrix $A$ is the same as in Example 4.1. The right-hand side vector is constructed in the same way as in Example 4.1. Fig. 4 shows L-ribbons for different noise levels. All graphs are for $\ell=20$ and $\mu_{j}=1 \times 10^{-8+(j-1) / 5}, 1 \leqslant j \leqslant 40$.

Let $\boldsymbol{y}_{\mu_{j}, \ell}$ denote the Galerkin solution (40) of (18) for $\mu=\mu_{j}$ discussed in Theorem 2.5 and let $\boldsymbol{d}_{\mu_{j}, \ell}=A A^{\mathrm{T}} \boldsymbol{y}_{\mu_{j}, \ell}-\boldsymbol{b}$ be the associated discrepancy. The points $\left(\phi\left(\left\|\boldsymbol{y}_{\mu_{j}, \ell}\right\|^{2}\right), \phi\left(\left\|\boldsymbol{d}_{\mu_{j}, \ell}\right\|^{2}\right)\right)$ are marked by " $x$ " in Fig. 4. The figure also shows the rectangles (35) of the L-ribbon and illustrates that the points " $x$ " do not always lie in the L-ribbon, in agreement with Theorem 2.5. In addition Fig. 4 displays points on the L-curve (20) associated with the values $\mu_{j}$ of the regularization parameter. These points are marked by "o".

Fig. 4 illustrates the effect of changing the noise level. The location of the "vertex" is quite easily determined in both graphs. The graphs show that an increase in the noise level results in an increase of the value of the regularization parameter determined by the L-curve method.

Example 4.3. We solve the integral equation of the first kind

$$
\begin{equation*}
\int_{0}^{\pi} \exp (s \cos (t)) x(t) \mathrm{d} t=2 \frac{\sinh (s)}{s}, \quad 0 \leqslant s \leqslant \frac{\pi}{2} \tag{66}
\end{equation*}
$$

considered by Baart [1]. Eq. (66) is discretized by a Galerkin method with orthonormal box functions. We used the Matlab code by Hansen [15] for computing the nonsymmetric matrix $A \in \mathbb{R}^{400 \times 400}$ and the exact, i.e., noise-free, right-hand side vector $\hat{\boldsymbol{b}} \in \mathbb{R}^{400}$. The matrix $A$ so obtained is numerically singular.


Fig. 5. Example 4.3: $\mathbb{L}_{\ell}$ curves for $\ell=4,5,6,7,8$ using the Arnoldi decomposition.
We generate a "noise" vector $\boldsymbol{e}$ as described in Example 4.1 and solve the linear system of equations (2) with right-hand side vector $\boldsymbol{b}=\hat{\boldsymbol{b}}+\boldsymbol{e}$, where $\boldsymbol{e}$ is scaled to give noise level $\|\boldsymbol{e}\| / /\|\hat{\boldsymbol{b}}\|=$ $1 \times 10^{-3}$.

Fig. 5 shows $\mathbb{L}_{\ell}$-curves (61) obtained by Arnoldi decompositions (49) for $4 \leqslant \ell \leqslant 8$. We use the values $\mu_{j}=1 \times 10^{-8+(j-1) / 2}, 1 \leqslant j \leqslant 9$, of the regularization parameter. The $\mathbb{L}_{\ell}$-curves converge to the L-curve (6) as $\ell$ increases. Points on the $\mathbb{L}_{\ell}$-curves are marked by " $*$ " and connected by straight lines; points on the L-curve are marked by " o " and connected by straight lines. The points "*" on the curves $\mathbb{L}_{7}$ and $\mathbb{L}_{8}$ cannot be distinguished. They are very close to the points " $o$ " on the L-curve.

Fig. 6 compares the $\mathbb{L}_{6}$-curve obtained by Arnoldi decomposition to the $\mathbb{L}_{4}$-curve obtained by Lanczos bidiagonalization (13) for the values $\mu_{j}=1 \times 10^{-8+(j-1) / 2}, 1 \leqslant j \leqslant 9$ of the regularization parameter.

We remark that the $\mathbb{L}_{8}$-curve for Arnoldi decomposition (shown in Fig. 5) and $\mathbb{L}_{4}$-curve for Lanczos bidiagonalization require the same number of matrix-vector product evaluations with the matrix $A$ or $A^{\mathrm{T}}$ and their graphs are identical to plotting accuracy.

Example 4.4. We apply the L-ribbon method of Section 2.1 to computerized X-ray tomography. This is a technique for representing a three-dimensional object by means of its two-dimensional cross sections or slices. In this example we show the reconstruction of a slice from projection data.

The region that contains the slice is discretized by a Cartesian grid of $512 \times 512$ square picture elements (pixels). To each one of 512 X -ray emitters there is an associated detector. The 512 rays between the emitters and detectors form parallel lines of angle $\theta$ with the horizontal axis. Measurements are made for 90 equidistant angles $\theta \in[0, \pi)$.

Let $b_{i}$ denote the measured total attenuation of the $i$ th ray when it traverses the object at a certain angle. In the present example there are $512 \times 90=46080$ measured attenuations. In the absence of


Fig. 6. Example 4.3: $\mathbb{L}_{\ell}$ curves: Arnoldi decomposition for $\ell=6$, Lanczos bidiagonalization for $\ell=4$.
measurement errors, the value of $b_{i}$ would be the line integral of the unknown X-ray absorption function along the path of the ray. In our computed example, the $b_{i}$ are contaminated by errors that give a noise level of $1 \times 10^{-1}$. The purpose of the computations is to determine an approximation of the X-ray absorption function from the quantities $b_{i}$ and knowledge of the angles of the rays. We display the computed approximation of the X-ray absorption function and refer to it as the reconstructed image of the slice.

The X-ray absorption function is assumed to be constant throughout each pixel. Let $x_{j}$ denote the value of the absorption function at pixel $j$. There are $512^{2}=262144$ pixels. For $1 \leqslant i \leqslant 46080$ and $1 \leqslant j \leqslant 262144$, let $a_{i j}$ be equal to 1 if the $i$ th ray at the given angle intersects the $j$ th pixel. Then $a_{i j} x_{j}$ represents the attenuation of the $i$ th ray by the $j$ th pixel, and $\sum_{j=1}^{262144} a_{i j} x_{j}$ approximates the total attenuation of the $i$ th ray.

Introduce the $46080 \times 262144$ matrix $A=\left[a_{i j}\right]$ and the right-hand side vector $\boldsymbol{b}=\left[b_{1}, b_{2}, \ldots, b_{46080}\right]^{\mathrm{T}}$. The linear system of equations obtained (1) is underdetermined. Therefore we use the solution method described in Section 2.1. The matrix $A$ is referred to as the projection matrix and the solution $\boldsymbol{x}=\left[x_{1}, x_{2}, \ldots, x_{262144}\right]^{\mathrm{T}}$ as the image vector; see $[2,19]$ for details on image reconstruction from projections.

We show the result of a reconstruction of a slice of a human head. Fig. 7 shows the "original" image that we wish to reconstruct by computerized tomography. This image is represented by $512 \times$ 512 pixels. Note that in "real" applications of computerized tomography the original image is not available; we only know the entries of the matrix $A$ and right-hand side $\boldsymbol{b}$. We display the original image to allow comparison with the reconstructed image shown in Fig. 9.

Algorithm 2 is used with $\ell=200$ Lanczos steps with reorthogonalization of the columns of the matrix $U_{\ell+1}$. Fig. 8 shows the computed L-ribbon. Specifically, the figure displays rectangles (35)


Fig. 7. Example 4.4: Original image.


Fig. 8. Example 4.4: Reconstructed image, $\ell=200, \mu=0.06$, noise level $1 \times 10^{-1}$.


Fig. 9. Example 4.4: L-ribbon for the human head section reconstruction; $\ell=200$.
for $\mu_{j}=2 \times 10^{-3+(j-1) / 2}, 1 \leqslant j \leqslant 16$. The computed L-ribbon is seen to have a "vertex" at roughly $\mu_{4}=0.06$.

Let $\boldsymbol{y}_{\mu_{j}, \ell}$ denote the Galerkin solution (40) for $\mu=\mu_{j}$ and let $\boldsymbol{d}_{\mu_{j}, \ell}=A A^{\mathrm{T}} \boldsymbol{y}_{\mu_{j}, \ell}-\boldsymbol{b}$ be the associated discrepancy. The points $\left(\phi\left(\left\|\boldsymbol{y}_{\mu_{j}, \ell}\right\|^{2}\right), \phi\left(\left\|\boldsymbol{d}_{\mu_{j}, \ell}\right\|^{2}\right)\right)$ are marked by "x" in Fig. 8. The figure shows that for small values $\mu_{j}$ the rectangles (35) are large and the Galerkin solution is quite far away from the L-ribbon. Fig. 9 displays the reconstructed image from projections for $\ell=200$ and the value $\mu_{4}$ of the regularization parameter.

We remark that the location of "vertex" of the L-curve in Fig. 8 is not clearly discernible by visual inspection and this makes it difficult to accurately determine a value of the regularization parameter which corresponds to a point at or near the "vertex" of the L-curve. Visual inspection of Fig. 8 leads us to choose the value $\mu_{4}=0.06$ of the regularization parameter. However, since the "vertex" of the L-curve is not very pronounced, one may consider choosing the value $\mu_{5}=0.2$ instead. It turns out that the reconstructed images obtained with the values $\mu_{4}$ and $\mu_{5}$ of the regularization parameter look essentially the same. We conclude that the L-ribbon provides a good guideline for how to choose an appropriate value of the regularization parameter. Since the images associated with the values $\mu_{4}$ or $\mu_{5}$ of the regularization parameter do not differ much, we only show the former.
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#### Abstract

The efficiency and effectiveness of most optimization algorithms hinges on the numerical linear algebra algorithms that they utilize. Effective linear algebra is crucial to their success, and because of this, optimization applications have motivated fundamental advances in numerical linear algebra. This essay will highlight contributions of numerical linear algebra to optimization, as well as some optimization problems encountered within linear algebra that contribute to a symbiotic relationship. (c) 2000 Elsevier Science B.V. All rights reserved.


## 1. Introduction

The work in any continuous optimization algorithm neatly partitions into two pieces: the work in acquiring information through evaluation of the function and perhaps its derivatives, and the overhead involved in generating points approximating an optimal point. More often than not, this second part of the work is dominated by linear algebra, usually in the form of solution of a linear system or least-squares problem and updating of matrix information.

Thus, members of the optimization community have been consumers of linear algebra research, and their needs have set some research directions for the computational linear algebra community. Recently, this relationship has entered a new phase in which optimization problems arising in linear algebra are also setting research agendas for the optimization community.

This essay will highlight the advances in numerical linear algebra that contributed to this symbiotic relationship. First, in Section 2 we review the modeling problems that give rise to linear algebra problems. Least-squares modeling is the subject of Section 3. We turn our attention to the linear algebra of unconstrained optimization problems in Section 4, and then review the simplex method for

[^37]linear programming in Section 5. Section 6 discusses linear algebra problems arising in interior point methods. Nonlinear problems are briefly considered in Section 7. Section 8 concerns linear algebra problems giving rise to optimization, and Section 9 discusses computational issues in optimization. We summarize our survey in Section 10.

## 2. Linear and quadratic models

The modeling of complex phenomena in science and economics by linear and quadratic models is ubiquitous. It is motivated by the Taylor series expansion of a thrice continuously differentiable function $f: \mathbb{R}^{n} \rightarrow R$ as

$$
f(x)=f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)+\frac{1}{2}\left(x-x_{0}\right)^{\mathrm{T}} f^{\prime \prime}\left(x_{0}\right)\left(x-x_{0}\right)+\mathrm{O}\left(\left\|x-x_{0}\right\|^{3}\right)
$$

as well as by the relative ease of handling these models rather than fully-nonlinear ones. Often the full nonlinearity of $f$ is neglected in the modeling process, either because the simpler models yield sufficient accuracy or because the modeling process yields insufficient information about the higher order coefficients.

We often determine the coefficients in a linear model by obtaining the "best-possible" fit to experimental data. The coefficients can be highly dependent on our way of measuring "best." In general, given a model $M(t, z)$ of some function $y(t)$, and data $\left(t_{i}, y_{i}\right), i=1, \ldots, m$, we try to determine the model coefficients $z \in \mathscr{Z} \subseteq \mathscr{R}^{p}$ to minimize the norm of the residual vector, whose entries are

$$
r_{i}=y_{i}-M\left(t_{i}, z\right), \quad i=1, \ldots, m
$$

Common choices of the norm are the 1 -norm or infinity-norm, leading to linear programming problems (See Section 5) or the 2-norm, leading to a linear least-squares problem (See Section 3). Narula [68] discusses solution of these various regression problems. If the set $\mathscr{Z}$ is something other than $\mathbb{R}^{p}$, then there are constraints on the minimization problem.

Thus, modeling of physical phenomena leads to optimization problems, but, conversely, algorithms for optimization often lead to linear and quadratic modeling. For instance, an objective function $f(x)$ might be locally modeled as a quadratic function in algorithms such as sequential quadratic programming. As another example, we often temporarily replace a constraint by a local linear model in order to make a subproblem easier to solve (See Section 7).

Perhaps the oldest use of quadratic models to solve nonlinear problems is the iteration of Newton for minimizing a function or finding a zero of a system of nonlinear equations. At each step in the iteration, we construct a quadratic model of the function (or a linear model of the system of equations) and use that model to generate a step in the direction of a better solution. A wonderful survey of Newton's method is given in [96], and we consider this method in Section 4.

## 3. Least squares

Consider the modeling problem

$$
\begin{equation*}
\min _{z}\|M z-y\|_{2} \tag{1}
\end{equation*}
$$

where $M \in \mathbb{R}^{m \times n}, z \in \mathbb{R}^{n}$, and $y \in \mathbb{R}^{m}$. This linear least-squares problem was shown by Gauss [39] to produce the $z$ that yields the best linear unbiased estimator of any function $c^{\mathrm{T}} z_{\text {true }}$ whenever the errors in $y$ have mean zero and variance $\sigma^{2} I$.

The oldest algorithms for solving the linear least-squares problem can be viewed as applying direct or iterative methods to solve the normal equations

$$
M^{\mathrm{T}} M z=M^{\mathrm{T}} y,
$$

obtained by setting the derivative of (1) to zero.
Within the past 50 years, advances in the solution of least-squares problems have been of three types: analysis of sensitivity and stability, development of computational tools, and consideration of problem variants.

The lucid textbook by Björck [8] is the definitive reference on the entire subject of numerical solution of least squares problems, and we recommend it for exposition and further references. Higham [48] is an alternate source for the history of sensitivity analysis for these problems.

### 3.1. Sensitivity and stability of least-squares problems

Important contributions to the study of sensitivity of least-squares problems have been made in recent years.

Wedin [94, Theorem 5.1], studied the normwise perturbation of $z$ and the residual $r=y-M z$ when $M$ is perturbed, showing that if the relative perturbations in $M$ and $y$ are less than $\varepsilon$, and if the condition number $\kappa_{2}(M)$ (the ratio of its largest to its smallest singular value) satisfies $\kappa_{2}(M) \varepsilon<1$, then

$$
\begin{aligned}
& \frac{\|z-\hat{z}\|}{\|z\|} \leqslant \frac{\kappa_{2}(M) \varepsilon}{1-\kappa_{2}(M) \varepsilon}\left(2+\left(\kappa_{2}(M)+1\right) \frac{\|r\|_{2}}{\|M\|_{2}\|z\|_{2}}\right) \\
& \frac{\|r-\hat{r}\|}{\|y\|} \leqslant\left(1+2 \kappa_{2}(M)\right) \varepsilon .
\end{aligned}
$$

This result says that if the residual is small, then perturbations are proportional to $\kappa_{2}(M)$, but if the residual is large, then perturbations proportional to $\kappa_{2}(M)^{2}$ might be seen, and that is indeed the case.

Further analysis can be found in [8, Chapter 1], including component-wise bounds on the error [4].

### 3.2. Computational tools for least-squares problems

The main computational algorithm for least-squares solves the problem by using the QR factorization of the matrix $M$ into the product of a matrix $Q \in \mathbb{R}^{m \times n}$ with orthogonal columns, and an upper triangular matrix $R \in \mathbb{R}^{n \times n}$. Use of this tool was first proposed by Golub [41], but great attention has been given to the relative advantages of factorization using Householder reflections, Givens rotations, or modified Gram-Schmidt [8, Section 2.4]. The first two alternatives were known to have similar desirable error properties, and modified Gram-Schmidt was finally shown stable in a paper of Björck and Paige [10] by exploiting the fact, known to many early practitioners such as

Sheffield, that modified Gram-Schmidt is numerically equivalent to Householder QR applied to the matrix

$$
\left[\begin{array}{c}
0 \\
M
\end{array}\right] .
$$

If the problem is difficult in the sense that $M$ is ill-conditioned, then more refined tools are needed. The QR factorization with column pivoting [41] can be used to try to identify the most linearly independent columns first and perhaps construct a model of reduced size; see [18] for a survey of such rank-revealing QR factorization methods. This is not foolproof, however, and the singular value decomposition [42, Section 2.5] is a more reliable (and more expensive) factorization algorithm for identifying dependencies; see Stewart [85] for historical remarks on the SVD.

The LU factorization of $M$ can also be used to solve least-squares problems [77], but its use is not common except when the matrix $M$ is sparse, with many zero elements. In that case, the QR factors may be quite dense, due to creation of nonzeros in the course of the factorization. To minimize this fill-in, it is important to use the best algorithms for reordering the rows and columns of the matrix [29] before factorization.

The normal equations can be solved by Cholesky factorization into the product of a lower triangular matrix times its transpose, but if the problem is large and sparse, then reordering strategies should again be used to minimize fill [40].

An alternate to factorization for large sparse problems is the use of iterative methods. The preconditioned conjugate gradient algorithm [42] can be used to solve (8), and row-action methods [17] and other specialized methods such as CGLS and LSQR avoid forming the normal equations [8, Chapter 7].

### 3.3. Variants of least-squares problems

Often the matrix $M$ has special structure that can be exploited in order to make solution of the least-squares problem more efficient. One example is the matrix that arises from fitting polynomials using the power basis and equally spaced data points. The resulting matrix for the normal equations, a Vandermonde matrix, has beautiful structure but is quite ill-conditioned [11,9,27,47]. A second example is the band matrix structure that results from fitting functions whose support is local [80,23]. Wavelet [20] and Fourier bases often give matrices with small displacement rank [51] again leading to efficient solution algorithms [86,24,67,44,76].

Some models give rise to nonlinear least-squares problems

$$
\min _{z}\|r(z)\|,
$$

where $r: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. These are usually solved by Newton variants discussed in Section 4.
Constrained least-squares problems also arise frequently in practice. For instance if the parameters $z$ are constrained to be nonnegative, then the resulting least-squares problem is a special case of quadratic programming

$$
\begin{array}{ll}
\min _{z} & \frac{1}{2} z^{\mathrm{T}} M z+z^{\mathrm{T}} w,  \tag{2}\\
& C z \geqslant d
\end{array}
$$

and efficient algorithms for solving such non-negativity constrained least-squares problems were first proposed by Lawson and Hanson [59]. Alternatively, if the vector $z$ is constrained in 2-norm, then
this results in a quadratic objective function with a single quadratic constraint. This is the situation, for example, in trust region methods for optimization (See Section 4).

Often a sequence of least-squares problems needs to be solved, each representing an update of the previous one due to the addition of new data or the downgrading of the importance of old data. Such problems arise, for example, in signal processing when we try to estimate the position of an unknown number of signal sources (e.g., finding the position of each aircraft within a given zone) given data from a set of receivers. Updating and downdating can be done quite stably if the full QR factorization is saved; in this case, $Q$ is $m \times m$. If this is too expensive, then a variety of algorithms have been proposed that have decent numerical properties [8, Chapter 3].

The weighted least-squares problem

$$
\min _{z}\|M z-y\|_{W}
$$

where $\|x\|_{W}^{2}=x^{\mathrm{T}} W x$, is also useful in practice. Here $W$ is an estimate of the inverse covariance matrix for the zero-mean errors in measurement of $y$. The normal equations become

$$
M^{\mathrm{T}} W M z=M^{\mathrm{T}} W y,
$$

and if we introduce the residuals $s=W(y-M z)$, then we can transform the normal equations into an augmented system

$$
\left[\begin{array}{cc}
W^{-1} & M  \tag{3}\\
M^{\mathrm{T}} & 0
\end{array}\right]\left[\begin{array}{l}
s \\
z
\end{array}\right]=\left[\begin{array}{l}
y \\
0
\end{array}\right] .
$$

We will see this system again in Section 6.
If there are outliers in the data, then the least-squares criterion is not very useful unless the weights are adjusted so that the outliers do not affect the fit very much. This is the goal in iteratively reweighted least-squares, or robust regression [50], in which the fixed weight matrix $W$ is replaced by some function of the size of a component of the residual

$$
\min _{z} \sum_{i=1}^{m} w\left(y_{i}-(M z)_{i}\right)
$$

If $w(u)=u^{2}$, then we recover the least-squares problem. Functions that diminish the effects of outliers include Huber's choice [49]

$$
w(u)= \begin{cases}u^{2} / 2, & |u| \leqslant \beta \\ \beta|u|-\beta^{2} / 2, & |u|>\beta\end{cases}
$$

where $\beta$ is a problem-dependent parameter. Minimizing Huber's function leads to a quadratic programming problem. Computational issues arising in iteratively reweighted least-squares problems are discussed, for example, in [73].

## 4. Unconstrained optimization

Given a point $x_{0}$ and a quadratic model of a function

$$
f(x) \approx f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)+\frac{1}{2}\left(x-x_{0}\right)^{\mathrm{T}} f^{\prime \prime}\left(x_{0}\right)\left(x-x_{0}\right)
$$

it is natural to approximate the minimizer of $f$ by the minimizer of this model. If $f^{\prime \prime}\left(x_{0}\right)$ is positive definite, this minimizer is given by

$$
x=x_{0}-f^{\prime \prime}\left(x_{0}\right)^{-1} f^{\prime}\left(x_{0}\right) .
$$

This equation motivates Newton's method. Given $x_{0}$, we define a sequence of iterates

$$
x_{k+1}=x_{k}+p_{k},
$$

where the direction $p_{k}$ is the solution to the linear system

$$
\begin{equation*}
\bar{B}_{k} p_{k}=-f^{\prime}\left(x_{k}\right) \tag{4}
\end{equation*}
$$

and $\bar{B}_{k}=f^{\prime \prime}\left(x_{k}\right)$. If $f$ is quadratic, then $x_{1}$ is a stationary point of $f$, a global minimizer if $f^{\prime \prime}$ is positive definite. If $f$ is not quadratic, the procedure is convergent at a quadratic rate of convergence to a local minimizer of $f$ under conditions such as those of the Newton-Kantorovich theorem [74, Section 12.6].

Developments of Newton's method during the last 40 years have focussed on improving this method by making it more reliable and by adapting it for use on very large problems.

### 4.1. Making Newton's method more reliable: line searches and trust regions

Two methods have been used to make Newton's method (or its variants) globally convergent to a local minimizer: line searches and trust regions.

In the line search method, the Newton-like direction $p_{k}$ is scaled so that

$$
x_{k+1}=x_{k}+\alpha_{k} p_{k},
$$

where $\alpha_{k}$ is a parameter chosen to ensure that the objective function $f$ decreases sufficiently in proportion to the size of the step. See [74, Section 14.4.3] for conditions on $\alpha_{k}$ that guarantee global convergence (e.g., Wolfe conditions, Goldstein-Armijo conditions).

The trust region method constrains the length of the step so that we do not exit some region in which we "trust" the accuracy of the quadratic model. Thus we solve the problem

$$
\begin{aligned}
& \min _{p} M\left(x_{k}+p\right), \\
& \|p\| \leqslant \tau
\end{aligned}
$$

where $M$ is the quadratic model and $\tau$ is the radius of the trust region. If the constraint is active, then the solution to this problem is

$$
\left(\bar{B}_{k}+\lambda I\right) p=-f^{\prime}\left(x_{k}\right)
$$

for some nonnegative parameter $\lambda$ chosen to make $\|p\|=\tau$. This problem can be solved by eigendecomposition of $\bar{B}_{k}$, but this is generally too expensive. Often an iterative approach is used; we generate a sequence of approximations to $p$, stopping and backtracking when the norm of $p$ exceeds $\tau$; see, for example [38]. This does not give a step in the Newton direction unless the radius of the trust region exceeds the norm of the Newton direction $p_{k}$ defined in (4).

### 4.2. Making Newton's method more reliable for nonconvex functions

If the matrix $\bar{B}_{k}$ used in the Newton equation is not positive definite, then Newton's method may fail to have a downhill search direction. To remedy this, algorithms based on line search usually diagnose indefiniteness as (4) is solved and cure it by adding a small correction matrix. These techniques are easily incorporated into a Cholesky factorization of the matrix [38].

Another approach to making Newton's method more reliable is to take very small steps - in fact, to follow the path

$$
\frac{\mathrm{d} x}{\mathrm{~d} t}=-f^{\prime \prime}(x)^{-1} f^{\prime}(x)
$$

starting with $x(0)=x_{0}$. This is the idea behind methods such as homotopy methods [54], which also introduce a parameterized function in order to locate multiple local minimizers. The linear algebra is heavily drawn from that used in ordinary differential equation solvers [93].

### 4.3. Adapting Newton's method for large problems

Computing, storing, and factoring the Hessian matrix may be impractical if the size is large. Quasi-Newton methods mimic Newton's method by generating less expensive approximations $B_{k}$ to the matrix $\bar{B}_{k}$. These approximations are generated by updating the approximation for $\bar{B}_{k-1}$, and some have come to be interpreted as matrix approximation problems [28]. The most popular quasi-Newton variant is that proposed by Broyden, Fletcher, Goldfarb, and Shanno (BFGS), which is defined by the update formula

$$
B_{k+1}=B_{k}-\frac{B_{k} s_{k} s_{k}^{\mathrm{T}} B_{k}}{s_{k}^{\mathrm{T}} B_{k} s_{k}}+\frac{y_{k} y_{k}^{\mathrm{T}}}{y_{k}^{\mathrm{T}} s_{k}}
$$

where $y_{k}$ is the change in gradient and $s_{k}$ is the change in $x$. Rather than storing and updating $B_{k+1}$, we can also store and update its inverse or maintain the Cholesky factors of $B_{k+1}$; see, for example, [37, Section 4.5.2.2].

An alternative is to use $\bar{B}_{k}$ but avoid factoring it. This can be achieved by computing an approximate Newton search direction $p_{k}$ as the solution to (4) using an iterative method (e.g., conjugate gradients or some other Krylov subspace method) that uses $\bar{B}_{k}$ only for matrix-vector products. If a conjugate gradient algorithm is used, then there are very effective ways to handle indefiniteness and to determine the step for the trust region. The iteration can be terminated if the increment $d$ to $p$ is a direction of negative curvature (i.e., $d^{\mathrm{T}} \bar{B}_{k} d<0$ ) or if the algorithm steps out of the trust region [38]. Preconditioning can be used to improve convergence of the iterative methods [42, Section 10.3], but how this biases the generation of directions is an open question.

If $\bar{B}_{k}$ is too expensive to compute or store, then the necessary products in the iterative method can be approximated by difference quotients

$$
\bar{B}_{k} p=f^{\prime \prime}\left(x_{k}\right) p \approx \frac{f^{\prime}\left(x_{k}+h p\right)-f^{\prime}\left(x_{k}\right)}{h}
$$

for a suitably small parameter $h$. This produces an algorithm that has come to be known as the truncated Newton method [26,72,69].

In very large problems, the updates to the quasi-Newton matrix may prove too numerous to store. In that case we might discard updates as they age, or skip some intermediate updates. These limited memory methods were proposed by Nocedal [70], and the properties of various discarding strategies are studied in [57].

### 4.4. Alternatives to Newton's method for large problems

There is a vast set of low-storage alternatives to Newton-like methods. They sacrifice the superlinear convergence rate that can be achieved under careful implementation of the Newton-like methods [71] in order to avoid storing a matrix approximation. Many of these methods are derived from methods for solving linear systems $A x^{*}=b$ involving a symmetric positive-definite matrix $A$.

The conjugate gradient method [46] takes a sequence of $A$-conjugate descent steps for the function $\left(x-x^{*}\right)^{\mathrm{T}} A\left(x-x^{*}\right)$ beginning with the steepest descent direction. Many authors proposed nonlinear extensions of this method, beginning with Fletcher-Reeves [34]. The algorithms are all equivalent to quasi-Newton algorithms on quadratic functions [33, Chapter 3], but the most robust algorithm for general functions is that of Polak and Ribière [78], restarting with the steepest descent direction in case trouble is diagnosed.

Another set of methods is related to fixed-point methods for solving linear systems. These linear methods are of the form

$$
x_{k+1}=E x_{k}+c
$$

where $x^{*}$ is a fixed point of the iteration and the matrix $E$ is chosen so that its spectral radius is small, yielding linear convergence of the sequence to $x^{*}$. Often these methods are derived by some variant of solving the $i$ th equation for the $i$ th variable, and then using estimates for the other variables to form a new value for the $i$ th component of $x$. Examples of such methods are Jacobi, Gauss-Seidel, and SOR. See Varga [90] for a good discussion of such iterations in the linear case, and Ortega and Rheinboldt [74] for the general case.

## 5. Simplex method for linear programming

In the 1940s and 1950s, several events led to an explosion of interest in computational methods. The first was the computational need generated by the participants in World War II. Data fitting (least squares) and logistics support (optimization) created enormous demands for solution to ever-larger models. At the same time, electronic computing machines for the first time made it possible to solve problems larger than those that could be handled by a roomful of human calculators.

George Dantzig was among those who realized the need for automatic algorithms for solving optimization problems, and, working for the US war effort at Rand Corporation, he devised a tableau to organize the data in a linear programming problem

$$
\begin{align*}
& \min _{x} c^{\mathrm{T}} x \\
& A x=b,  \tag{5}\\
& x \geqslant 0,
\end{align*}
$$

where $A \in \mathscr{R}^{m \times n}$, with $m<n$. The tableau of numbers could be stored and modified systematically to produce an optimal solution to the problem, as well as information on the sensitivity of the solution to the data in $A, b$, and $c$ [25]. Not only was this scheme well adapted to single or multiple human calculators, but it could also be implemented for large problems on electronic computers, enabling logistics planning that was unthinkable a few years earlier. The solution of linear programs, which earlier could in general be done only approximately by heuristic methods, could now be automated.

Dantzig's simplex algorithm was based on generating a path through the feasible set $\mathscr{S}=$ $\{x \geqslant 0: A x=b\}$ through a set of vertices (i.e., points $x$ for which at most $m$ components are nonzero) that are adjacent (i.e., have all but one zero component in common). Along this path, the objective function $c^{T} x$ usually decreases, but in any case does not increase. Once an anti-cycling safeguard is added that prevents any vertex from being visited too many times, the algorithm can be proven to converge, because there are only a finite number of vertices and it can be shown that one of them is an optimal solution.

For a given vertex $x$, we let $\mathscr{I}$ denote the set of indices $i$ for which $x_{i}$ is nonzero. Then, if $A_{\mathscr{I}}$ denotes the set of columns of $A$ corresponding to indices in $\mathscr{I}$, we see that the nonzero components $x_{\mathscr{I}}$ are defined by

$$
\begin{equation*}
A_{\mathscr{I}} x_{\mathscr{I}}=b . \tag{6}
\end{equation*}
$$

In order to step from this vertex to an adjacent one, we replace one index in $\mathscr{I}$ by an index not in $\mathscr{I}$, and the index is determined by solving a linear system involving the matrix $A_{\mathscr{I}}^{\mathrm{T}}$. In order to compute the $x$ corresponding to this step, we must modify our coefficient matrix by replacing one column with a new one. Dantzig proposed accumulating the matrix inverse and updating it using elementary row operations. Equivalently, his algorithm can be viewed as Gauss-Jordan elimination without pivoting [5]. This algorithm is numerically unstable, and simplex practitioners use periodic reinversions to recalculate the matrix inverse directly and eliminate the accumulated inaccuracies. This is still not unconditionally stable, but for many applications it works well. For dense matrices, the initial factorization cost is $\mathrm{O}\left(m^{3}\right)$ and the cost of each update is $\mathrm{O}\left(m^{2}\right)$. Typically the simplex algorithm takes a reasonably small number of iterations - a small multiple of $m$ [25, p. 160] - but in the worst case the algorithm can visit every vertex [56], so the bound on the cost is exponential in the problem size.

In the last half of the 20th century, the dimensions of linear programming problems have become much larger than first envisioned. At the same time, the matrices of interest have tended to become more sparse, with many zero elements. Consequently, even though the original matrix has large dimension, it usually can be stored in a small amount of memory. But the original simplex algorithm explicitly stores the matrix inverse, which is usually completely dense. Thus various modifications were made to the linear algebra of the algorithm to make it less of a storage hog. In the revised simplex algorithm with product form of the inverse, the inverse matrix is stored as a product of updates: a matrix $A_{\mathscr{I}}$ is represented as

$$
A_{\mathscr{I}}^{-1}=R_{k-1} \ldots R_{1},
$$

where each update matrix $R_{i}$ differs from the identity by one column. This form is easily updated by accumulating additional matrices $R$, but when the storage for the updates becomes prohibitive, or when inaccuracies accumulate, reinversion is performed.

The computational linear algebra community became interested in the simplex method in the late 1960s. Bartels and Golub [6,5] showed how the updating algorithm could be made stable through the use of partial pivoting, the interchange of rows of the matrix in order to bring the largest magnitude element in the current column to the main diagonal at every stage of the factorization. By computing in this way, it is possible to bound the error in the computed solution in two important ways: the computed solution solves a nearby problem, and the computed solution is close to the true solution [48, Chapter 9]. Neither of these properties is guaranteed to hold for earlier variants of the simplex algorithm. Still, the use of this stabilized algorithm met with resistance. Pivoting makes the implementation of updating much more costly, and for sparse matrices, it makes the data handling more difficult and the storage space generally higher.

The QR algorithm is an alternate matrix factorization that does not require pivoting for stability, but its fill-in often makes it prohibitively expensive for sparse matrices, so it was never widely used.

Much research in matrix reordering was spurred in part by the simplex algorithm. See [29] for more information on reordering.

Although iterative methods could be used to solve the linear systems in the simplex method, they have been proposed only for some special applications.

## 6. Interior point methods for linear programming

The proof by Khachian [55] that linear programming problems can be solved in polynomial time began a new era in the solution of optimization problems. Khachian's algorithm was not practical for computation, but suddenly a great deal of attention was focused on the interior point method (IPM), algorithms in which the path of the iterates stays in the relative interior of the feasible set rather than marching around the boundary from vertex to vertex. Karmarkar [52] was the first to propose a relatively practical interior point algorithm that had polynomial complexity, and that announcement spurred a flurry of work on new methods, as well as further work on older proposals such as the SUMT technique of Fiacco and McCormick [31].

The structure of IPMs is quite different from that of the simplex algorithm, but one similarity remains: the main computational work in the algorithm is the solution of a linear system of equations. Unlike the simplex algorithm, however, this linear system arises from a linear least-squares problem, and this extra structure can be quite useful. Further, although the sparsity structure of the matrix in the simplex algorithm changes from iteration to iteration, the structure of the matrix in the IPM is constant, and only the weights in a diagonal matrix are changing. This fact makes data management much easier.

Consider our linear programming problem (5). Gonzaga [43] and Wright [95] surveyed interior point methods, and many computational issues are addressed by Lustig et al. [64] and Andersen et al. [1]. The basic idea is to replace the linear program by a nonlinear problem formed by using Lagrange multipliers $y$ to handle the linear equality constraints, and using barrier functions to avoid violating the nonnegativity constraints. One popular barrier function is the logarithmic barrier, $\ln x_{j}$, which goes to $-\infty$ as $x_{j} \rightarrow 0^{+}$. The resulting Lagrange-barrier function is

$$
L(x, y, \mu)=c^{\mathrm{T}} x-y^{\mathrm{T}}(A x-b)-\mu \sum_{j=1}^{n} \ln x_{j} .
$$

The solution to our linear programming problem (5) is the limit of the saddle-points of $L$ as $\mu \rightarrow 0$. If we set the derivative of $L$ equal to zero, we obtain necessary (first-order) conditions for a solution ( $x, y, \mu$ ) to be optimal:

$$
\begin{aligned}
& A x=b \\
& c-A^{\mathrm{T}} y-z=0, \\
& X Z e=\mu e
\end{aligned}
$$

Here, $e$ denotes a vector of all ones, and upper-case letters $X$ and $Z$ denote diagonal matrices created from the entries of the vectors $x$ and $z$, respectively. In some sense this is a relaxation of the linear program, since these are optimality conditions for the linear program if we take $z=0$ and $\mu=0$. The idea is to solve a sequence of problems; initially, $\mu$ is taken large in order to easily obtain a solution, and then $\mu$ is reduced.

The introduction of the variables $z$ makes the first two equations linear, and the Lagrange multipliers $y$ can also be interpreted as the solution to the linear programming problem that is dual to (5). The most successful IPMs have been those that preserve primal feasibility by keeping $A x=b$ while at the same time maintaining dual feasibility by keeping $c-A^{\mathrm{T}} y \geqslant 0$.

We now have a system of nonlinear equations to solve, and we can apply Newton's method. We compute the Newton direction by solving the KKT (Karush-Kuhn-Tucker) system

$$
\left(\begin{array}{cc}
-X^{-1} Z & A^{\mathrm{T}}  \tag{7}\\
A & 0
\end{array}\right)\binom{\Delta x}{\Delta y}=\binom{r_{d}+Z e-\mu X^{-1} e}{r_{p}}
$$

or by solving the equations formed by eliminating $\Delta x$ from this system. Defining $r_{p}=b-A x$, $r_{d}=c-A^{\mathrm{T}} y-z$, and $D^{2}=Z^{-1} X$, we obtain the normal equations

$$
\begin{equation*}
\left(A D^{2} A^{\mathrm{T}}\right) \Delta y=A D^{2}\left(r_{d}+Z e-\mu x^{-1} e\right)+r_{p} . \tag{8}
\end{equation*}
$$

Once $\Delta y$ is determined, $\Delta x$ may be easily computed from

$$
-\left(X^{-1} Z\right) \Delta x+A^{\mathrm{T}} \Delta y=r_{d}+Z e-\mu X^{-1} e .
$$

Solving either Eq. (7) or (8), then, is the central computational problem in applying IPMs to linear programming problems. The remaining considerations are what sequence of $\mu$ values to use, how accurately to solve intermediate problems, and when to terminate the algorithm or switch to direct solution once the optimal vertex is identified. For more information on these aspects, see, for example, [64,1]. Here we concentrate on the issues involved in solving (7) or (8).

The normal Eqs. (8) involve a symmetric positive semi-definite matrix (positive definite if $A$ is full rank), and the Cholesky factorization is an efficient tool for solving such systems. If the matrix is sparse, though, then the Cholesky factor has the same sparsity structure as the triangular factor in the QR factorization of A , and this can be quite dense. We observe that

$$
A^{\mathrm{T}} D A=\sum_{j=1}^{n} a_{j} d_{j j} a_{j}^{\mathrm{T}}
$$

where $a_{j}$ is a column of $A$. If a small number of columns are causing excessive fill-in, then these columns can be omitted from the factorization, and the Sherman-Morrison-Woodbury formula [42, Section 2.1.3] can be used to correct for their absence [3].

Table 1
Comparison of matrix problems in the simplex algorithm and in IPMs

| Simplex method | Interior point methods |
| :--- | :--- |
| Nonsymmetric | Symmetric positive definite (normal equations) <br> or indefinite (augmented system) |
| Changing sparsity pattern | Fixed sparsity pattern |
| Usually well conditioned | Can become increasingly ill-conditioned as $\mu$ becomes smaller |
| Matrix changes by rank-2 update | Matrix changes completely, but only because $D$ is changing |

Table 1 compares the features of the matrix problems in the simplex algorithm and in IPMs.
If the matrix is ill-conditioned (which often happens at the end-stage, when $\mu$ is small and some solution components go to zero) or rank-deficient (perhaps due to omission of columns in the factorization), it may be desirable to add a diagonal correction to $A^{\mathrm{T}} D A$ so that a factorization of a better conditioned matrix is computed. This technique of Stewart [84] has been used by Andersen [3] and others.

The matrix of the KKT system (7) is always symmetric indefinite. We also saw this matrix in optimality conditions (3) for weighted least-squares problems. Cholesky factorization is unstable for indefinite matrices, so other alternatives must be applied. The Bunch-Kaufman-Parlett factorization [14,13] into the product $L S L^{\mathrm{T}}$, where $L$ is lower triangular and $S$ is block diagonal with $1 \times 1$ or $2 \times 2$ blocks, is a convenient tool for such problems.

If $A$ is large and sparse, then the factorizations for (7) or (8) usually include sparsity considerations in the choice of pivot order.

Iterative methods for solving the linear systems in IPMs have received a great deal of attention but rather limited success. The key problem is the choice of preconditioner. Chin and Vannelli [19] solved the KKT system (7) using an incomplete factorization as a preconditioner, while Freund and Jarre [36] proposed SSOR preconditioners. Most of the preconditioning work has been on the normal equation formulation (8). Karmarkar and Ramakrishnan [53] used the factorization of the matrix for one value of $\mu$ to precondition the problem when $\mu$ is changed. Mehrotra [65] used an incomplete Cholesky factorization as a preconditioner, recomputing the factorization for each new $\mu$ value. Carpenter and Shanno [16] used diagonal preconditioning, and Portugal, Resende, Veiga, and Júdice [79] also used spanning-tree preconditioners.

The best solution algorithm will surely be a hybrid approach that sometimes chooses direct solvers and sometimes iterative ones. Wang and O'Leary [92,91] proposed an adaptive algorithm for determining whether to use a direct or iterative solver, whether to reinitialize or update the preconditioner, and how many updates to apply, but further work remains.

The ill-conditioning of the matrices has stimulated a lot of work in trying to understand why the algorithms work as well as they do. Saunders [81] sets forth a set of reliable solution strategies, and a stability analysis is presented in [35].

## 7. Nonlinear programming

Optimization problems with nonlinearities in their objective function or their constraints can be more difficult to solve than linear programming. We survey selected nonlinear programming problems and strategies that make use of linear algebra.

Linear algebra plays a key role in the solution of quadratic programming problems (2) and of linear complementarity problems (LCP)

$$
\begin{aligned}
& A x-b=z, \\
& x^{\mathrm{T}} z=0, \\
& x \geqslant 0, \quad z \geqslant 0 .
\end{aligned}
$$

Approaches include variations of the simplex algorithm, extensions of linear iterations such as Jacobi and Gauss-Seidel, descent methods such as conjugate gradient, and interior point algorithms. See [66] for a comprehensive discussion. Questions of existence and uniqueness of solutions to LCP spurred work in matrix theory on matrix cones [22].

In the past, two popular methods were used to handle constraints in nonlinear programming problems [62, Chapter 11]. In the first, certain constraints were held active for a portion of the iteration, and the iterates were not permitted to depart from them. Any descent step was augmented by a step back to the active constraints. In the second, descent directions were projected onto equality constraints before the step was taken; thus, steps were computed relative to a reduced gradient that corresponded to the gradient on the constraint surface. The computations were performed by projection matrices. Both of these strategies are currently in eclipse, due to the advent of sequential quadratic programming (SQP) and interior point methods.

In SQP, we solve a sequence of quadratic programming problems (2) arising from quadratic models of the original constrained problem, using IPM or simplex-based methods for the subproblems. Again we need modifications to maintain positive definiteness. Boggs and Tolle [12] give an excellent survey of these methods.

Interior point methods are also applied to nonlinear optimization problems directly [87]. The matrix in the augmented system (7) becomes somewhat more complicated than in the linear case; the lower right block can become nonzero, the upper left block may be full instead of diagonal, and in many formulations, the matrix is increasingly ill-conditioned [95,83]. The structure of this ill-conditioning is now somewhat understood, though, and, with care, the linear systems can be solved successfully [81].

Even these newer approaches, SQP and IPM, are not completely satisfactory, especially when the constraints are ill behaved [21].

A rather different approach to some classes of optimization problems is the use of neural networks [30]. These networks fit a surface to a function of many variables. There are various viewpoints for interpreting such methods, but one way is that the training of the network corresponds to optimizing parameters in a function that discriminates among different classes of points. The functional form is predetermined, and the optimization problem is generally nonconvex, with many local solutions. To overcome this difficulty, Vapnik and colleagues proposed support vector machines, a more limited set of functional forms that are easier to analyze; see,
for example [89]. Many useful choices lead to convex optimization problems - in fact, to very large dense least squares or quadratic programming problems (2). Burges [15] provides a good introduction to the concepts and computational issues, while [88] is a more detailed study.

## 8. Matrix and eigenvalue optimization problems

And now we come full circle. We have seen how computational linear algebra has enabled efficiency advances in computational optimization. We have seen that the optimization community has raised interesting questions about matrix theory and about stability analysis of linear algorithms. Now we discuss a set of optimization problems that arise from linear algebra and have motivated the development of important optimization algorithms and advances in the understanding of duality theory for optimization problems.

These problems involve eigenvalue optimization [60]. An important subclass is the class of semidefinite programs. Superficially, they resemble linear programming problems (5), since they can be written as

$$
\begin{align*}
& \min _{X} C \bullet X,  \tag{9}\\
& A X=B, \\
& X \geqslant 0,
\end{align*}
$$

but here $C$ and $X$ are symmetric $n \times n$ matrices, $C \bullet X=\operatorname{trace}(C X)$, and $X \geqslant 0$ means that $X$ is positive semidefinite. This problem is convex but nonlinear. The duality structure for semidefinite programming, the existence and construction of another problem that has the same optimality conditions as (9), is not as satisfying as that for linear programming. Despite the differences between the two classes of problems, linear programming gives much insight here, both for the theory and for the algorithms, and interior point methods that are direct generalizations of those for linear programming are the methods of choice.

Thus, semidefinite programming problems are eigenvalue optimization problems, and these problems have important linear algebra applications in control, in minimizing the condition number of a matrix by diagonal scaling, and in solving Lyapunov inequalities. Further information can be obtained from a review article of Lewis and Overton [60], a review article of Lobo, Vandenberghe, Boyd, and Lebret describing a subclass known as second-order cone programming [61], and a collection of papers [75].

## 9. Computational trends

Optimization algorithms can consume a great deal of computational resources, and they have always been run on state-of-the-art computer architectures. More and more, these algorithms are packaged and portable. There is reliable software for least-squares problems on parallel computers [82], and significant work has been done with neural networks [30, Section 4.1] and systolic arrays [58]. But there is limited experience with parallelization of constrained optimization codes. A notable effort is the parallel version of the CPLEX code by Lustig and Rothberg [63].

A second computational trend is the development of software that performs more of the drudgery for the user. Problem generators have been widely available for many years, but new tools are also being developed. Programs for automatic differentiation, for example, have contributed to the practical application of optimization techniques to a much larger set of problems. An automatic differentiation program uses the computational definition of a function in some programming language to generate a program for evaluating the derivative of the function. There are two basic strategies, both involving repeated applications of the chain rule. The forward mode consumes a great deal of intermediate storage, while the backward mode generally takes more time. Practical implementations generally use a combination of the two strategies, guided by linear algebra tools such as sparsity structure analysis and the construction of structurally orthogonal basis vectors [7].

## 10. Conclusions

Major developments in the basic linear algebra of optimization algorithms in the 20th century include:

- Invention of the simplex algorithm, based on Gauss-Jordan elimination and updating.
- Learning to implement the simplex algorithm in a stable way while preserving sparsity.
- Development and understanding of Newton alternatives: truncated Newton for use when derivatives are not available, quasi-Newton for use when second derivatives are not available, limited-memory and conjugate gradient methods for large problems.
- Development of least-squares algorithms for solving dense and sparse problems in a provably stable way.
- Development of algorithms for a wider range of constrained optimization problems, including those involving eigenvalue placement.
- Making automatic differentiation practical.
- Understanding the sensitivity of linear [48] and constrained problems [25, Section 12.4] [32] to perturbations in the data.

In addition, the development of efficient "off-the-shelf" packages of reliable software for dense linear algebra (LAPACK) [2] and sparse linear algebra (e.g., Harwell codes [45]) makes the development of efficient and reliable optimization software much easier, and most optimization packages do make use of this linear algebra basis.

Research areas that will remain active in the next century include:

- Hybrid algorithms for solving the linear systems from IPMs and other sources, involving automatic preconditioning.
- More effective algorithms for global optimization.
- More effective algorithms for nonlinear constraints.
- Sensitivity analysis.

Much progress in linear algebra in the 20th century has been motivated, at least in part, by optimization problems. This progress includes matrix up- and down-dating, sparse direct and iterative methods for linear systems, and solution of least squares problems. Conversely, progress in
optimization enables many previously intractable linear algebra problems to be solved, especially those related to eigenvalue placement. During the next century, this symbiosis will undoubtably continue. Progress in optimization will inevitably be linked with progress in linear algebra.
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#### Abstract

Recently there has been growing interest and progress in using numerical linear algebra techniques in adaptive optics imaging control computations. Real-time adaptive optics is a means for enhancing the resolution of ground based, optical telescopes beyond the limits previously imposed by the turbulent atmosphere. An adaptive optics system automatically corrects for light distortions caused by the medium of transmission. The system measures the characteristics of the phase of the arriving wavefront and corrects for the degradations by means of one or more deformable mirrors controlled by special purpose computers.

No attempt is made in this paper to give a comprehensive survey of recent numerical linear applications in optical imaging. Rather, two fairly representative applications are discussed in some detail. The following research topics in the area of adaptive optics control systems, each involving the formulation and numerical solution of difficult problems in numerical linear algebra, are described: (1) Jacobi-like eigenvalue computations for multiple bandwidth deformable mirror control methods, and (2) covariance matrix computations for performance modeling of adaptive optics systems using fast Hankel transforms. © 2000 Elsevier Science B.V. All rights reserved.
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Fig. 1. Typical adaptive optics system.

## 1. Introduction

### 1.1. Atmospheric imaging and adaptive optics systems

Adaptive optics (AO) has emerged as the technique of choice to mitigate the blurring caused by atmospheric turbulence in large aperture imaging systems that allow extremely dim objects to be observed $[11,15,18,20]$. AO techniques compensate for degradations added along the path of the light from the object being imaged, prior to the formation of the image of the object.

AO systems are designed to measure errors in the phase of the arriving wavefront continually and correct them automatically. A typical AO imaging system consists of wave front sensors (WFS) and deformable mirrors (DM), in addition to an imaging system. See for example Fig. 1. Basically, the turbulence-induced wave front deformations, or aperture-averaged phase variance, are sensed by a WFS and compensated by a DM. The surface of the DM must be adjusted, using a vector of DM control commands, to be phase-conjugate to the incident wave front in a time commensurate with the rate of the turbulence change. Any AO systems attempting to compensate for atmospheric turbulence must address such real-time DM control problem. Typically, deformable mirrors operate in a closed loop as shown in Fig. 1, and can partially compensate for the degradation effects of atmospheric turbulence. However, to be effective, the DM control command vector must be computed and issued to the hardware at real-time speed. The DM control commands are usually calculated as some function of measurements of the incoming wavefront captured by the WFS, and parameters specific to the particular AO hardware being used, e.g. aperture diameter, WFS and DM geometry, level of sensor noise, etc. Exactly how to compute the DM control commands given the time and system constrains is an important topic of investigation that is addressed in this paper.

Another related problem concerns performance modeling and design of adaptive optics systems. AO systems modeling and evaluation are essential to assessment of performance capacities and limitations and to the effective design of AO systems for large telescopes such as Gemini, Keck, Subaru, and VLT [20]. The objective of AO system design is to select hardware parameters and control approaches that will optimize system performance for the expected operating conditions subject to the resources available, and maximize the resulting payoff for the intended scientific applications.

The large range of possible observing scenarios and AO system parameters entail numerous cases to be considered, and fast computational approaches for performance evaluation and optimization are highly desirable. According to the conventional theory [17], turbulence is stochastic in nature. Hence, in most cases, modeling requires intensive computations involving the covariance matrices for the statistical relationship between phase gradient measurements and the DM control commands. To cover a parameter sampling space of a reasonable size, there may be hundreds or thousands of such covariance matrices to generate and compute with using today's computational practice for performance evaluation. Two-parameter Hankel transforms arise in the modeling of each covariance matrix entry for performance evaluation and design of AO imaging systems. The fast computation of such two-parameter Hankel transforms is addressed as well in this paper.

In modern facilities, AO-compensated image data is further processed by off-line image restoration (post-processing) tools that can scrub the captured optical images even cleaner. Image post-processing, which will not be discussed in detail in this paper, involves further removal or minimization of degradation (blur, clutter, noise, etc.) in an image using a priori knowledge about the degradation phenomena. Post-processing may restore the adaptive optics recorded image to a state even closer to perfection by filtering out any remaining noise and blur that can be distinguished from the image. The classic tool is regularized least squares; one of the newest techniques employed is based on the solution of a nonlinear partial differential equations. The power of these tools can be substantial. One of our simulations, for example, shows them improving the resolution of a telescope from being barely able to spot an object the size of a house trailer in earth's orbit to detecting a hand waving from the trailer's window!

Adaptive optics compensation plays an essential role in current state-of-the-art atmospheric telescope imaging technology. The ideal earth-based astronomical telescope is built on bedrock, high on a remote mountain. The solid foundation partially stabilizes the telescope against wind and other potential causes of vibration, while the altitude and isolation minimize atmospheric degradation. The Hubble space telescope carries this logic to its natural extreme, but even the Hubble's accuracy is limited by the effects of thermal stresses and other forces that shift the phase of the incoming light ever so slightly. Adaptive optics corrects the higher frequency errors caused by atmospheric irregularities and telescope vibration. With adaptive optics, instruments like the $3.5-\mathrm{m}$ telescope at the Starfire Optical Range of the US Air Force Research Laboratory in New Mexico, can partially correct the image before it is recorded. Note that this real-time control requires extraordinarily high-speed computation - up to 10 billion floating point operations per second [15].

### 1.2. Linear algebra computations in optical imaging

We survey two topics concerning work in numerical linear algebra in investigations into algorithms and software for high-performance, high-resolution adaptive optics imaging applications: (i)
eigenvalue computations in multiple bandwidth control in adaptive optics, and (ii) computation of fast transforms in performance modeling and adaptive optics system design.

The AO control problem includes the determination of one or more optimal reconstructor matrices for phase reconstruction as well as a set of commands to control the surface of the DM. Recently, AO systems have been proposed that use multiple control bandwidths $[6,14]$ and corresponding techniques that may improve considerably AO compensation performance. These techniques concern an important eigenvalue problem related to a matrix trace maximization optimization problem.

In ground-based atmospheric imaging, a closed-loop adaptive optics systems must compensate for time-varying wavefront distortions on the basis of noisy sensor measurements. Time-varying distortions are most accurately corrected by a system with a high control bandwidth. However, the noise in wave front sensor measurements is best rejected by reducing the control bandwidth and temporally smoothing the wave front correction to be applied. The optimal control bandwidth minimizes the sum of these two effects and depends upon the wave front sensor noise and the temporal characteristics of the wave front errors to be corrected.

Most adaptive optics systems developed to date have addressed this tradeoff using a common control bandwidth for all components of the wave front distortion profile [3]. A system employing several different control bandwidths for separate wave front components has recently been tested [6]. Because wave front sensor noise statistics and the temporal dynamics of the wave front distortion to be corrected vary as a function of spatial frequency [20], it should, in principle, be possible to improve adaptive optics performance by using the more sophisticated multiple control bandwidth approach.

On the performance modeling and design problem, various modeling approaches that consider the stochastic nature of turbulence have been proposed. The linear systems model framework developed by Ellerbroek [4] provides first-order performance estimates which account for the full range of fundamental adaptive optics error sources and their interacting effects. It is being applied in the evaluation of existing and future AO facilities [5]. The modeling requires intensive computations involving the covariance matrices for the statistical relationship between the sensed phase gradient measurements and the DM actuator commands.

The computation is intensive in two aspects. First, the computation for each given parameter set includes generating all entries of certain covariance matrices, where each entry requires the evaluation of a multiple integral. Subsequent computations with the covariance matrices require numerous inversions and multiplications of large matrices [4] to obtain performance estimates such as the residual mean-square phase error and the associated optical transfer function of the telescope. Secondly, such computations are carried out many times over a large sample space of AO performance parameters. We describe briefly the parameters according to their physical meaning: (a) observing scenario parameters such as wavelength, aperture diameter, and zenith angle; (b) assumed atmosphere characteristics such as the wind profile, the refractive index structure constant of turbulence, and the turbulence outer scale; (c) architecture specifics of wave front sensing such as the WFS sub-aperture geometry, beacon geometry, pupil conjugate range; (d) architecture specifics of deformable mirrors such as the actuator geometry and conjugate range, and (e) level of noise, degree of hardware imperfection or limitations.

In terms of the computation complexity, the size of the covariance matrices is proportional to the number of deformable mirror actuators and the number of wavefront sensor measurements. Typically, the matrices are of order from 100 to 5000 for high-order AO systems designed to compensate for
turbulence on very large telescopes. Present computational approaches for evaluating the integral for each matrix entry may sample the integrand at up to $10^{4}$ points, where the integrand itself may be represented as an integral or a series [4].

### 1.3. Overview of the paper

In the following sections information is provided concerning work in numerical linear algebra in investigations into algorithms and software for high-performance, high-resolution imaging applications. Much of the work is particularly directed toward the development and implementation of innovative algorithms and techniques for optical imaging. The following research topics (each involving the formulation and numerical solution of difficult problems in numerical linear algebra) are described in this paper:

## - Jacobi-like eigenvalue computations for multiple bandwidth control.

- Covariance matrix computations for performance modeling of adaptive optics systems using fast Hankel transforms.

Real-time adaptive-optics is a means for enhancing the resolution of ground based, optical telescopes beyond the limits previously imposed by the turbulent atmosphere. Our purpose in recent work on this topic has been to apply numerical linear algebra to investigate the areas of adaptive closed-loop deformable mirror control systems. Section 2 concerns an important eigenvalue problem related to a trace maximization optimization problem, approached using a Jacobi-like spectral algorithm [14]. In Section 3 fast integral transform methods [12] are applied to covariance matrix computations useful in the important area of adaptive optics systems performance analysis and design.

## 2. An eigenvalue problem in adaptive optics

We are concerned here with a non-smooth optimization problem arising in adaptive optics, which involves the real-time control of a deformable mirror designed to compensate for atmospheric turbulence and other dynamic image degradation factors [3]. One formulation of this problem yields a functional

$$
\begin{equation*}
f(U)=\sum_{i=1}^{n} \max _{j}\left\{\left(U^{\mathrm{T}} M_{j} U\right)_{i i}\right\} \tag{1}
\end{equation*}
$$

to be maximized over orthogonal matrices $U$ for a fixed collection of $n \times n$ symmetric matrices $M_{j}$. A study is made in [14] of eigenvalue computations used to solve this "trace maximization" problem. The reader interested in the derivation of the optimization problem or additional background on adaptive optics is referred to this paper.

First, the situation which can arise in practical applications where the matrices $M_{j}$ are "nearly" pairwise commutative is considered. Besides giving useful bounds, results for this case lead to a theoretical closed-form solution for globally maximizing $f$. However, even here conventional optimization methods for maximizing $f$ are not practical in a real-time environment. The general optimization problem is quite difficult but can be approached using a heuristic Jacobi-like algorithm.

Numerical tests indicate that the algorithm provides an effective means to optimize performance for some important adaptive-optics systems [14].

### 2.1. The nearly diagonalizable case

For computational convenience, we restrict our attention to the case of real $n \times n$ matrices $M_{j}$ and orthogonal $U$. The results given in this section extend in a natural way to the case where the $M_{j}$ are Hermitian and $U$ is unitary.

It has been observed in practical data [6], that the $M_{j}$ in (1) are nearly diagonal matrices, and thus, of course, are almost simultaneously diagonalizable. The computations reported in [6] were performed with such data. Below is given a bound that sheds light on this situation and clarifies some observations reported in that paper. It also follows as a corollary to the theorem below that if the matrices are, in fact, simultaneously diagonalizable, then any orthogonal matrix $Q$ which simultaneously diagonalizes the $M_{j}$ globally maximizes $f$.

For notation purposes let

$$
D_{j}=\operatorname{diag}\left(M_{j}\right)
$$

for each $j$, and define the functional

$$
\begin{equation*}
h(U)=\sum_{i=1}^{n} \max _{j}\left\{\left[U^{\mathrm{T}}\left(M_{j}-D_{j}\right) U\right]_{i i}\right\} \tag{2}
\end{equation*}
$$

Let $f_{\max }$ denote the global maximum of $f(U)$ over all orthogonal $U$. We say that the $\left\{M_{j}\right\}$ form a "nearly optimal" set of matrices if

$$
\sum_{i=1}^{n} \max _{j}\left\{\left(M_{j}\right)_{i i}\right\}
$$

is close to $f_{\text {max }}$.
It was conjectured by the authors of [6] that $f$ in (1) is maximized by a particular orthogonal matrix $Q$ in the special case where the $M_{j}$ are simultaneously diagonalized by $Q$. We now formally state and prove this result through the following technical lemma and resulting theorem.

Lemma 1. Suppose $\left\{M_{j}\right\}, 1 \leqslant j \leqslant k$, is a collection of $n$-by-n symmetric matrices. Then for any n-by-n orthogonal matrix $U$

$$
f(I) \geqslant f(U)-h(U)
$$

It follows that

$$
\sum_{i=1}^{n} \max _{j}\left\{\left(M_{j}\right)_{i i}\right\} \geqslant f_{\max }-h(U)
$$

for any $U$ that globally maximizes $f(U)$.
Proof. The proof is quite technical and can be found in [14].

Let $U$ denote the global maximizer of $f(U)$. Then the Lemma tells us that

$$
f(I)+h(U) \geqslant f(U)=f_{\max } .
$$

It follows that

$$
f(I)+\max _{U} h(U) \geqslant f_{\max } .
$$

That is, the worst case of our bound will be

$$
\max _{U} h(U) \geqslant f_{\max }-f(I) \geqslant 0
$$

Thus, if the $M_{j}$ are "close" to diagonal, then since $h(U)$ is "small", the $M_{j}$ are "nearly" optimal. In the limiting case, we have the following theoretical result.

Theorem 1. Suppose $\left\{M_{j}\right\}, 1 \leqslant j \leqslant k$, is a collection of symmetric pairwise commuting matrices. Let $Q$ be any orthogonal matrix which simultaneously diagonalizes the $M_{j}$. Then $Q$ is a global maximizer of the functional $f(U)$ given in (1).

Proof. Let $B_{j}=U^{\mathrm{T}} M_{j} U$ where $U$ is an arbitrary orthogonal matrix. We can rewrite $B_{j}$ using the orthogonal matrix $V=Q^{\mathrm{T}} U$ :

$$
B_{j}=U^{\mathrm{T}} M_{j} U=(Q V)^{\mathrm{T}} M_{j}(Q V)=V^{\mathrm{T}} Q^{\mathrm{T}} M_{j} Q V=V^{\mathrm{T}} D_{j} V,
$$

where $D_{j}=Q^{\mathrm{T}} M_{j} Q$ is the diagonalization of $M_{j}$ using $Q$. Observe that

$$
f(U)=\sum_{i=1}^{n} \max _{j}\left\{\left(B_{j}\right)_{i i}\right\}
$$

and that

$$
f(Q)=\sum_{i=1}^{n} \max _{j}\left\{\left(D_{j}\right)_{i i}\right\} .
$$

Thus without loss of generality, we can assume the $M_{j}$ are already diagonal matrices. We have to show that $f(Q) \geqslant f(U)$. But this follows from the Theorem since in this case $h(U)=0$.

Besides giving interesting bounds, results in this section lead to a result providing a theoretical closed-form solution for globally maximizing $f$ if the $M_{j}$ are simultaneously diagonalizable. An algorithm that "nearly" simultaneously diagonalizes the matrices $M_{j}$ will "approximately" maximize $f(U)$.

Although Theorem 1 identifies an orthogonal matrix $Q$ that globally maximizes the functional $f(U)$ where the $M_{j}$ are pairwise commutative, the process of computing the simultaneous diagonalizer $Q$ can be quite nontrivial [1]. Thus, even here conventional optimization methods for maximizing $f$ are not practical in this real-time environment. Instead, the authors of [14] pursue a fast heuristic approach to computing an acceptable $U$ for our application. Further, the matrices $M_{j}$ in their case are not necessarily simultaneously diagonalizable. The general optimization problem is quite difficult.

### 2.2. The general trace maximization problem

In this section we consider the general problem of maximizing $f(U)$, where the $M_{j}$ are generally not simultaneously diagonalizable.

In view of Theorem 1, one obvious approach for approximating a maximizer $U$ for the general case would be to apply an extension of the simultaneous diagonalization of matrix pairs algorithm, e.g. the algorithm in [1], to the $M_{1}, \ldots, M_{k}$, until the transformed matrices are "close to" diagonal. One might measure the progress toward simultaneous diagonalization by a quantity such as

$$
\operatorname{off}\left(M_{1}, \ldots, M_{k}\right)=\sum_{i<j}\left[M_{1}\right]_{i j}^{2}+\cdots+\sum_{i<j}\left[M_{k}\right]_{i j}^{2}
$$

But the simultaneous diagonalization of more than two matrices is not an easy task to formulate algorithmically, and any such scheme would be very intensive computationally [1]. The authors of [14] have not implemented this approximate simultaneous diagonalization type of approach. Rather they choose a faster heuristic scheme described in the following sections, which appears to perform quite well on practical adaptive optics problems.

The general matrix optimization problem is considered next. Here, we describe a heuristic trace maximization approach based on a hill climbing scheme for maximizing $f(U)$ relative to pairs of matrices. The case of $k=2$ matrices is considered first, the solution of which leads to a heuristic algorithm for general $k$.

### 2.2.1. A two-matrix algorithm

Let $k=2$ and $F=M_{1}$ and $G=M_{2}$. Suppose the orthogonal matrix $U$ with columns $\left[u_{1} u_{2} \ldots u_{n}\right]$ is the maximizer. Without loss of generality, the columns of $U$ can be ordered in such a way that Eq. (1) can be written as

$$
\begin{equation*}
f(U)=\sum_{i=1}^{r} u_{i}^{\mathrm{T}} F u_{i}+\sum_{i=r+1}^{n} u_{i}^{\mathrm{T}} G u_{i}, \tag{3}
\end{equation*}
$$

where $r$ is the number of the diagonal elements of the product $U^{\mathrm{T}} F U$ that are larger than the corresponding diagonal elements of $U^{\mathrm{T}} G U$. Let $U=\left[U_{1} \mid U_{2}\right]$ with $U_{1}=\left[u_{1} u_{2} \ldots u_{r}\right]$. Since $U$ is orthogonal, it follows that

$$
U U^{\mathrm{T}}=U_{1} U_{1}^{\mathrm{T}}+U_{2} U_{2}^{\mathrm{T}}=I
$$

Using this and the trace properties

$$
\operatorname{tr}(M N)=\operatorname{tr}(N M) \quad \text { and } \quad \operatorname{tr}(M+N)=\operatorname{tr}(M)+\operatorname{tr}(N)
$$

we can rewrite Eq. (3) as follows:

$$
\begin{aligned}
f(U) & =\operatorname{tr}\left(U_{1}^{\mathrm{T}} F U_{1}\right)+\operatorname{tr}\left(U_{2}^{\mathrm{T}} G U_{2}\right) \\
& =\operatorname{tr}\left(F U_{1} U_{1}^{\mathrm{T}}\right)+\operatorname{tr}\left(G U_{2} U_{2}^{\mathrm{T}}\right) \\
& =\operatorname{tr}\left(F U_{1} U_{1}^{\mathrm{T}}\right)+\operatorname{tr}\left(G\left(I-U_{1} U_{1}^{\mathrm{T}}\right)\right) \\
& =\operatorname{tr}\left(F U_{1} U_{1}^{\mathrm{T}}\right)+\operatorname{tr}\left(G-G U_{1} U_{1}^{\mathrm{T}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\operatorname{tr}\left(F U_{1} U_{1}^{\mathrm{T}}-G U_{1} U_{1}^{\mathrm{T}}\right)+\operatorname{tr}(G) \\
& =\operatorname{tr}\left((F-G) U_{1} U_{1}^{\mathrm{T}}\right)+\operatorname{tr}(G) \\
& =\operatorname{tr}\left(U_{1}^{\mathrm{T}}(F-G) U_{1}\right)+\operatorname{tr}(G)
\end{aligned}
$$

Therefore, the maximizer of $f(U)$ is the maximizer of the term $\operatorname{tr}\left(U_{1}^{\mathrm{T}}(F-G) U_{1}\right)$, by taking as $U_{1}$ the eigenvectors of $F-G$ that correspond to positive eigenvalues, a direct consequence of Theorem 1 for the simultaneously diagonalizable matrices $F-G$ and $G-G$. This computation involves the Schur decomposition of the symmetric matrix $F-G$. For a description of the Schur decomposition algorithm see [7].

### 2.2.2. A Jacobi-like spectral algorithm

With the two-matrix maximization algorithm one can solve the general $k$-matrix problem with a Jacobi-like approach. If $M$ is a $n \times n$ matrix and $s$ is a subset of the integers from 1 to $n$, we use the notation $M(s, s)$ to denote the sub-matrix of $M$ with rows and columns in $s . M(:, s)$ denotes the sub-matrix with columns in $s$.

Let $U=U_{0}$ (an initial guess).
While successive values of $f(U)$ did not converge do
Let $B_{j}$ be $U^{\mathrm{T}} M_{j} U$ for all $j=1 \ldots k$.
Choose a pair of matrices $B_{l}, B_{m}$.
Let $u$ the set of indices $i$ such that either $B_{l}(i, i)$ or $B_{m}(i, i)$
is the maximum element over all $B_{j}(i, i)$ for $j=1 \ldots k$.
Let $U_{1}$ be the optimizer of the two-matrix subproblem

$$
B_{l}(u, u), B_{m}(u, u) .
$$

Update $U(:, u)$ with $U(:, u) U_{1}$.
Since $M_{j}$ is symmetric, then the sub-matrix $M_{j}(u, u)$ is symmetric, for any set of indices $u$. The two-matrix subproblem contains the current maximum elements for the indices in $u$, so for any increase to the value of the sum of the maximum diagonal elements, there will be at least as big an increase to the value of $f(U)$. That means that the sequence of matrices $\left\{U^{(j)}\right\}$, where $U^{(j)}$ is the matrix $U$ on the $j$ th iteration of the main loop of the algorithm, defines a non-decreasing sequence of values $\left\{f\left(U^{(j)}\right)\right\}$. The algorithm terminates when the sequence $\left\{f\left(U^{(j)}\right)\right\}$ converges. The work requirements in using this algorithm are $\mathrm{O}\left(k n^{3}\right)$ operations per sweep. Experience with some practical adaptive optics problems reported in [6] is that only a few sweeps are necessary for convergence.

The strategy for choosing the pair of matrices to improve upon leads to different algorithms. The simplest one is a sweep of all possible pairs of matrices (Hill Climbing). An alternate strategy is to choose the pair that gives the biggest increase in the value of $f(U)$ (Steepest-Ascent Hill Climbing). Other techniques of heuristic search can be applied too.

The advantage of search algorithms is that they can improve the result of any other algorithm. One can consider any simpler heuristic algorithm as a preprocessing step for the search algorithms. The preprocessing algorithms can help us choose the initial orthogonal matrix $U_{0}$, instead of starting from the identity or a completely random orthogonal matrix. Such possible preprocessing algorithms
could be:

- Find the diagonalizer of the matrix $M_{j}$ with the largest trace to form $U_{0}$.
- For matrices that are "close to" simultaneously diagonalizable, one can use the almost diagonalizing $U$ as $U_{0}$.
- Find the matrix $M_{j}$ that has the largest sum of positive eigenvalues, and use the eigenvectors corresponding to this matrix in order to form an initial $U_{0}$.


### 2.3. Sample computations

Given next is a summary of the results of sample numerical experiments conducted to assess the utility of the Jacobi-like optimization algorithm for an actual adaptive optics application. We recall from the introduction that the motivation for studying the functional $f(U)$ is to determine a set of wavefront control modes and associated temporal filters to optimize adaptive optics system performance, especially in cases where optical disturbances arise from several different error sources with significantly different temporal characteristics. The adaptive-optics scenario for these calculations is based upon parameters taken from the Gemini-North 8-m telescope in Hawaii. The optical disturbances to be corrected include atmospheric turbulence and telescope vibrations driven by ground-level winds. Telescope vibrations introduce optical distortions which may vary at a much higher frequency than atmospheric turbulence, but these distortions are restricted to two characteristic wavefront modes associated with misaligned mirrors. It is important to see if the Jacobi-like optimization method could identify these modes based solely upon the values of the matrices $M_{k}$ and adjust their temporal filters accordingly. The performance of the modal control algorithm computed using the Jacobi-like method was scored by comparing it against the best possible control algorithm restricted to using a common temporal filter for all modes of the optical distortion. As defined previously in [6], these two control approaches will be referred to as the MB (multiple bandwidth) and SB (reduced range single bandwidth) control algorithms.

Adaptive-optics system performance is frequently quantified in terms of the residual mean-square phase error $\sigma^{2}$ which remains when the adaptive-optics loop is closed. $\sigma^{2}$ is related to the value of the functional $f(U)$ in (1) by

$$
\begin{equation*}
\sigma^{2}=\sigma_{0}^{2}-f(U) \tag{4}
\end{equation*}
$$

where $\sigma_{0}^{2}$ is the "open-loop" mean-square phase error due to turbulence and telescope vibration with no adaptive optics at all. The value of $f(U)$ can be quite close to $\sigma_{0}^{2}$ when the adaptive optics system is correcting most of the optical disturbance, so that even a small (absolute) change in $f(U)$ can make a big (relative) difference in the value of the residual error $\sigma^{2}$.

Sample values of $\sigma^{2}$ for the MB and SB control algorithms are presented in Table 1 as a function of the level of noise in the wavefront sensor measurements. The performance of the two control algorithms is nearly identical when the wavefront sensor measurement noise is low, since in this case the best control strategy is to apply little or no temporal filtering and respond to the measured optical distortions as rapidly as possible. The performance of both control algorithms degrades with increasing WFS noise, but the MB control algorithm degrades less rapidly. For a high noise level the MB algorithm (as found using the Jacobi-like method) applies minimal filtering to the two wavefront modes associated with telescope vibration and a much greater amount of smoothing to

Table 1
Residual errors $\sigma^{2}$ for the SB (single bandwidth) and MB (multiple bandwidth) control algorithms as a function of WFS noise level for sample adaptive optics parameters

| Noise level | SB | MB |
| :--- | :--- | :--- |
| 0.00 | 0.009253 | 0.009252 |
| 0.05 | 0.011805 | 0.011267 |
| 0.10 | 0.017922 | 0.014464 |
| 0.20 | 0.037067 | 0.023678 |
| 0.40 | 0.075825 | 0.051618 |

the remaining modes resulting from atmospheric turbulence. For these conditions the SB algorithm faces a dilemma: A uniform temporal filter for all modes either fails to compensate the high-frequency telescope vibrations, or adds unnecessary noise to the correction of low-frequency errors associated with atmospheric turbulence. The resulting increase in $\sigma^{2}$ can be larger than a factor of 1.5 at the higher noise levels.

An analysis, both theoretical and practical, has been given in this section for a difficult optimization problem arising in adaptive optics. This paper extends earlier work on an optimization method from [6] for the real-time control of deformable mirrors with the use of multiple bandwidths for adaptive-optics applications. See also [14] for more details.

Numerical tests, reported in Table 1, using a Jacobi-like algorithm to compare single bandwidth with our multiple bandwidth control methods indicate that the performance of a closed-loop adaptive-optics system which must compensate for the effects of both atmospheric turbulence and telescope vibration may be greatly improved by the selection of distinct and independently optimized multiple control bandwidths for separate modes of the wave-front-distortion profile. The Jacobi algorithm is well known to be highly parallelizable [7].

Although the simulation tests reported here are for problems of modest dimensions, future tests will involve adaptive optics systems utilizing deformable mirrors with many more degrees of freedom. The adaptive-optics model assumed for the calculations reported here is based upon the current Gemini design and includes a Shack-Hartmann wavefront sensor with $8 \times 8$ subapertures and a continuous facesheet deformable mirror with $9 \times 9$ actuators. Segmented mirror systems with very large numbers of degrees of freedom also are of interest. For example, the SELENE system [10] with segmented rather than continuous facesheet mirrors, is envisioned to have about 250,000 subapertures. Designing an adaptive optics system with a very large number of degrees of freedom taxes many areas, including the development of fast numerical linear algebra techniques.

## 3. Covariance matrix computations in adaptive optics

This section is concerned with the computation of covariance matrices useful in adaptive optics systems performance evaluations under various atmospheric conditions and hardware configurations. To illustrate the basic ideas, we sketch in more detail the main components of an AO system in Fig. 2. These include the deformable mirror (DM), the wave front sensor (WFS), and the actuator command computer. Light in a narrow spectral band passing through the atmosphere is modeled by a plane wave. When traveling through the atmosphere that does not have a uniform index of refraction,


Fig. 2. A simplified closed-loop AO system with main components.
light waves are aberrated and no longer planar. In a closed-loop AO system, this aberrated light is first reflected from the DM. Some of this light is focused to form an image, and some is diverted to the WFS that measures the wave front phase deformation. The actuator command computer takes measurements from the WFS and map them into real time control commands for the DM. How this translation is done depends on the criterion selected. In general, wave front sensing is a key aspect of many optical techniques and systems such as optical shop testing, interferometry and imaging through random media such as the earth's atmosphere.

### 3.1. Modeling and adaptive optics system design

We present methods for the fast computation of two-parameter Hankel transforms arising in the modeling and performance evaluation of adaptive optics (AO) imaging systems. The objective of AO system design is to select hardware parameters and control approaches that will optimize system performance for the expected operating conditions subject to the resources available, and maximize the resulting payoff for the intended scientific applications.

The main hardware components of an AO imaging system consist of wave front sensors (WFS) and deformable mirrors (DM) system (see Fig. 2). We let $s$ denote the discrete WFS measurement vector and $c$ denote the DM actuator command vector. A linear systems model framework developed by Ellerbroek [3] provides first-order performance estimates which account for the full range of fundamental adaptive optics error sources and their interacting effects. The modeling requires
intensive computations involving the covariance matrices for the statistical relationship between the sensed phase gradient measurements $s$ and the DM actuator commands $c$.

We describe the problem of computing the two-parameter Hankel transform that arises in Ellerbroek's model and many statistical models, see for example [17] and the references therein. In Section 3.3, we present two alternative approaches to representing the transform approximately by structured matrices. The matrix structures are to be exploited in the subsequent computations to reduce computation cost significantly. Recent studies on this topic include [3,4,12,13].

### 3.2. Hankel transform methods in adaptive optics covariance computations

The basic computational quantities for AO system modeling and evaluation are the covariance matrices which we express as

$$
\begin{equation*}
A=\operatorname{cov}(c, c), \quad B=\operatorname{cov}(c, s), \quad C=\operatorname{cov}(s, s) \tag{5}
\end{equation*}
$$

These matrices describe the second-order statistics of the DM actuator command vector $c$, which optimally compensate for turbulence-induced phase distortions, and the temporally filtered WFS measurements vector $s$. The scalar components $c_{i}$ of $c$ can be represented as integrals of the form

$$
\begin{equation*}
c_{i}=\int_{D} \omega_{i}(r) \phi_{i}(r) \mathrm{d} r \tag{6}
\end{equation*}
$$

where $r$ denotes coordinates in the aperture plane $D, \phi_{i}(r)$ is, for example, an induced wave front propagating (see Fig. 2) from a point source, and $\omega_{i}(r)$ is a weighting function. A similar integral representation exists for the $s_{i}$ components.

Ellerbroek's derivation of (6), and hence (5), assumes isotropic turbulence with a Kolmogorov or von Kármán spectrum, Taylor's frozen-flow hypothesis, and no scintillation. In particular, if outer scale effects are considered and the direction of the atmospheric wind velocity is random and uniformly distributed, $\operatorname{cov}\left(c_{i}, c_{j}\right)$ may be represented mathematically as follows:

$$
\begin{align*}
\operatorname{cov}\left(c_{i}, c_{j}\right)= & \gamma\left[\int_{0}^{\infty} C_{n}^{2}(h) \mathrm{d} h\right]^{-1} \iint w_{i}(r) w_{j}\left(r^{\prime}\right) \int_{0}^{H} C_{n}^{2}(h) \\
& \times \int_{0}^{\infty} f(x)\left[J_{0}\left(\frac{2 \pi y}{L_{0}} x\right) J_{0}\left(\frac{2 \pi y^{\prime}}{L_{0}} x\right)-1\right] \mathrm{d} x \mathrm{~d} h \mathrm{~d} r \mathrm{~d} r^{\prime} \tag{7}
\end{align*}
$$

Here, $h$ is the range along the optical axis of the telescope, $H$ is the range to the nearer of the two sources for the wavefronts $\phi_{i}$ and $\phi_{j}, J_{0}$ is the zero-order Bessel function of the first kind, $C_{n}^{2}$ is the index of refraction structure constant, which specifies the steady variation of the turbulence strength at altitude $h, y$ is a scalar function of $h, r$ and $r^{\prime}, y^{\prime}$ is a scalar function depending on the wind velocity at $h, L_{0}$ is the outer scale of atmospheric turbulence at $h$, and $\gamma$ is a normalization factor. The scalar function $f(x)$ in (7) is defined as

$$
\begin{equation*}
f(x)=\frac{x}{\left(x^{2}+1\right)^{11 / 6}} \tag{8}
\end{equation*}
$$

and is related to the von Kármán spectrum. In general, it depends on the characteristics of the modeling problem being studied. We use (8) throughout the paper for illustration purposes.

Evidently, efficient and accurate evaluation of the inner most integral in (7) is highly desirable. Following the notation in [2], we denote the two-parameter Hankel transform of a function $f(x)$ by

$$
\begin{equation*}
h(\alpha, \beta)=\int_{0}^{\infty} f(x) J_{0}(\alpha x) J_{0}(\beta x) \mathrm{d} x \tag{9}
\end{equation*}
$$

where $\alpha$ and $\beta$ are nonnegative real numbers. For the inner most integral along $x$ in (7), the parameters

$$
\begin{equation*}
\alpha=\frac{2 \pi y}{L_{0}}, \quad \beta=\frac{2 \pi y^{\prime}}{L_{0}} \tag{10}
\end{equation*}
$$

depend on the function $y$ and $y^{\prime}$. Thus, use of numerical quadratures for the outer integrals require that the two-parameter Hankel transform $f$ be evaluated at multiple points. As mentioned in the introduction section, the number of quadrature nodes may be at the order of $10^{4}$. Moreover, the change in $y$ and/or $y^{\prime}$ may result in a different set of parameters.

Let $M>0$ and $N>0$. Given $M$ points $a=a(1: M)$ and $N$ points $b=b(1: N)$, we denote by

$$
\begin{equation*}
H(a, b), \quad a \in R^{M}, b \in R^{N} . \tag{11}
\end{equation*}
$$

the $M \times N$ matrix with entries $h\left(a_{i}, b_{j}\right), i=1: M, j=1: N$. For simplicity, we may assume $M=N$. By the modeling framework, if, instead, the direction of the atmospheric wind velocity is assumed to be known, then $h(\alpha, \beta)$ becomes a function of a single parameter, $h(\alpha)$ [4], i.e. a single-parameter Hankel transform.

Two computational approaches for evaluating $H(a, b)$ have been presented in previous work. One approach simply employs numerical quadrature to the integration, requiring the evaluation of the Bessel function $J_{0}$ at many quadrature points, which in turn may be computed either by the integral representation of $J_{0}$,

$$
\begin{equation*}
J_{0}(\alpha)=\frac{1}{\pi} \int_{0}^{\pi} \cos (\alpha \cos \theta) \mathrm{d} \theta \tag{12}
\end{equation*}
$$

or by the series representation of $J_{0}$,

$$
J_{0}(\alpha)=\sum_{k=0}^{\infty}(-1)^{k}\left(\frac{\alpha^{k}}{2^{k} k!}\right)^{2}
$$

The alternative approach, which was proposed recently by Ellerbroek [3], applies the Mellin transform convolution theorem and the Cauchy residue theorem to convert $h(\alpha, \beta)$ from integral form to a double power series in two parameters when $\alpha<\beta$. The resulting expression is

$$
\begin{align*}
h(\alpha, \beta)= & \gamma_{1} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{u^{n}}{(n!)^{2}} \frac{(n+m)!}{\left(\frac{1}{6}\right)_{n+m}} \frac{v^{m}}{(m!)^{2}}+\gamma_{2} v^{5 / 6} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{u^{n}}{(n!)^{2}} \frac{\left(\frac{11}{6}\right)_{n+m}}{(n+m)!} \frac{v^{m}}{\left[\left(\frac{11}{6}\right)_{m}\right]^{2}} \\
& +\gamma_{2} v^{5 / 6} \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \frac{u^{n}\left(\frac{11}{6}\right)_{n}}{n!} \frac{1}{[(n+m)!]^{2}}(u / v)^{m}\left[\left(-\frac{5}{6}\right)_{m}\right]^{2}, \tag{13}
\end{align*}
$$

where $u=\alpha^{2} / 4, v=\beta^{2} / 4, \gamma_{1}=\frac{3}{5}$, and $\gamma_{2}=\left(\Gamma\left(-\frac{5}{6}\right)\right) /\left(2 \Gamma\left(\frac{11}{6}\right)\right)$. Here $\Gamma$ is the Gamma function [2], and $(z)_{k}=(\Gamma(z+k)) / \Gamma(z)$ is a Gamma ratio. With either approach, the elements of the matrix
$H$ are computed approximately. Nevertheless, the errors introduced by numerical quadratures or by truncating the power series may be made below a pre-specified threshold. Both approaches, however, are used at the element-wise level only, in the previous work [4]. In the next two sections, we introduce matrix factorization approaches that exploit the geometry of the parameter points and the smoothness of the integrand. These approaches lead to efficient algorithms for the subsequent computations involving $H$. Preliminary work by the authors on this topic appeared in [12].

### 3.3. Compact-form representations using structured matrices

We present in this section two approaches for obtaining a compact-form representation of $H(a, b)$ for efficient subsequent computations with $H(a, b)$. The first approach is based on numerical quadratures, and the second one is based on the power expansion representation (13).

### 3.3.1. Numerical quadratures approach.

A fast single-parameter Hankel transform. We introduce first a fast approach for the single-parameter Hankel transform,

$$
\begin{equation*}
h(\alpha)=\frac{1}{\pi} \int_{-\alpha}^{\alpha} \frac{F(u)}{\sqrt{a^{2}-u^{2}}} \mathrm{~d} u \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
F(u) \int_{0}^{\infty} f(x) \cos (u x) \mathrm{d} x \tag{15}
\end{equation*}
$$

is the Fourier cosine transform of $f$ and is even in $u$. Recall that this is related to the AO performance evaluation case when the wind velocity is known. The fast transform approach comes from the work of Kapur and Rokhlin in [9]. With properly designed numerical quadratures for the computation of the integrals in (15) and (14), the transform at $N$ equally spaced points can be done with $\mathrm{O}(N \log N)$ arithmetic operations.

To compute (15), the integration range is first truncated to $[0, X]$ for some real number $X$, independent of $u$, so that $\int_{X}^{\infty} f(x) \mathrm{d} x<\tau / 2$, where $\tau$ is a given bound on approximation error. Next, we use a Newton-Cotes quadrature with $N$ equally spaced nodes. Let $h_{x}=X /(N-1)$. Then,

$$
\begin{equation*}
F(u)=h_{x} \sum_{j=0}^{N-1} f\left(x_{j}\right) \cos \left(u x_{j}\right) \omega_{j}+\eta(u)=\tilde{F}(u)+\eta(u), \tag{16}
\end{equation*}
$$

where $x_{j}=j h_{x}, \omega_{j}$ are quadrature weights at $x_{j}$, and $\eta(u)$ is the approximation error in $\tilde{F}(u)$, which is bounded by $\tau$.

Let $a(0: N-1)$ be an equally spaced set of evaluation points for the single-parameter transform (14). We assume that $a(i)=i h_{a}$ with $h_{a}=\pi / X$. Let $u=a$. Then $\tilde{F}$ in (16) at the $N$ points of $u$ can be written in matrix form

$$
\begin{equation*}
\tilde{F}(u)=C v, \quad C(i, j)=\cos (i j \pi /(N-1)), \quad v(j)=h_{x} f\left(x_{j}\right) \omega_{j} \tag{17}
\end{equation*}
$$

The matrix-vector multiplication $C v$ can be done with $\mathrm{O}(N \log N)$ operations with a fast discrete cosine transform algorithm.

We consider next the computation of (14), assuming $F(u)$ is available. Notice first that $h(0)=$ $\int_{0}^{\infty} f(x) \mathrm{d} x=F(0)$. For $i>0$, using the Trapezoidal rule with end-point correction $\left(E_{\mathrm{C}}\right)$ by Rokhlin [16], we have

$$
\begin{equation*}
h\left(a_{i}\right)=h_{a} \sum_{l=-(i-1)}^{i-1} \frac{F\left(u_{l}\right)}{\sqrt{a_{i}^{2}-u_{l}^{2}}}+E_{\mathrm{C}}\left(a_{i}, k\right)+\varepsilon\left(a_{i}, k\right), \quad i=1: N-1 \tag{18}
\end{equation*}
$$

where the term

$$
\begin{equation*}
E_{\mathrm{C}}\left(a_{i}, k\right) h_{a} \sum_{l=-k, l \neq 0}^{k} v(i, l) \frac{F\left(a_{i}+l h_{a}\right)}{\sqrt{\left|a_{i}^{2}-\left(a_{i}+l h_{a}\right)^{2}\right|}} \tag{19}
\end{equation*}
$$

deals with the singularity of the integrand in (14) at the end points. With the end correction, the error term $\varepsilon\left(a_{i}\right)$ is bounded as follows:

$$
\left|\varepsilon\left(a_{i}, k\right)\right| \leqslant \frac{\gamma}{i^{4 k-2}}
$$

where $\gamma$ is a constant, and $k$ depends only on the required accuracy. The end-point correction weights $v(i, l)$ may be pre-computed with $\mathrm{O}(k N)$ operations, and be reused. An easy modification to the quadrature can make the errors at all points $a_{i}$ uniformly bounded by a pre-specified threshold, see [19]. Since $k$ is independent of $N$ and $k \ll N$, the cost for the end-point correction is $\mathrm{O}(N)$.

We now turn to the computation of the first term in (18) at all points $a_{i}$. It is easy to check that

$$
\begin{equation*}
H(a)=M D F(u)+E_{\mathrm{C}}(a, k)+\varepsilon(a, k) \tag{20}
\end{equation*}
$$

where $D=2 I-e_{1} e_{1}^{\mathrm{T}}$, and

$$
M(i, j)= \begin{cases}1, & i=j=0  \tag{21}\\ \frac{1}{\sqrt{i^{2}-j^{2}}}, & j<i, i>0 \\ 0, & \text { otherwise }\end{cases}
$$

is a lower triangular matrix. The multiplication of $M$ with a vector may take only $\mathrm{O}(N \log N)$ operations with an algorithm based on the same idea behind the fast multipole algorithm [8].

In summary, we have

$$
H(a)=\tilde{H}(a)+M D \eta(u)+\varepsilon(a, k), \quad \tilde{H}(a)=M D C v+E_{\mathrm{C}}(a, k)
$$

The total cost for computing the approximate quantity $\tilde{H}(a)$ is $\mathrm{O}(N \log N)$ operations. Since the matrices $C$ and $M$ need not be formed element-wise explicitly, the computation may take only $\mathrm{O}(N)$ memory units.

Two-parameter Hankel transform and compact form representation. The single-parameter Hankel transform approach can be efficiently extended to the two-parameter Hankel transform. Substituting the integral representation of $J_{0}$ (12) in (9) and changing the variables $u=\alpha \cos \theta, v=\beta \cos \phi$, we have

$$
\begin{aligned}
h(\alpha, \beta) & =\frac{1}{\pi^{2}} \int_{0}^{\infty} \int_{0}^{\pi} \int_{0}^{\pi} f(x) \cos (\alpha x \cos \theta) \cos (\beta x \cos \phi) \mathrm{d} \theta \mathrm{~d} \phi \mathrm{~d} x \\
& =\frac{1}{\pi^{2}} \int_{-\alpha}^{\alpha} \int_{-\beta}^{\beta} \int_{0}^{\infty} \frac{f(x) \cos (u x) \cos (v x)}{\sqrt{\alpha^{2}-u^{2}} \sqrt{\beta^{2}-v^{2}}} \mathrm{~d} x \mathrm{~d} u \mathrm{~d} v .
\end{aligned}
$$

Let

$$
\begin{equation*}
F(u, v) \int_{0}^{\infty} f(x) \cos (u x) \cos (v x) \mathrm{d} x \tag{22}
\end{equation*}
$$

then $F(u, v)$ is well defined for the function $f$ in (8). The two-parameter Hankel transform becomes

$$
\begin{equation*}
h(\alpha, \beta)=\frac{1}{\pi^{2}} \int_{-\alpha}^{\alpha} \int_{-\beta}^{\beta} \frac{F(u, v)}{\sqrt{\alpha^{2}-u^{2}} \sqrt{\beta^{2}-v^{2}}} \mathrm{~d} u \mathrm{~d} v . \tag{23}
\end{equation*}
$$

The integrand of (23) is even in $u$ and $v$, and is singular at $\pm \alpha$ and $\pm \beta$.
Similar to the computation of the single-parameter transform, we compute $F(u, v)$ in (22) at all evaluation points needed for the computation of $H(a, b)$. For simplicity, we assume $a=b=u=v$. Thus, $h_{a}=h_{b}=h$. In matrix form

$$
\begin{equation*}
F(u, v)=\tilde{F}(u, v)+\eta(u, v), \quad \tilde{F}(u, v)=C D_{f} C^{\mathrm{T}} \tag{24}
\end{equation*}
$$

where $D_{f}=h_{x} \operatorname{diag}\left(f\left(x_{j}\right) \omega_{j}\right)$. That is, the approximate matrix $\tilde{F}(u, v)$ is the two dimensional discrete cosine transform of $D_{f}$. We note that $\tilde{F}(u, v)$ has a compact representation of $\mathrm{O}(N)$ storage complexity by using the structure of its matrix factors.

As in the single parameter case, the Trapezoidal rule with end correction can be applied to the integral in (23) in both directions $u$ and $v$. The matrix form equivalent to (20) is as follows

$$
H(a, b)=M D F(u, v) D M^{\mathrm{T}}+E_{\mathrm{C}}(a, b, k)+\varepsilon(a, b, k),
$$

where $E_{\mathrm{C}}(a, b, k)=B_{k} \tilde{F}(u, v) B_{k}^{\mathrm{T}}+E, B_{k}$ is narrow banded, $E$ is of low rank, and $k>0$, is a constant independent of $N$. Since $\tilde{F}(u, v)$ has the compact representation in (24), the approximate to $H(a, b)$

$$
\tilde{H}(a, b)=M D \tilde{F}(u, v) D M^{\mathrm{T}}+E_{\mathrm{C}}(a, b, k)
$$

has a compact-form representation of storage complexity $\mathrm{O}(N)$ as well.

### 3.3.2. Power-series expansion approach

We now employ Ellerbroek's power-series expansion (13) to obtain another structured matrix representation. First, the three double power series can be truncated so that the truncated errors are below a pre-specified bound. For convenience, we use $K\left(a_{i}, b_{j}\right)$, or simply $K$, to denote the truncation point, i.e., the largest number of remaining terms in the truncated sums for the $(i, j)$ element. Denote by $\operatorname{vand}(\alpha)$ the Vandermonde vector

$$
\operatorname{vand}(\alpha)=\left[a, \alpha, \alpha^{2}, \ldots, \alpha^{K-1}\right]^{\mathrm{T}}
$$

at node $\alpha$ of length $K$. Based on (13), we can write element $H\left(a_{i}, b_{j}\right)$ as follows:

$$
\begin{align*}
H\left(a_{i}, b_{j}\right)= & c_{1} \operatorname{vand}^{\mathrm{T}}\left(u_{i}\right) H_{1} \operatorname{vand}\left(v_{j}\right) \\
& +c_{2} \operatorname{vand}^{\mathrm{T}}\left(u_{i}\right) H_{2} \operatorname{vand}\left(v_{j}\right) v_{j}^{5 / 6} \\
& +c_{2} \operatorname{vand}^{\mathrm{T}}\left(u_{i}\right) H_{3} \operatorname{vand}\left(u_{j} / v_{j}\right) v_{j}^{5 / 6}+\eta\left(a_{i}, b_{j}\right) \quad a_{i} \leqslant b_{j} \tag{25}
\end{align*}
$$

where $c_{1}$ and $c_{2}$ are constants, $H_{1}, H_{2}$, and $H_{3}$ are $K \times K$ Hankel matrices, up to diagonal scalings, the elements of which are independent of the values $u_{i}=\left(a_{i} / 2\right)^{2}$ and $v_{j}=\left(b_{j} / 2\right)^{2}$.


Fig. 3. 3-D view (left) of the approximation of (, ), with $h=\frac{3}{256}$, and (right) a corresponding hierarchical matrix partition. The top left corner in the matrix partition corresponds to the position of the peak in the 3-D plot.

For simplicity, we assume that $a_{i}, b_{j} \in[0,1]$ and the elements of $a$ and $b$ are in increasing order. Consider first the special case that $a_{N-1} \leqslant b_{0}$. We get directly from (25)

$$
\begin{align*}
H(a, b)= & c_{1} \operatorname{Vand}^{\mathrm{T}}(u) H_{1} \operatorname{Vand}(v) \\
& +c_{2} \operatorname{Vand}^{\mathrm{T}}(u) H_{2} \operatorname{Vand}(v) D(v)^{5 / 6} \\
& +c_{2} \operatorname{Vand}^{\mathrm{T}}(u) H_{3} \operatorname{Vand}(u \cdot / v) D(v)^{5 / 6}+\eta(a, b), \tag{26}
\end{align*}
$$

where $u$ is the vector with components $u_{i}$ and $v$ is the vector with components $v_{j}$, $\operatorname{Vand}((1: N))$ denotes the Vandermonde matrix $\left[\operatorname{vand}\left(x_{1}\right), \ldots, \operatorname{vand}\left(x_{N}\right)\right], D()$ is the diagonal matrix with the elements of placed on the diagonal. Let $K(a, b)>0$ be the truncation length for all elements so that $\eta(a, b)$ is element-wise below a pre-specified bound. It can be seen from the third sum of (25) that such a $K$ decreases with the ratio $r=a_{N-1} / b_{0}$. Thus, for small $K, H(a, b)$ can be approximated by a matrix of rank $3 K$. Notice that as long as the ratio $r$ remains the same, the rank of the approximate matrix does not increase with $N$, and the matrix has a lower rank representation. In other words, the $N \times N$ matrix has a representation of storage complexity $\mathrm{O}(N)$.

We are now in a position to show that for the case $a=b$, the matrix has a representation of storage complexity $\mathrm{O}(N \log N)$. In this case, $H(a, b)$ is symmetric. In the upper part of the matrix, all elements satisfy the expansion condition $a_{i} \leqslant b_{j}$ as in (13). We partition the upper part into blocks so that each block can be approximated by a lower rank matrix, and the number of blocks is $\mathrm{O}(N)$. Let the ratio $a_{i} / b_{j}$ in each block be bounded by 1 . Let $K$ be the truncation point. We illustrate such a partition for the case that the $a_{i}$ are equally spaced in Fig. 3. Suppose the blocks on the diagonal are of $m \times m, m \leqslant K$. The size of the blocks is doubled along the anti-diagonal. Each block can be approximated by a matrix of rank $\leqslant 3 K$. There are $\frac{3}{2} N / m$ blocks of order $m, \frac{3}{2}((N / 2 m)-1)$ blocks of order $2 m, \frac{3}{2}((N / 4 m)-1)$ blocks of order $4 m$, and so on. Thus, there are about $3 N / m$ blocks in the upper part of the matrix. Let $N=m 2^{p}$ for some $p>0$. Then, the representation storage complexity is proportional to $\sum_{j=0}^{p-1}\left[N /\left(m 2^{j}\right)-1\right] m 2^{j}=p N-(N-m)<N \log N$.

### 3.4. Computations with the compact form matrix representations

The numerical computation of outer integrals in the generation of a covariance matrix element described by the integral (7) amounts to the multiplication of a matrix $H(a, b)$ with a weight vector followed by a dot product. Each covariance matrix element is the sum of many such dot products. Using the structured matrix representation of $H(a, b)$ via numerical quadratures, the multiplication of $H(a, b)$ with a vector is obtained by a few matrix-vector multiplications and a vector summation. The matrices are either diagonal, banded, the discrete cosine transform matrix of the first type, or the multipole-type matrix as in (21). The structure of each matrix can be exploited so that the matrix-vector multiplication can be done with $\mathrm{O}(N)$ or $\mathrm{O}(N \log N)$ operations. Thus, the cost for the multiplication of $H(a, b)$ with a vector is $\mathrm{O}(N \log N)$.

By the structured matrix representation via the power series, the matrix $H(a, b)$ can be viewed as a sum of block banded matrices along $\mathrm{O}(\log N)$ diagonals. The multiplication of each block banded matrix with a vector involves $\mathrm{O}(N)$ operations. The total matrix-vector multiplication cost is thus $\mathrm{O}(N \log N)$. We note that, although the two compact representations are different in storage requirement by a factor of $\mathrm{O}(\log N)$, both lead to the matrix-vector multiplications with $\mathrm{O}(N \log N)$ arithmetic operations.

### 3.5. Additional comments

There is still room for reduction in computation cost. A study on the accuracy and efficiency for computing single-parameter Hankel transform on non-uniform sampling points as opposed to equally spaced points is reported in [19], based on the use of numerical quadratures. A similar study of two-parameter Hankel transforms is yet to be done.

The techniques to obtain power-series expansions can be extended to a larger class of computational problems with Bessel functions of the first kind as the inner most integrand. Numerical experiments show, however, that the approach via numerical quadrature is less sensitive to rounding errors than the power series approach. Our numerical experiments show that with the same partition of the $H(a, b)$, the numerical rank of each block in double precision is much lower than that suggested by the truncation point in the power series expansion.

## 4. Summary of the paper

To summarize this paper, we have considered certain representative numerical linear algebra problems arising in deformable mirror control computations in adaptive-optics compensated imaging. The randomness and time evolution of the atmospheric inhomogeneities make imaging through turbulence a difficult and challenging problem. Adaptive optics techniques afford a mechanical means of sensing and correcting for turbulence effects as they occur. High-resolution images are essential in many important applications in defense, science, engineering, law enforcement, and medicine. The need to extract meaningful information from degraded images is especially vital for such applications as aero-optics imaging, surveillance photography, and other modern imaging systems. The goals of this paper were to describe two recent innovative adaptive-optics deformable mirror control algorithms, with concentration on performance analysis, software, for on-line adaptive-optics systems for
imaging through turbulence. We feel that it is important to exploit the general mathematical structure of computational matrix problems found in several optical imaging and other signal processing problems. This may lead to a family of methods and routines that are adaptable to several scenarios in obtaining high-resolution images using modern adaptive optics systems.
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#### Abstract

The increasing availability of advanced-architecture computers has a significant effect on all spheres of scientific computation, including algorithm research and software development in numerical linear algebra. Linear algebra - in particular, the solution of linear systems of equations - lies at the heart of most calculations in scientific computing. This paper discusses some of the recent developments in linear algebra designed to exploit these advanced-architecture computers. We discuss two broad classes of algorithms: those for dense, and those for sparse matrices. (c) 2000 Elsevier Science B.V. All rights reserved.


## 1. Introduction

The increasing availability of advanced-architecture computers has a significant effect on all spheres of scientific computation, including algorithm research and software development in numerical linear algebra. Linear algebra - in particular, the solution of linear systems of equations - lies at the heart of most calculations in scientific computing. This article discusses some of the recent developments in linear algebra designed to exploit these advanced-architecture computers. We discuss two broad classes of algorithms: those for dense, and those for sparse matrices. A matrix is called sparse if it has a substantial number of zero elements, making specialized storage and algorithms necessary.

Much of the work in developing linear algebra software for advanced-architecture computers is motivated by the need to solve large problems on the fastest computers available. In this article, we focus on four basic issues: (1) the motivation for the work; (2) the development of standards

[^39]for use in linear algebra and the building blocks for libraries; (3) aspects of algorithm design and parallel implementation; and (4) future directions for research.

As representative examples of dense matrix routines, we will consider the Cholesky and LU factorizations, and these will be used to highlight the most important factors that must be considered in designing linear algebra software for advanced-architecture computers. We use these factorization routines for illustrative purposes not only because they are relatively simple, but also because of their importance in several scientific and engineering applications that make use of boundary element methods. These applications include electromagnetic scattering and computational fluid dynamics problems, as discussed in more detail in Section 2.1.2.

For the past 15 years or so, there has been a great deal of activity in the area of algorithms and software for solving linear algebra problems. The goal of achieving high performance on codes that are portable across platforms has largely been realized by the identification of linear algebra kernels, the basic linear algebra subprograms (BLAS). We will discuss the EISPACK, LINPACK, LAPACK, and ScaLAPACK libraries which are expressed in successive levels of the BLAS.

The key insight of our approach to designing linear algebra algorithms for advanced architecture computers is that the frequency with which data are moved between different levels of the memory hierarchy must be minimized in order to attain high performance. Thus, our main algorithmic approach for exploiting both vectorization and parallelism in our implementations is the use of block-partitioned algorithms, particularly in conjunction with highly tuned kernels for performing matrix-vector and matrix-matrix operations (the Level 2 and 3 BLAS).

## 2. Dense linear algebra algorithms

### 2.1. Overview of dense algorithms

Common operations involving dense matrices are the solution of linear systems

$$
A x=b
$$

the least-squares solution of over- or underdetermined systems

$$
\min _{x}\|A x-b\|
$$

and the computation of eigenvalues and -vectors

$$
A x=\lambda x
$$

Although these problems are formulated as matrix-vector equations, their solution involves a definite matrix-matrix component. For instance, in order to solve a linear system, the coefficient matrix is first factored as

$$
A=L U
$$

(or $A=U^{\mathrm{T}} U$ in the case of symmetry) where $L$ and $U$ are lower and upper triangular matrices, respectively. It is a common feature of these matrix-matrix operations that they take, on a matrix of size $n \times n$, a number of operations proportional to $n^{3}$, a factor $n$ more than the number of data elements involved.

Thus, we are led to identify three levels of linear algebra operations:

- Level 1: vector-vector operations such as the update $y \leftarrow y+\alpha x$ and the inner product $d=x^{\mathrm{T}} y$. These operations involve (for vectors of length $n$ ) $\mathrm{O}(n)$ data and $\mathrm{O}(n)$ operations.
- Level 2: matrix-vector operations such as the matrix-vector product $y=A x$. These involve $\mathrm{O}\left(n^{2}\right)$ operations on $\mathrm{O}\left(n^{2}\right)$ data.
- Level 3: matrix-matrix operations such as the matrix-matrix product $C=A B$. These involve $\mathrm{O}\left(n^{3}\right)$ operations on $\mathrm{O}\left(n^{2}\right)$ data.

These three levels of operations have been realized in a software standards known as the basic linear algebra subprograms (BLAS) [17,18,46]. Although BLAS routines are freely available on the net, many computer vendors supply a tuned, often assembly coded, BLAS library optimized for their particular architecture, see also Section 4.3.

The relation between the number of operations and the amount of data is crucial for the performance of the algorithm. We discuss this in detail in Section 3.1.

### 2.1.1. Loop rearranging

The operations of BLAS levels 2 and 3 can be implemented using doubly and triply nested loops, respectively. With simply modifications, this means that for level 2 each algorithms has two, and for level 3 six different implementations [20]. For instance, solving a lower triangular system $L x=y$ is mostly written

$$
\begin{aligned}
& \text { for } i=1 \ldots n \\
& \quad t=0 \\
& \quad \text { for } j=1 \ldots i-1 \\
& \quad t \leftarrow t+\ell_{i j} x_{j} \\
& \quad x=\ell_{i i}^{-1}\left(y_{i}-t\right)
\end{aligned}
$$

but can also be written as

$$
\begin{aligned}
& \text { for } j=1 \ldots n \\
& \quad x_{j}=\ell_{j j}^{-1} y_{j} \\
& \quad \text { for } i=j+1 \ldots n \\
& \quad y_{i} \leftarrow y_{i}-\ell_{i j} x_{j}
\end{aligned}
$$

(The latter implementation overwrites the right-hand side vector $y$, but this can be eliminated.)
While the two implementations are equivalent in terms of number of operations, there may be substantial differences in performance due to architectural considerations. We note, for instance, that the inner loop in the first implementation uses a row of $L$, whereas the inner loop in the second traverses a column. Since matrices are usually stored with either rows or columns in contiguous locations, column storage the historical default inherited from the FORTRAN programming language, the performance of the two can be radically different. We discuss this point further in Section 3.1.

### 2.1.2. Uses of $L U$ factorization in science and engineering

A major source of large dense linear systems is problems involving the solution of boundary integral equations [26]. These are integral equations defined on the boundary of a region of interest. All examples of practical interest compute some intermediate quantity on a two-dimensional boundary
and then use this information to compute the final desired quantity in three-dimensional space. The price one pays for replacing three dimensions with two is that what started as a sparse problem in $\mathrm{O}\left(n^{3}\right)$ variables is replaced by a dense problem in $\mathrm{O}\left(n^{2}\right)$.

Dense systems of linear equations are found in numerous applications, including:

- airplane wing design;
- radar cross-section studies;
- flow around ships and other off-shore constructions;
- diffusion of solid bodies in a liquid;
- noise reduction; and
- diffusion of light through small particles.

The electromagnetics community is a major user of dense linear systems solvers. Of particular interest to this community is the solution of the so-called radar cross-section problem. In this problem, a signal of fixed frequency bounces off an object; the goal is to determine the intensity of the reflected signal in all possible directions. The underlying differential equation may vary, depending on the specific problem. In the design of stealth aircraft, the principal equation is the Helmholtz equation. To solve this equation, researchers use the method of moments [37,62]. In the case of fluid flow, the problem often involves solving the Laplace or Poisson equation. Here, the boundary integral solution is known as the panel method [38,39], so named from the quadrilaterals that discretize and approximate a structure such as an airplane. Generally, these methods are called boundary element methods.

Use of these methods produces a dense linear system of size $\mathrm{O}(N) \times \mathrm{O}(N)$, where $N$ is the number of boundary points (or panels) being used. It is not unusual to see size $3 N \times 3 N$, because of three physical quantities of interest at every boundary element.

A typical approach to solving such systems is to use LU factorization. Each entry of the matrix is computed as an interaction of two boundary elements. Often, many integrals must be computed. In many instances, the time required to compute the matrix is considerably larger than the time for solution.

The builders of stealth technology who are interested in radar cross-sections are using direct Gaussian elimination methods for solving dense linear systems. These systems are always symmetric and complex, but not Hermitian.

For further information on various methods for solving large dense linear algebra problems that arise in computational fluid dynamics, see the report by Alan Edelman [26].

### 2.2. Block algorithms and their derivation

It is comparatively straightforward to recode many of the dense linear algebra algorithms so that they use level 2 BLAS. Indeed, in the simplest cases the same floating-point operations are done, possibly even in the same order: it is just a matter of reorganizing the software. To illustrate this point, we consider the Cholesky factorization algorithm, which factors a symmetric positive-definite matrix as $A=U^{\mathrm{T}} U$. We consider Cholesky factorization because the algorithm is simple, and no pivoting is required on a positive-definite matrix.

Suppose that after $j-1$ steps the block $A_{00}$ in the upper left-hand corner of $A$ has been factored as $A_{00}=U_{00}^{\mathrm{T}} U_{00}$. The next row and column of the factorization can then be computed by writing
$A=U^{\mathrm{T}} U$ as

$$
\left(\begin{array}{ccc}
A_{00} & b_{j} & A_{02} \\
\cdot & a_{j j} & c_{j}^{\mathrm{T}} \\
\cdot & \cdot & A_{22}
\end{array}\right)=\left(\begin{array}{ccc}
U_{00}^{\mathrm{T}} & 0 & 0 \\
v_{j}^{\mathrm{T}} & u_{j j} & 0 \\
U_{02}^{\mathrm{T}} & w_{j} & U_{22}^{\mathrm{T}}
\end{array}\right)\left(\begin{array}{ccc}
U_{00} & v_{j} & U_{02} \\
0 & u_{j j} & w_{j}^{\mathrm{T}} \\
0 & 0 & U_{22}
\end{array}\right),
$$

where $b_{j}, c_{j}, v_{j}$, and $w_{j}$ are column vectors of length $j-1$, and $a_{j j}$ and $u_{j j}$ are scalars. Equating coefficients on the $j$ th column, we obtain

$$
b_{j}=U_{00}^{\mathrm{T}} v_{j}, \quad a_{j j}=v_{j}^{\mathrm{T}} v_{j}+u_{j j}^{2}
$$

Since $U_{00}$ has already been computed, we can compute $v_{j}$ and $u_{j j}$ from the equations

$$
U_{00}^{\mathrm{T}} v_{j}=b_{j}, \quad u_{j j}^{2}=a_{j j}-v_{j}^{\mathrm{T}} v_{j}
$$

The computation of $v_{j}$ is a triangular system solution, a BLAS level 2 operation. Thus, a code using this will have a single call replacing a loop of level 1 calls or a doubly nested loop of scalar operations.

This change by itself is sufficient to result in large gains in performance on a number of machines - for example, from 72 to 251 megaflops for a matrix of order 500 on one processor of a CRAY Y-MP. Since this is $81 \%$ of the peak speed of matrix-matrix multiplication on this processor, we cannot hope to do very much better by using level 3 BLAS.

We can, however, restructure the algorithm at a deeper level to exploit the faster speed of the level 3 BLAS. This restructuring involves recasting the algorithm as a block algorithm - that is, an algorithm that operates on blocks or submatrices of the original matrix.

### 2.2.1. Deriving a block algorithm

To derive a block form of Cholesky factorization, we partition the matrices as shown in Fig. 1, in which the diagonal blocks of $A$ and $U$ are square, but of differing sizes. We assume that the first block has already been factored as $A_{00}=U_{00}^{\mathrm{T}} U_{00}$, and that we now want to determine the second block column of $U$ consisting of the blocks $U_{01}$ and $U_{11}$. Equating submatrices in the second block of columns, we obtain

$$
\begin{aligned}
& A_{01}=U_{00}^{\mathrm{T}} U_{01} \\
& A_{11}=U_{01}^{\mathrm{T}} U_{01}+U_{11}^{\mathrm{T}} U_{11}
\end{aligned}
$$

| $A_{00}$ | $A_{01}$ | $A_{02}$ |
| :--- | :--- | :--- |
| $A_{01}^{\top}$ | $A_{11}$ | $A_{12}$ |
| $A_{02}^{\top}$ | $A_{12}^{\top}$ | $A_{22}$ |


$=$| $U_{00}^{\top}$ | 0 | 0 |
| :---: | :---: | :---: |
| $U_{01}^{\top}$ | $U_{11}^{\top}$ | 0 |
| $U_{02}^{\top}$ | $U_{12}^{\top}$ | $U_{22}^{\top}$ |$*$


$*$| $U_{00}$ | $U_{01}$ | $U_{02}$ |
| :---: | :---: | :---: |
| 0 | $U_{11}$ | $U_{12}$ |
| 0 | 0 | $U_{22}$ |

Fig. 1. Partitioning of $A, U^{\mathrm{T}}$, and $U$ into blocks. It is assumed that the first block has already been factored as $A_{00}=U_{00}^{\mathrm{T}} U_{00}$, and we next want to determine the block column consisting of $U_{01}$ and $U_{11}$. Note that the diagonal blocks of $A$ and $U$ are square matrices.

Table 1
Speed (Megaflops) of Cholesky factorization $A=U^{\mathrm{T}} U$ for $n=500$

|  | CRAY T-90 | CRAY T-90 |
| :--- | :---: | :---: |
|  | 1 proc. | 4 proc. |
| $j$-variant: LINPACK | 376 | 392 |
| $j$-variant: using level 3 BLAS | 1222 | 2306 |
| $i$-variant: using level 3 BLAS | 1297 | 3279 |

Hence, since $U_{00}$ has already been computed, we can compute $U_{01}$ as the solution to the equation

$$
U_{00}^{\mathrm{T}} U_{01}=A_{01}
$$

by a call to the level 3 BLAS routine STRSM; and then we can compute $U_{11}$ from

$$
U_{11}^{\mathrm{T}} U_{11}=A_{11}-U_{01}^{\mathrm{T}} U_{01}
$$

This involves first updating the symmetric submatrix $A_{11}$ by a call to the level 3 BLAS routine SSYRK, and then computing its Cholesky factorization. Since Fortran does not allow recursion, a separate routine must be called, using level 2 BLAS rather than level 3. In this way, successive blocks of columns of $U$ are computed.

But that is not the end of the story, and the code given above is not the code actually used in the LAPACK routine SPOTRF. We mentioned earlier that for many linear algebra computations there are several algorithmic variants, often referred to as $i$-, $j$-, and $k$-variants, according to a convention introduced in $[15,20]$ and explored further in $[53,54]$. The same is true of the corresponding block algorithms.

It turns out that the $j$-variant chosen for LINPACK, and used in the above examples, is not the fastest on many machines, because it performs most of the work in solving triangular systems of equations, which can be significantly slower than matrix-matrix multiplication. The variant actually used in LAPACK is the $i$-variant, which relies on matrix-matrix multiplication for most of the work.

Table 1 summarizes the results.

## 3. The influence of computer architecture on performance

### 3.1. Discussion of architectural features

In Section 2.1.1 we noted that for BLAS levels 2 and 3 several equivalent implementations of the operations exist. These differ, for instance, in whether they access a matrix operand by rows or columns in the inner loop. In FORTRAN, matrices are stored by columns, so accessing a column corresponds to accessing consecutive memory elements. On the other hand, as one proceeds across a row, the memory references jump across memory, the length of the jump being proportional to the length of a column.

We will now give a simplified discussion on the various architectural issues that influence the choice of algorithm. The following is, of necessity, a simplified account of the state of affairs for any particular architecture.

At first, we concentrate only on 'nonblocked' algorithms. In blocked methods, discussed in more detail below, every algorithm has two levels on which we can consider loop arranging: the block level, and the scalar level. Often, the best arrangement on one level is not the best on the other. The next two subsections concern themselves with the scalar level.

### 3.1.1. Using consecutive elements

The decision how to traverse matrix elements should usually be taken so as to use elements that are consecutive in storage. There are at least three architectural reasons for this.

Page swapping: By using consecutive memory elements, instead of ones at some stride distance of each other, the amount of memory page swapping is minimized.

Memory banks: If the processor cycle is faster than the memory cycle, and memory consists of interleaved banks, consecutive elements will be in different banks. By contrast, taking elements separated a distance equal to the number of banks, all elements will come from the same bank. This will reduce the effective performance of the algorithm to the memory speed instead of the processor speed.

Cache lines: Processors with a memory cache typically do not bring in single elements from memory to cache, but move them one 'cache line' at a time. A cache line consists of a small number of consecutive memory elements. Thus, using consecutive memory storage elements means that a next element will already be in cache and does not have to be brought into cache. This cuts down on memory traffic.

Whether consecutive elements correspond to rows or columns in a matrix depends on the programming language used. In Fortran, columns are stored consecutively, whereas C has row elements contiguous in memory.

The effects of column orientation are quite dramatic: on systems with virtual or cache memories, the LINPACK library codes (Section 4.4.2), which are written in FORTRAN and which are column-oriented, will significantly outperform FORTRAN codes that are not column-oriented. In the C language, however, algorithms should be formulated with row-orientation. We note that textbook examples of matrix algorithms are usually given in a row-oriented manner.

### 3.1.2. Cache reuse

In many contemporary architectures, memory bandwidth is not enough to keep the processor working at its peak rate. Therefore, the architecture incorporates some cache memory, a relatively small store of faster memory. The memory bandwidth problem is now shifted to bringing the elements into cache, and this problem can be obviated almost entirely if the algorithm can re-use cache elements.

Consider for instance a matrix-vector product $y=A x$. The doubly nested loop has an inner statement

$$
y_{i} \leftarrow y_{i}+a_{i j} a_{j}
$$

implying three reads and one write from memory for two operations. If we write the algorithm as

$$
y_{*}=x_{1} a_{1 *}+x_{2} a_{2 *}+\cdots,
$$

we see that, keeping $y$ in cache ${ }^{1}$ and reusing the elements of $x$, we only need to load the column of $A$, making the asymptotic demand on memory one element load once $x$ and $y$ have been brought into cache.

### 3.1.3. Blocking for cache reuse

Above, we saw in the Cholesky example how algorithms can naturally be written in terms of level 2 operations. In order to use level 3 operations, a more drastic rewrite is needed.

Suppose we want to perform the matrix-matrix multiplication $C=A B$, where all matrices are of size $n \times n$. We divide all matrices in subblocks of size $k \times k$, and let for simplicity's sake $k$ divide $n: n=k m$. Then the triply nested scalar loop becomes, in one possible rearrangement
for $i=1 \ldots m$
for $k=1 \ldots m$

$$
\begin{aligned}
& \text { for } j=1 \ldots m \\
& \quad C_{i j} \leftarrow C_{i j}+A_{i k} B_{k j}
\end{aligned}
$$

where the inner statement is now a size $k$ matrix-matrix multiplication.
If the cache is now large enough for three of these smaller matrices, we can keep $C_{i j}$ and $A_{i k}$ in cache, ${ }^{2}$ while successive blocks $B_{k j}$ are being brought in. The ratio of memory loads to operations is then (ignoring the loads of the elements of $C$ and $A$, which is amortised) $k^{2} / k^{3}$, that is, $1 / k$.

Thus, by blocking the algorithm, and arranging the loops so that blocks are reused in cache, we can achieve high performance in spite of a low-memory bandwidth.

### 3.2. Target architectures

The EISPACK and LINPACK software libraries were designed for supercomputers used in the 1970s and early 1980s, such as the CDC-7600, Cyber 205, and Cray-1. These machines featured multiple functional units pipelined for good performance [41]. The CDC-7600 was basically a high-performance scalar computer, while the Cyber 205 and Cray- 1 were early vector computers.

The development of LAPACK in the late 1980s was intended to make the EISPACK and LINPACK libraries run efficiently on shared memory, vector supercomputers. The ScaLAPACK software library will extend the use of LAPACK to distributed memory concurrent supercomputers. The development of ScaLAPACK began in 1991 and is had its first public release of software by the end of 1994.

The underlying concept of both the LAPACK and ScaLAPACK libraries is the use of blockpartitioned algorithms to minimize data movement between different levels in hierarchical memory. Thus, the ideas discussed in this chapter for developing a library for dense linear algebra computations are applicable to any computer with a hierarchical memory that (1) imposes a sufficiently large startup cost on the movement of data between different levels in the hierarchy, and for which (2) the cost of a context switch is too great to make fine grain size multithreading worthwhile. Our target machines are, therefore, medium and large grain size advanced-architecture computers. These

[^40]include "traditional" shared memory, vector supercomputers, such as the Cray C-90 and T-90, and MIMD distributed memory concurrent supercomputers, such as the SGI Origin 2000, IBM SP, Cray T3E, and HP/Convex Exemplar concurrent systems.

Future advances in compiler and hardware technologies are expected to make multithreading a viable approach for masking communication costs. Since the blocks in a block-partitioned algorithm can be regarded as separate threads, our approach will still be applicable on machines that exploit medium and coarse grain size multithreading.

## 4. Dense linear algebra libraries

### 4.1. Requirements on high-quality, reusable, mathematical software

In developing a library of high-quality subroutines for dense linear algebra computations the design goals fall into three broad classes:

- performance,
- ease-of-use,
- range-of-use.


### 4.1.1. Performance

Two important performance metrics are concurrent efficiency and scalability. We seek good performance characteristics in our algorithms by eliminating, as much as possible, overhead due to load imbalance, data movement, and algorithm restructuring. The way the data are distributed (or decomposed) over the memory hierarchy of a computer is of fundamental importance to these factors. Concurrent efficiency, $\varepsilon$, is defined as the concurrent speedup per processor [32], where the concurrent speedup is the execution time, $T_{\text {seq }}$, for the best sequential algorithm running on one processor of the concurrent computer, divided by the execution time, $T$, of the parallel algorithm running on $N_{\mathrm{p}}$ processors. When direct methods are used, as in LU factorization, the concurrent efficiency depends on the problem size and the number of processors, so on a given parallel computer and for a fixed number of processors, the running time should not vary greatly for problems of the same size. Thus, we may write

$$
\begin{equation*}
\varepsilon\left(N, N_{\mathrm{p}}\right)=\frac{1}{N_{\mathrm{p}}} \frac{T_{\mathrm{seq}}(N)}{T\left(N, N_{\mathrm{p}}\right)}, \tag{1}
\end{equation*}
$$

where $N$ represents the problem size. In dense linear algebra computations, the execution time is usually dominated by the floating-point operation count, so the concurrent efficiency is related to the performance, $G$, measured in floating-point operations per second by

$$
\begin{equation*}
G\left(N, N_{\mathrm{p}}\right)=\frac{N_{\mathrm{P}}}{t_{\text {calc }}} \varepsilon\left(N, N_{\mathrm{p}}\right), \tag{2}
\end{equation*}
$$

where $t_{\text {calc }}$ is the time for floating-point operation. For iterative routines, such as eigensolvers, the number of iterations, and hence the execution time, depends not only on the problem size, but also on other characteristics of the input data, such as condition number. A parallel algorithm is said to be scalable [34] if the concurrent efficiency depends on the problem size and number of processors
only through their ratio. This ratio is simply the problem size per processor, often referred to as the granularity. Thus, for a scalable algorithm, the concurrent efficiency is constant as the number of processors increases while keeping the granularity fixed. Alternatively, Eq. (2) shows that this is equivalent to saying that, for a scalable algorithm, the performance depends linearly on the number of processors for fixed granularity.

### 4.1.2. Ease-of-use

Ease-of-use is concerned with factors such as portability and the user interface to the library. Portability, in its most inclusive sense, means that the code is written in a standard language, such as Fortran or C , and that the source code can be compiled on an arbitrary machine to produce a program that will run correctly. We call this the "mail-order software" model of portability, since it reflects the model used by software servers such as netlib [19]. This notion of portability is quite demanding. It requires that all relevant properties of the computer's arithmetic and architecture be discovered at runtime within the confines of a compilable Fortran code. For example, if it is important to know the overflow threshold for scaling purposes, it must be determined at runtime without overflowing, since overflow is generally fatal. Such demands have resulted in quite large and sophisticated programs [24,44], which must be modified frequently to deal with new architectures and software releases. This "mail-order" notion of software portability also means that codes generally must be written for the worst possible machine expected to be used, thereby often degrading performances on all others. Ease-of-use is also enhanced if implementation details are largely hidden from the user, for example, through the use of an object-based interface to the library [22].

### 4.1.3. Range-of-use

Range-of-use may be gauged by how numerically stable the algorithms are over a range of input problems, and the range of data structures the library will support. For example, LINPACK and EISPACK deal with dense matrices stored in a rectangular array, packed matrices where only the upper- or lower-half of a symmetric matrix is stored, and banded matrices where only the nonzero bands are stored. In addition, some special formats such as Householder vectors are used internally to represent orthogonal matrices. In the second half of this paper we will focus on sparse matrices, that is matrices with many zero elements, which may be stored in many different ways.

### 4.2. Portability, scalability, and standards

Portability of programs has always been an important consideration. Portability was easy to achieve when there was a single architectural paradigm (the serial von Neumann machine) and a single programming language for scientific programming (Fortran) embodying that common model of computation. Architectural and linguistic diversity have made portability much more difficult, but no less important, to attain. Users simply do not wish to invest significant amounts of time to create large-scale application codes for each new machine. Our answer is to develop portable software libraries that hide machine-specific details.

In order to be truly portable, parallel software libraries must be standardized. In a parallel computing environment in which the higher-level routines and/or abstractions are built upon lower-level computation and message-passing routines, the benefits of standardization are particularly apparent.

Furthermore, the definition of computational and message-passing standards provides vendors with a clearly defined base set of routines that they can implement efficiently.

From the user's point of view, portability means that, as new machines are developed, they are simply added to network, supplying cycles where they are most appropriate.

From the mathematical software developer's point of view, portability may require significant effort. Economy in development and maintenance of mathematical software demands that such development effort be leveraged over as many different computer systems as possible. Given the great diversity of parallel architectures, this type of portability is attainable to only a limited degree, but machine dependences can at least be isolated.

LAPACK is an example of a mathematical software package whose highest-level components are portable, while machine dependences are hidden in lower-level modules. Such a hierarchical approach is probably the closest one can come to software portability across diverse parallel architectures. And the BLAS that are used so heavily in LAPACK provide a portable, efficient, and flexible standard for applications programmers.

Like portability, scalabililty demands that a program be reasonably effective over a wide range of number of processors. Maintaining scalability of parallel algorithms, and the software libraries implementing them, over a wide range of architectural designs and numbers of processors will likely require that the fundamental granularity of computation be adjustable to suit the particular circumstances in which the software may happen to execute. Our approach to this problem is block algorithms with adjustable block size. In many cases, however, polyalgorithms ${ }^{3}$ may be required to deal with the full range of architectures and processor multiplicity likely to be available in the future.

Scalable parallel architectures of the future are likely to be based on a distributed memory architectural paradigm. In the longer term, progress in hardware development, operating systems, languages, compilers, and communications may make it possible for users to view such distributed architectures (without significant loss of efficiency) as having a shared memory with a global address space. For the near term, however, the distributed nature of the underlying hardware will continue to be visible at the programming level; therefore, efficient procedures for explicit communication will continue to be necessary. Given this fact, standards for basic message passing (send/receive), as well as higher-level communication constructs (global summation, broadcast, etc.), become essential to the development of scalable libraries that have any degree of portability. In addition to standardizing general communication primitives, it may also be advantageous to establish standards for problem-specific constructs in commonly occurring areas such as linear algebra.

The basic linear algebra communication subprograms (BLACS) $[16,23]$ is a package that provides the same ease of use and portability for MIMD message-passing linear algebra communication that the BLAS $[17,18,46]$ provide for linear algebra computation. Therefore, we recommend that future software for dense linear algebra on MIMD platforms consist of calls to the BLAS for computation and calls to the BLACS for communication. Since both packages will have been optimized for a particular platform, good performance should be achieved with relatively little effort. Also, since both packages will be available on a wide variety of machines, code modifications required to change platforms should be minimal.

[^41]
### 4.3. The BLAS as the key to portability

At least three factors affect the performance of compilable code:

1. Vectorization/cache reuse: Designing vectorizable algorithms in linear algebra is usually straightforward. Indeed, for many computations there are several variants, all vectorizable, but with different characteristics in performance (see, for example, [15]). Linear algebra algorithms can approach the peak performance of many machines - principally because peak performance depends on some form of chaining of vector addition and multiplication operations or cache reuse, and this is just what the algorithms require. However, when the algorithms are realized in straightforward Fortran77 or C code, the performance may fall well short of the expected level, usually because Fortran compilers fail to minimize the number of memory references - that is, the number of vector load and store operations or effectively reuse cache.
2. Data movement: What often limits the actual performance of a vector, or scalar, floating-point unit is the rate of transfer of data between different levels of memory in the machine. Examples include the transfer of vector operands in and out of vector registers, the transfer of scalar operands in and out of a high speed cache, the movement of data between main memory and a high-speed cache or local memory, paging between actual memory and disk storage in a virtual memory system, and interprocessor communication on a distributed memory concurrent computer.
3. Parallelism: The nested loop structure of most linear algebra algorithms offers considerable scope for loop-based parallelism. This is the principal type of parallelism that LAPACK and ScaLAPACK presently aim to exploit. On shared memory concurrent computers, this type of parallelism can sometimes be generated automatically by a compiler, but often requires the insertion of compiler directives. On distributed memory concurrent computers, data must be moved between processors. This is usually done by explicit calls to message passing routines, although parallel language extensions such as and Coherent Parallel C [30] and Split-C [13] do the message passing implicitly.
These issues can be controlled, while obtaining the levels of performance that machines can offer, through use of the BLAS, introduced in Section 2.1.

Level 1 BLAS are used in LAPACK, but for convenience rather than for performance: they perform an insignificant fraction of the computation, and they cannot achieve high efficiency on most modern supercomputers. Also, the overhead entailed in calling the BLAS reduces the efficiency of the code. This reduction is negligible for large matrices, but it can be quite significant for small matrices. Fortunately, level 1 BLAS can be removed from the smaller, more frequently used LAPACK codes in a short editing session.

Level 2 BLAS can achieve near-peak performance on many vector processors, such as a single processor of a CRAY X-MP or Y-MP, or Convex C-2 machine. However, on other vector processors such as a CRAY-2 or an IBM 3090 VF, the performance of level 2 BLAS is limited by the rate of data movement between different levels of memory.

Level 3 BLAS overcome this limitation. Level 3 of BLAS performs $\mathrm{O}\left(n^{3}\right)$ floating-point operations on $\mathrm{O}\left(n^{2}\right)$ data, whereas level 2 BLAS perform only $\mathrm{O}\left(n^{2}\right)$ operations on $\mathrm{O}\left(n^{2}\right)$ data. Level 3 BLAS also allow us to exploit parallelism in a way that is transparent to the software that calls them. While Level 2 BLAS offer some scope for exploiting parallelism, greater scope is provided by Level 3 BLAS, as Table 2 illustrates.

Table 2
Speed in Mflop/s of level 2 and level 3 BLAS operations on a CRAY C90 (all matrices are of order 1000; $U$ is upper triangular)

| Number of processors | 1 | 2 | 4 | 8 | 16 |
| :--- | :--- | :--- | :--- | :--- | ---: |
| Level 2: $y \leftarrow \alpha A x+\beta y$ | 899 | 1780 | 3491 | 6783 | 11207 |
| Level 3: $C \leftarrow \alpha A B+\beta C$ | 900 | 1800 | 3600 | 7199 | 14282 |
| Level 2: $x \leftarrow U x$ | 852 | 1620 | 3063 | 5554 | 6953 |
| Level 3: $B \leftarrow U B$ | 900 | 1800 | 3574 | 7147 | 13281 |
| Level 2: $x \leftarrow U^{-1} x$ | 802 | 1065 | 1452 | 1697 | 1558 |
| Level 3: $B \leftarrow U^{-1} B$ | 896 | 1792 | 3578 | 7155 | 14009 |

The BLAS can provide portable high performance through being a standard that is available on many platforms. Ideally, the computer manufacturer has provided an assembly coded BLAS tuned for that particular architecture, but there is a standard implementation available that can simply be compiled and linked. Using this standard BLAS may improve the efficiency of programs when they are run on nonoptimizing compilers. This is because doubly subscripted array references in the inner loop of the algorithm are replaced by singly subscripted array references in the appropriate BLAS. The effect can be seen for matrices of quite small order, and for large orders the savings are quite significant.

### 4.4. Overview of dense linear algebra libraries

Over the past 25 years, we have been directly involved in the development of several important packages of dense linear algebra software: EISPACK, LINPACK, LAPACK, and the BLAS. Most recently, we have been involved in the development of ScaLAPACK, a scalable version of LAPACK for distributed memory concurrent computers. In this section, we give a brief review of these packages - their history, their advantages, and their limitations on high-performance computers.

### 4.4.1. EISPACK

EISPACK is a collection of Fortran subroutines that compute that eigenvalues and eigenvectors of nine classes of matrices: complex general, complex Hermitian, real general, real symmetric, real symmetric banded, real symmetric tridiagonal, special real tridiagonal, generalized real, and generalized real symmetric matrices. In addition, two routines are included that use singular value decomposition to solve certain least-squares problems.

EISPACK is primarily based on a collection of Algol procedures developed in the 1960s and collected by J.H. Wilkinson and C. Reinsch in a volume entitled Linear Algebra in the Handbook for Automatic Computation [64] series. This volume was not designed to cover every possible method of solution; rather, algorithms were chosen on the basis of their generality, elegance, accuracy, speed, or economy of storage.

Since the release of EISPACK in 1972, over 10000 copies of the collection have been distributed worldwide.

### 4.4.2. LINPACK

LINPACK is a collection of Fortran subroutines that analyze and solve linear equations and linear least-squares problems. The package solves linear systems whose matrices are general, banded, symmetric indefinite, symmetric positive-definite, triangular, and tridiagonal square. In addition, the package computes the QR and singular-value decompositions of rectangular matrices and applies them to least-squares problems.

LINPACK is organized around four matrix factorizations: LU factorization, pivoted Cholesky factorization, QR factorization, and singular value decomposition. The term LU factorization is used here in a very general sense to mean the factorization of a square matrix into a lower triangular part and an upper triangular part, perhaps with pivoting. Next, we describe the organization and factors influencing LINPACK's efficiency.

LINPACK uses column-oriented algorithms to increase efficiency by preserving locality of reference. By column orientation we mean that the LINPACK codes always reference arrays down columns, not across rows. This works because Fortran stores arrays in column major order. This means that as one proceeds down a column of an array, the memory references proceed sequentially in memory. Thus, if a program references an item in a particular block, the next reference is likely to be in the same block. See further Section 3.1.1. LINPACK uses level 1 BLAS; see Section 4.3.

Since the release of LINPACK, over 20000 copies of the collection have been distributed worldwide.

### 4.4.3. LAPACK

LAPACK [14] provides routines for solving systems of simultaneous linear equations, least-squares solutions of linear systems of equations, eigenvalue problems, and singular-value problems. The associated matrix factorizations (LU, Cholesky, QR, SVD, Schur, generalized Schur) are also provided, as are related computations such as reordering of the Schur factorizations and estimating condition numbers. Dense and banded matrices are handled, but not general sparse matrices. In all areas, similar functionality is provided for real and complex matrices, in both single and double precision.

The original goal of the LAPACK project was to make the widely used EISPACK and LINPACK libraries run efficiently on shared-memory vector and parallel processors. On these machines, LINPACK and EISPACK are inefficient because their memory access patterns disregard the multilayered memory hierarchies of the machines, thereby spending too much time moving data instead of doing useful floating-point operations. LAPACK addresses this problem by reorganizing the algorithms to use block matrix operations, such as matrix multiplication, in the innermost loops [2,14]. These block operations can be optimized for each architecture to account for the memory hierarchy [1], and so provide a transportable way to achieve high efficiency on diverse modern machines. Here, we use the term "transportable" instead of "portable" because, for fastest possible performance, LAPACK requires that highly optimized block matrix operations be already implemented on each machine. In other words, the correctness of the code is portable, but high performance is not - if we limit ourselves to a single Fortran source code.

LAPACK can be regarded as a successor to LINPACK and EISPACK. It has virtually all the capabilities of these two packages and much more besides. LAPACK improves on LINPACK and EISPACK in four main respects: speed, accuracy, robustness and functionality. While LINPACK
and EISPACK are based on the vector operation kernels of level 1 BLAS, LAPACK was designed at the outset to exploit level 3 BLAS - a set of specifications for Fortran subprograms that do various types of matrix multiplication and the solution of triangular systems with multiple right-hand sides. Because of the coarse granularity of level 3 BLAS operations, their use tends to promote high efficiency on many high-performance computers, particularly if specially coded implementations are provided by the manufacturer.

LAPACK is designed to give high efficiency on vector processors, high-performance "superscalar" workstations, and shared memory multiprocessors. LAPACK in its present form is less likely to give good performance on other types of parallel architectures (for example, massively parallel SIMD machines, or MIMD distributed memory machines), but the ScaLAPACK project, described in Section 4.4.4, is intended to adapt LAPACK to these new architectures. LAPACK can also be used satisfactorily on all types of scalar machines (PCs, workstations, mainframes).

LAPACK, like LINPACK, provides LU and Cholesky factorizations of band matrices. The LINPACK algorithms can easily be restructured to use level 2 BLAS, though restructuring has little effect on performance for matrices of very narrow bandwidth. It is also possible to use level 3 BLAS, at the price of doing some extra work with zero elements outside the band [21]. This process becomes worthwhile for large matrices and semi-bandwidth greater than 100 or so.

### 4.4.4. ScaLAPACK

The ScaLAPACK software library extends the LAPACK library to run scalably on MIMD, distributed memory, concurrent computers [10,11]. For such machines the memory hierarchy includes the off-processor memory of other processors, in addition to the hierarchy of registers, cache, and local memory on each processor. Like LAPACK, the ScaLAPACK routines are based on block-partitioned algorithms in order to minimize the frequency of data movement between different levels of the memory hierarchy. The fundamental building blocks of the ScaLAPACK library are distributed memory versions of levels 2 and 3 BLAS, and a set of BLACS [16,23] for communication tasks that arise frequently in parallel linear algebra computations. In the ScaLAPACK routines, all interprocessor communication occurs within the distributed BLAS and BLACS, so the source code of the top software layer of ScaLAPACK looks very similar to that of LAPACK.

## 5. Future research directions in dense algorithms

Traditionally, large, general-purpose mathematical software libraries have required users to write their own programs that call library routines to solve specific subproblems that arise during a computation. Adapted to a shared-memory parallel environment, this conventional interface still offers some potential for hiding underlying complexity. For example, the LAPACK project incorporates parallelism in level 3 BLAS, where it is not directly visible to the user.

But when going from shared-memory systems to the more readily scalable distributed memory systems, the complexity of the distributed data structures required is more difficult to hide from the user. Not only must the problem decomposition and data layout be specified, but different phases of the user's problem may require transformations between different distributed data structures.

These deficiencies in the conventional user interface have prompted extensive discussion of alternative approaches for scalable parallel software libraries of the future. Possibilities include:

1. Traditional function library (i.e., minimum possible change to the status quo in going from serial to parallel environment). This will allow one to protect the programming investment that has been made.
2. Reactive servers on the network. A user would be able to send a computational problem to a server that was specialized in dealing with the problem. This fits well with the concepts of a networked, heterogeneous computing environment with various specialized hardware resources (or even the heterogeneous partitioning of a single homogeneous parallel machine).
3. General interactive environments like Matlab or Mathematica, perhaps with "expert" drivers (i.e., knowledge-based systems). With the growing popularity of the many integrated packages based on this idea, this approach would provide an interactive, graphical interface for specifying and solving scientific problems. Both the algorithms and data structures are hidden from the user, because the package itself is responsible for storing and retrieving the problem data in an efficient, distributed manner. In a heterogeneous networked environment, such interfaces could provide seamless access to computational engines that would be invoked selectively for different parts of the user's computation according to which machine is most appropriate for a particular subproblem.
4. Domain-specific problem solving environments, such as those for structural analysis. Environments like Matlab and Mathematica have proven to be especially attractive for rapid prototyping of new algorithms and systems that may subsequently be implemented in a more customized manner for higher performance.
5. Reusable templates (i.e., users adapt "source code" to their particular applications). A template is a description of a general algorithm rather than the executable object code or the source code more commonly found in a conventional software library. Nevertheless, although templates are general descriptions of key data structures, they offer whatever degree of customization the user may desire.
Novel user interfaces that hide the complexity of scalable parallelism will require new concepts and mechanisms for representing scientific computational problems and for specifying how those problems relate to each other. Very high level languages and systems, perhaps graphically based, not only would facilitate the use of mathematical software from the user's point of view, but also would help to automate the determination of effective partitioning, mapping, granularity, data structures, etc. However, new concepts in problem specification and representation may also require new mathematical research on the analytic, algebraic, and topological properties of problems (e.g., existence and uniqueness).

We have already begun work on developing such templates for sparse matrix computations. Future work will focus on extending the use of templates to dense matrix computations.

We hope the insight we gained from our work will influence future developers of hardware, compilers and systems software so that they provide tools to facilitate development of high quality portable numerical software.
The EISPACK, LINPACK, and LAPACK linear algebra libraries are in the public domain, and are available from netlib. For example, for more information on how to obtain LAPACK, send the following one-line email message to netlib@ornl.gov:
or visit the web site at http://www.netlib.org/lapack/. Information for EISPACK, LINPACK, and ScaLAPACK can be similarly obtained.

## 6. Sparse linear algebra methods

### 6.1. Origin of sparse linear systems

The most common source of sparse linear systems is the numerical solution of partial differential equations. Many physical problems, such as fluid flow or elasticity, can be described by partial differential equations. These are implicit descriptions of a physical model, describing some internal relation such as stress forces. In order to arrive at an explicit description of the shape of the object or the temperature distribution, we need to solve the PDE, and for this we need numerical methods.

### 6.1.1. Discretized partial differential equations

Several methods for the numerical solution of PDEs exist, the most common ones being the methods of finite elements, finite differences, and finite volumes. A common feature of these is that they identify discrete points in the physical object, and give a set of equations relating these points.

Typically, only points that are physically close together are related to each other in this way. This gives a matrix structure with very few nonzero elements per row, and the nonzeros are often confined to a 'band' in the matrix.

### 6.1.2. Sparse matrix structure

Matrices from discretized partial differential equations contain so many zero elements that it pays to find a storage structure that avoids storing these zeros. The resulting memory savings, however, are offset by an increase in programming complexity, and by decreased efficiency of even simple operations such as the matrix-vector product.

More complicated operations, such as solving a linear system, with such a sparse matrix present a next level of complication, as both the inverse and the LU factorization of a sparse matrix are not as sparse, thus needing considerably more storage. Specifically, the inverse of the type of sparse matrix we are considering is a full matrix, and factoring such a sparse matrix fills in the band completely.

Example. Central differences in $d$ dimensions, $n$ points per line, matrix size $N=n^{d}$, bandwidth $q=n^{d-1}$ in natural ordering, number of nonzero $\sim n^{d}$, number of matrix elements $N^{2}=n^{2 d}$, number of elements in factorization $N^{1+(d-1) / d}$.

### 6.2. Basic elements in sparse linear algebra methods

Methods for sparse systems use, like those for dense systems, vector-vector, matrix-vector, and matrix-matrix operations. However, there are some important differences.

For iterative methods, discussed in Section 8, there are almost no matrix-matrix operations. See [43] for an exception. Since most modern architectures prefer these level 3 operations, the performance of iterative methods will be limited from the outset.

An even more serious objection is that the sparsity of the matrix implies that indirect addressing is used for retrieving elements. For example, in the popular row-compressed matrix storage format, the matrix-vector multiplication looks like

```
for \(i=1 \ldots n\)
    \(p \leftarrow\) pointer to row \(i\)
    for \(j=1, n_{i}\)
        \(y_{i} \leftarrow y_{i}+a(p+j) x(c(p+j))\)
```

where $n_{i}$ is the number of nonzeros in row $i$, and $p(\cdot)$ is an array of column indices. A number of such algorithms for several sparse data formats are given in [6].

Direct methods can have a BLAS 3 component if they are a type of dissection method. However, in a given sparse problem, the more dense the matrices are, the smaller they are on average. They are also not general full matrices, but only banded. Thus, we do not expect very high performance on such methods either.

## 7. Direct solution methods

For the solution of a linear system one needs to factor the coefficient matrix. Any direct method is a variant of Gaussian elimination. As remarked above, for a sparse matrix, this fills in the band in which the nonzero elements are contained. In order to minimize the storage needed for the factorization, research has focused on finding suitable orderings of the matrix. Re-ordering the equations by a symmetric permutation of the matrix does not change the numerical properties of the system in many cases, and it can potentially give large savings in storage. In general, direct methods do not make use of the numerical properties of the linear system, and thus their execution time is affected in a major way by the structural properties of the input matrix.

### 7.1. Matrix graph theory

The most convenient way of talking about matrix orderings or permutations is to consider the matrix 'graph' [55]. We introduce a node for every physical variable, and nodes $i$ and $j$ are connected in the graph if the $(i, j)$ element of the matrix is nonzero. A symmetric permutation of the matrix then corresponds to a numbering of the nodes, while the connections stay the same. With these permutations, one hopes to reduce the 'bandwidth' of the matrix, and thereby the amount of fill generated by the factorization.

### 7.2. Cuthill-McKee ordering

A popular ordering strategy is the Cuthill-McKee ordering, which finds levels or wavefronts in the matrix graph. This algorithm is easily described:

1. Take any node as starting point, and call that 'level 0 '.
2. Now successively take all nodes connected to the previous level, and group them into the next level.
3. Iterate this until all nodes are grouped into some level; the numbering inside each level is of secondary importance.

This ordering strategy often gives a smaller bandwidth than the natural ordering and there are further advantages to having a level structure, e.g., for out-of-core solution or for parallel processing. Often, one uses the 'reverse Cuthill-Mckee' ordering [50].

### 7.3. Minimum degree

An explicit reduction of bandwidth is effected by the minimum degree ordering, which at any point in the factorization chooses the variable with the smallest number of connections. Considering the size of the resulting fill-in is used as a tie breaker.

### 7.4. Nested dissection

Instead of trying to minimize fill-in by reducing the bandwidth, one could try a direct approach. The 'nested dissection' ordering recursively splits the matrix graph in two, thus separating it into disjoint subgraphs. Somewhat more precisely, given a graph, this algorithm relies on the existence of a 'separator': a set of nodes such that the other nodes fall into two mutually unconnected subgraphs. The fill from first factoring these subgraphs, followed by a factorization of the separator, is likely to be lower than for other orderings.

It can be shown that for PDEs in two space dimensions this method has a storage requirement that is within a log factor of that for the matrix itself, that is, very close to optimal [33]. This proof is easy for PDEs on rectangular grids, but with enough graph theory it can be generalized [48,49]. However, for problems in three space dimensions, the nested dissection method is no longer optimal.

An advantage of dissection-type methods is that they lead to large numbers of uncoupled matrix problems. Thus, to an extent, parallelization of such methods is easy. However, the higher levels in the tree quickly have fewer nodes than the number of available processors. In addition to this, they are also the larger subproblems in the algorithm, thereby complicating the parallelization of the method.

Another practical issue is the choice of the separator set. In a model case this is trivial, but in practice, and in particular in parallel, this is a serious problem, since the balancing of the two resulting subgraphs depends on this choice. Recently, the so-called 'second eigenvector methods' have become popular for this [56].

## 8. Iterative solution methods

Direct methods, as sketched above, have some pleasant properties. Foremost is the fact that their time to solution is predictable, either a priori, or after determining the matrix ordering. This is due to the fact that the method does not rely on numerical properties of the coefficient matrix, but only on its structure. On the other hand, the amount of fill can be substantial, and with it the execution time. For large-scale applications, the storage requirements for a realistic size problem can simply be prohibitive.

Iterative methods have far lower storage demands. Typically, the storage, and the cost per iteration with it, is of the order of the matrix storage. However, the number of iterations strongly depends on properties of the linear system, and is at best known up to an order estimate; for difficult problems the methods may not even converge due to accumulated round-off errors.

### 8.1. Basic iteration procedure

In its most informal sense, an iterative method in each iteration locates an approximation to the solution of the problem, measures the error between the approximation and the true solution, and based on the error measurement improves on the approximation by constructing a next iterate. This process repeats until the error measurement is deemed small enough.

### 8.2. Stationary iterative methods

The simplest iterative methods are the 'stationary iterative methods'. They are based on finding a matrix $M$ that is, in some sense, 'close' to the coefficient matrix $A$. Instead of solving $A x=b$, which is deemed computationally infeasible, we solve $M x_{1}=b$. The true measure of how well $x_{1}$ approximates $x$ is the error $e_{1}=x_{1}-x$, but, since we do not know the true solution $x$, this quantity is not computable. Instead, we look at the 'residual': $r_{1}=A e_{1}=A x_{1}-b$, which is a computable quantity. One easily sees that the true solution satisfies $x=A^{-1} b=x_{1}-A^{-1} r_{1}$, so, replacing $A^{-1}$ with $M^{-1}$ in this relation, we define $x_{2}=x_{1}-M^{-1} r_{1}$.

Stationary methods are easily analyzed: we find that $r_{i} \rightarrow 0$ if all eigenvalues $\lambda=\lambda\left(I-A M^{-1}\right)$ satisfy $|\lambda|<1$. For certain classes of $A$ and $M$ this inequality is automatically satisfied [36,61].

### 8.3. Krylov space methods

The most popular class of iterative methods nowadays is that of 'Krylov space methods'. The basic idea there is to construct the residuals such that $n$th residual $r_{n}$ is obtained from the first by multiplication by some polynomial in the coefficient matrix $A$, that is,

$$
r_{n}=P_{n-1}(A) r_{1} .
$$

The properties of the method then follow from the properties of the actual polynomial [3,7,9].
Most often, these iteration polynomials are chosen such that the residuals are orthogonal under some inner product. From this, one usually obtains some minimization property, though not necessarily a minimization of the error.
Since the iteration polynomials are of increasing degree, it is easy to see that the main operation in each iteration is one matrix-vector multiplication. Additionally, some vector operations, including inner products in the orthogonalization step, are needed.

### 8.3.1. The issue of symmetry

Krylov method residuals can be shown to satisfy the equation

$$
r_{n} \in \operatorname{span}\left\{A r_{n-1}, r_{n-1}, \ldots, r_{1}\right\} .
$$

This brings up the question whether all $r_{n-1}, \ldots, r_{1}$ need to be stored in order to compute $r_{n}$. The answer is that this depends on the symmetry of the coefficient matrix. For a symmetric problem, the $r_{n}$ vectors satisfy a three-term recurrence. This was the original conjugate gradient method [40].

For nonsymmetric problems, on the other hand, no short recurrences can exist [29], and therefore, all previous residuals need to be stored. Some of these methods are OrthoDir and OrthoRes [65].

If the requirement of orthogonality is relaxed, one can derive short-recurrence methods for nonsymmetric problems [31]. In the biconjugate gradient method, two sequences $\left\{r_{n}\right\}$ and $\left\{s_{n}\right\}$ are derived that are mutually orthogonal, and that satisfy three-term recurrences.

A disadvantage of this latter method is that it needs application of the transpose of the coefficient matrix. In environments where the matrix is only operatively defined, this may exclude this method from consideration. Recently developed methods, mostly based on the work of [59,60], obviate this consideration.

### 8.3.2. True minimization

The methods mentioned so far minimize the error (over the subspace generated) in some matrixrelated norm, but not in the Euclidean norm. We can effect a true minimization by collecting the residuals generated so far, and finding a minimizing convex combination. This leads to one of the most popular methods nowadays: GMRES [58]. It will always generate the optimal iterate, but for this it requires storage of all previous residuals. In practice, truncated or restarted version of GMRES are popular.

### 8.4. Preconditioners

The matrix $M$ that appeared in the section on stationary iterative methods can play a role in Krylov space methods too. There, it is called a 'preconditioner', and it acts to improve spectral properties of the coefficient matrix that determine the convergence speed of the method. In a slight simplification, one might say that we replace the system $A x=b$ by

$$
\left(A M^{-1}\right)(M x)=b
$$

(Additionally, the inner product is typically changed.) It is generally recognized that a good preconditioner is crucial to the performance of an iterative method.

The requirements on a preconditioner are that it should be easy to construct, a system $M x=b$ should be simple to solve, and in some sense $M$ should be an approximation to $A$. These requirements need to be balanced: a more accurate preconditioner is usually harder to construct and more costly to apply, so any decrease in the number iterations has to be set against a longer time per iteration, plus an increased setup phase.

The holy grail of preconditioners is finding an 'optimal' preconditioner: one for which the number of operations for applying it is of the order of the number of variables, while the resulting number of iterations is bounded in the problem size. There are very few optimal preconditioners.

### 8.4.1. Simple preconditioners

Some preconditioners need no construction at all. For instance, the Jacobi preconditioner consists of simply the matrix diagonal $D_{A}$. Since in PDE applications the largest elements are on the diagonal, one expects some degree of accuracy from this. Using not just the diagonal, but the whole lower
triangular part $D_{A}+L_{A}$ of the coefficient matrix, an even more accurate method results. Since this triangular matrix is nonsymmetric, it is usually balanced with the upper triangular part as $\left(D_{A}+L_{A}\right) D_{A}^{-1}\left(D_{A}+U_{A}\right)$.

### 8.4.2. Incomplete factorizations

A successful strategy for preconditioners results from mimicking direct methods, but applying some approximation process to them. Thus, the so-called 'incomplete factorization' methods ignore fill elements in the course of the Gaussian elimination process. Two strategies are to ignore elements in fixed positions, or to drop elements that are deemed small enough to be negligible. The aim is here to preserve at least some of the sparsity of the coefficient matrix in the factorization, while giving something that is close enough to the full factorization.

Incomplete factorizations can be very effective, but there are a few practical problems. For the class of $M$-matrices, these methods are well defined [52], but for other, even fairly common classes of matrices, there is a possibility that the algorithm breaks down [42,45,51].

Also, factorizations are inherently recursive, and coupled with the sparseness of the incomplete factorization, this gives very limited parallelism in the algorithm using a natural ordering of the unknowns. Different orderings may be more parallel, but take more iterations [25,27,43].

### 8.4.3. Analytically inspired preconditioners

In recent years, a number of preconditioners have gained in popularity that are more directly inspired by the continuous problem. First of all, for a matrix from an elliptic PDE, one can use a so-called 'fast solver' as preconditioner [12,28,63].

A particularly popular class of preconditioners based on the continuous problem, is that of 'domain decomposition' methods. If the continuous problem was elliptic, then decomposing the domain into simply connected pieces leads to elliptic problems on these subdomains, tied together by internal boundary conditions of some sort.

For instance, in the Schur complement domain decomposition method [8], thin strips of variables are assigned a function as interface region, and the original problem reduces to fully independent problems on the subdomains, connected by a system on the interface that is both smaller and better conditioned, but more dense, than the original one. While the subdomains can trivially be executed in parallel, the interface system poses considerable problems.

Choosing overlapping instead of separated subdomains leads to the class of Schwarz method [47]. The original Schwarz method on two domains proposed solving one subdomain, deriving interface conditions from it for the other subdomain, and solving the system there. Repetition of this process can be shown to converge. In a more parallel variant of this method, all subdomains solve their system simultaneously, and the solutions on the overlap regions are added together.

Multilevel methods do not operate by decomposing the domain. Rather, they work on a sequence of nested discretization, solving the coarser ones as a starting point for solving the finer levels. Under certain conditions such methods can be shown to be close to optimal [4,35]. However, they require explicit knowledge of the operator and boundary conditions. For this reason, people have investigated algebraic variants [5,57]. In both cases, these methods can be parallelised by distributing each level over the processors, but this may not be trivial.

## 9. Libraries and standards in sparse methods

Unlike in dense methods, there are few standards for iterative methods. Most of this is due to the fact that sparse storage is more complicated, admitting of more variation, and therefore less standardised. Whereas the (dense) BLAS has been accepted for a long time, sparse BLAS is not more than a proposal under research.

### 9.1. Storage formats

As is apparent from the matrix-vector example in Section 6.2, storage formats for sparse matrices include not just the matrix elements, but pointer information describing where the nonzero elements are placed in the matrix. A few storage formats are in common use (for more details see [6]):

Aij format: In the 'Aij' format, three arrays of the same length are allocated: one containing the matrix elements, and the other two containing the $i$ and $j$ coordinates of these elements. No particular ordering of the elements is implied.

Row/column-compressed: In the row-compressed format one array of integers is allocated in addition to the matrix element, giving the column indices of the nonzero elements. Since all elements in the same row are stored contiguously, a second, smaller, array is needed giving the start points of the rows in the two larger arrays.

Compressed diagonal: If the nonzero elements of the matrix are located, roughly or exactly, along subdiagonals, one could use contiguous storage for these diagonals. There are several diagonal storage formats. In the simplest, describing a contiguous block of subdiagonals, only the array of matrix elements is needed; two integers are sufficient to describe which diagonals have been stored.

There exist blocked versions of these formats, for matrices that can be partitioned into small square subblocks.

### 9.2. Sparse libraries

Since sparse formats are more complicated than dense matrix storage, sparse libraries have an added level of complexity. This holds even more so in the parallel case, where additional indexing information is needed to specify which matrix elements are on which processor.

There are two fundamentally different approaches for handling this complexity. Some sparse libraries require the user to set up the matrix and supply it to the library, while all handling is performed by the library. This requires the user to store data in a format dictated by the library, which might involve considerable work.

On the other hand, the library might do even the matrix setup internally, hiding all data from the user. This gives total freedom to the user, but it requires the library to supply sufficient access functions so that the user can perform certain matrix operations, even while not having access to the object itself.
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#### Abstract

We review the influence of the advent of high-performance computing on the solution of linear equations. We will concentrate on direct methods of solution and consider both the case when the coefficient matrix is dense and when it is sparse. We will examine the current performance of software in this area and speculate on what advances we might expect in the early years of the next century. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

In view of the other papers appearing in this volume, we will study only the solution of linear equations

$$
\begin{equation*}
A x=b \tag{1.1}
\end{equation*}
$$

using direct methods based on a factorization of the coefficient matrix $A$. We will consider both the case when $A$ is dense and when it is sparse although we will concentrate more on the latter.

Although there are several ways to factorize a matrix, we will use the LU factorization

$$
\begin{equation*}
P A Q=L U \tag{1.2}
\end{equation*}
$$

[^42]where $P$ and $Q$ are permutation matrices, $L$ is a unit lower triangular matrix, and $U$ is an uper triangular matrix. When $A$ is a symmetric matrix, we use the analogous factorization
\[

$$
\begin{equation*}
P A P^{\mathrm{T}}=L D L^{\mathrm{T}} \tag{1.3}
\end{equation*}
$$

\]

where $D$ is a diagonal matrix, or possibly block diagonal (with blocks of order 1 and 2 ) if we want a stable factorization of an indefinite matrix [21].

We discuss the building blocks for both sparse and dense factorization in Section 2 and illustrate their use in dense factorization in Section 3. We then show how such building blocks can be used in sparse factorization in Section 4 indicating how this has revolutionized the performance of sparse codes. We discuss recent attempts to harness the power of parallel computers in Section 5 before examining the current power and limitations of direct methods in Section 6. We conclude with some remarks on the future in Section 7.

A wide range of iterative, direct, and preconditioning techniques with an emphasis on the exploitation of parallelism is considered at length in the recent book by Dongarra et al. [34]. A more recent bibliographic tour is presented by Duff and van der Vorst [44].

## 2. Building blocks

A common feature of current high-performance machines is that the main obstacle to obtaining high performance is the bottleneck in getting data from the main memory to the functional units. This is true whether they are built from custom-made silicon or commodity chips and whether they are RISC processor workstations, pentium-based PCs, vector processors, or shared or distributed memory parallel computers. Most machines use a high-speed cache as a staging post. Data in this cache (many machines have multiple caches usually organized hierarchically but here we talk about the highest level cache) can be transferred at low latency and high bandwidth to the functional units but the amount of data that can be stored in the cache is quite small (often less than one Mbyte).

This means that if we want to obtain high performance relative to the peak of the machine, it is necessary to reuse data in the cache as much as possible to amortize the cost of getting it to the cache from main memory. The most suitable and widely used kernels for doing this are the Level 3 BLAS for $\mathrm{O}\left(n^{3}\right)$ operations involving matrices of order $n$. There are nine Level 3 BLAS kernels but the two that are most used in routines based on LU factorization are the matrix-matrix multiplication routine _GEMM and the solution of a block of right-hand sides by a triangular system, _TRSM, although the symmetric update routine, _SYRK, can be used in a symmetric factorization.

We show, in Table 1, the performance of the Level 3 BLAS kernel _GEMM on a range of computers with various floating-point chips and memory organizations. In many cases, this kernel attains about $90 \%$ or more of the peak performance of the chip and in every case more than $66 \%$ of the peak is achieved.

These building blocks have been discussed in detail in the paper by Dongarra and Eijkhout [32] so we do not discuss them further here other than to say that they can be used in factorization algorithms so that asymptotically the floating-point operations are all performed using these kernels.

Table 1
Performance of _GEMM kernel in Mflop/s on a range of machines (single processor performance). Matrices of order 500

| Machine | Peak | -GEMM |
| :--- | :---: | ---: |
| Meiko CS2-HA | 100 | 88 |
| IBM SP2 | 266 | 232 |
| Intel PARAGON | 75 | 68 |
| DEC Turbo Laser | 600 | 450 |
| CRAY C90 | 952 | 900 |
| CRAY T3D | 150 | 102 |

## 3. Factorization of dense matrices

To some extent, the algorithm and code development for numerical linear algebra have always been driven by developments in computer architectures. The first real library of subroutines for linear algebra on dense matrices was developed in Algol by Wilkinson and Reinsch [87]. These were used as the basis for the LINPACK project where a wide range of software for solving dense systems of equations was developed in Fortran and is described in the LINPACK book [30]. The LU factorization code has been used as a basis for the benchmarking of computers with the latest results being available on the World Wide Web [29]. The codes in the LINPACK package used Level 1 BLAS [68] and were portable over a wide range of machines. Although the Level 1 BLAS were ostensibly for vector operations, the LINPACK codes performed poorly on vector or cache-based machines. This was addressed in the development of the LAPACK package for linear algebra [14]. Codes in this package incorporated Level 2 and Level 3 BLAS ( $[31,33]$ respectively) and had a much improved performance on modern architectures. Many vendors of shared memory computers offer parallel versions of the BLAS and so, at this level, parallelization is trivial. However, LAPACK was not designed for parallel machines and, in particular, not for machines with distributed memory that use message passing to communicate data. This last class of machines is targeted by the ongoing ScaLAPACK project [19] that supports distributed computation using tools like the Basic Linear Algebra Communications Routines (BLACS) [86].

If we view the LU factorization in a blocked or partitioned way, it becomes relatively simple to show how Level 3 BLAS can be used. We show a schematic of block LU factorization in Fig. 1. These diagrams represent a single block stage of the factorization using three different approaches. Factorization operations are performed on the hatched regions and access is required to the other regions shaded in the matrix. For example, in the block right-looking LU factorization, the hatched block column is first factorized using the Level 2 BLAS algorithm described in Fig. 2, the hatched block row of $U$ is computed using the Level 3 BLAS kernel _TRSM and the shaded portion of the matrix updated using the _GEMM kernel to multiply the hatched part of the block column beneath the diagonal block with this newly computed block row of $U$. Algorithms of this kind are the bases for the factorization routines within the LAPACK suite that are discussed in the article by Dongarra and Eijkhout [32].

Recently, Gustavson and his collaborators [13,58,59] have developed a recursive way of looking at the factorizations which has the effect of increasing the proportion of Level 3 operations and avoids


Fig. 1. Block variants of LU decomposition.

For each column, $j$, of the rectangular matrix in turn do

Update the part of column $j$ above the diagonal by solving a system whose right-hand side is the corresponding part of the original column and whose coefficient matrix is the lower triangular matrix from the previously computed columns in the block, using the Level 2 BLAS kernel _TRSV.

Update the lower part of column $j$ by using the Level 2 BLAS kernel _GEMV to multiply the rectangular matrix corresponding to rows $j$ to $n$ and columns 1 to $j-1$ with the newly computed vector (and subtract this from the lower part of column $j$ ).

Choose the pivot from this newly computed lower part of column $j$, swop its row with row $j$ and scale the column below the diagonal.
enddo

Fig. 2. Level 2 factorization of rectangular block.
the necessity for choosing block sizes as in the abovementioned block algorithms. The recursive approach can be thought of by looking at the factorization at the halfway point so that the matrix can be partitioned as

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right],
$$

where matrices $A_{11}$ and $A_{21}$ are factorized. At this stage, a Level-3-type algorithm can be used to update the blocks $A_{12}$ and $A_{22}$, and $A_{22}$ can then be factorized using a similar recursive algorithm. Of course, the first block columns were also factorized recursively in similar fashion. An added bonus of the recursive algorithm is that access to the blocks for Level 3 computations can be organized on contiguous data. For the earlier algorithms, the leading dimension of the arrays corresponding to the blocks is not equal to the block size. This is more noticeable in the recursive form of the Cholesky factorization.

## 4. Factorization of sparse matrices

The two main books discussing the direct solution of sparse linear equations are those by George and Liu [50] and by Duff et al. [39]. The former restricts its discussion to symmetric positive-definite systems and emphasizes graph theoretic aspects, while the latter considers both symmetric and unsymmetric systems and includes a discussion of some of the algorithms used in the Harwell subroutine library (HSL) [64]. The HSL has arguably the largest number of direct sparse codes in a single library and has a few codes for iterative solution also. Information on this Library can be found in the Web pages http://www.cse.clrc.ac.uk/Activity/HSL. A subset of HSL is marketed by NAG as the Harwell Sparse Matrix Library (HSML). Other sparse direct software can be found through the netlib repository http://www.netlib.org.

When factorizing sparse matrices, it is crucial that the permutation matrices of (1.2) and (1.3) are chosen to preserve sparsity in the factors as well as to maintain stability and many algorithms have been developed to achieve this. In the general unsymmetric case, this leads to a need to compromise the numerical pivoting strategy in order to choose pivots to limit the fill-in. A common strategy for limiting fill-in, due to Markowitz [72], chooses entries so that the product of the number of other entries in the row and column of the candidate pivot is minimized. An entry is accepted as a pivot only if it is within a threshold of the largest in its column. The threshold is often an input parameter and a typical value for it is 0.1 . This Markowitz-threshold strategy and a range of other similar possibilities are discussed in detail in [39]. Data structures are designed so that only the nonzero entries of the matrix and of the factors need to be held. This, coupled with the fact that it is often nontrivial to determine what part of the matrix is updated at each pivot step, has led to complicated algorithms and codes that are hard to implement efficiently on modern architectures [39].

In the symmetric case, the Markowitz analogue is minimum degree where one chooses as pivot a diagonal entry with the least number of entries in its row. This criterion was first proposed in 1967 [84] and has stood the test of time well. George [48] proposed a different class of orderings based on a nonlocal strategy of dissection. In his nested dissection approach, a set of nodes is selected to partition the graph, and this set is placed at the end of the pivotal sequence. The subgraphs corresponding to the partitions are themselves similarly partitioned and this process is nested with pivots being identified in reverse order. Minimum degree, nested dissection and several other symmetric orderings were included in the SPARSPAK package [49,51]. Many experiments were performed using the orderings in SPARSPAK and elsewhere, and the empirical experience at the beginning of the 1990s indicated that minimum degree was the best ordering method for general symmetric problems. We will return to this issue of ordering when we consider parallelism in Section 5.

It is not immediately or intuitively apparent that the kernels discussed in Section 2 can be used in the factorization of sparse matrices and indeed much of the work and heuristics developed in the 1970s attempted to do just the opposite, namely to perform the basic elimination operations on as sparse vectors as possible.

The most obvious way of using dense kernels in sparse factorization is to order the sparse matrix so that its nonzero entries are clustered near the diagonal (called bandwidth minimization) and then regard the matrix as banded, since zeros within the band soon fill-in. However, this is normally too wasteful as even the high computational rate of the Level 3 BLAS does not compensate for the extra work. A variable band format is used to extend the range of applicability of this technique. A related, but more flexible scheme, is the frontal method (for example, [36]) which owes its origin
to computations using finite elements. However, all these techniques require that the matrix can be ordered to obtain a narrow band or frontwidth. Duff [35] gives several instances of how dense techniques can be used in sparse factorizations including the then newly developed multifrontal techniques. The principal advantage of multifrontal techniques over a (uni)frontal approach is that they can be used in conjunction with any ordering scheme so that sparsity can be preserved.

A fundamental concept in sparse matrix factorization is an elimination tree. The elimination tree is defined for any sparse matrix whose sparsity pattern is symmetric. For a sparse matrix of order $n$, the elimination tree is a tree on $n$ nodes such that node $j$ is the father of node $i$ if entry $(i, j), j>i$ is the first entry below the diagonal in column $i$ of the lower triangular factor. An analogous graph for an unsymmetric patterned sparse matrix is the directed acyclic graph [24,54].

Sparse Cholesky factorization by columns can be represented by an elimination tree. This can either be a left-looking (or fan-in) algorithm, where updates are performed on each column in turn by all the previous columns that contribute to it, then the pivot is chosen in that column and the multipliers calculated; or a right-looking (or fan-out) algorithm where, as soon as the pivot is selected and multipliers calculated, that column is immediately used to update all future columns that it modifies. The terms left-looking and right-looking are discussed in detail in the book [34]. Either way, the dependency of which columns update which columns is determined by the elimination tree. If each node of the tree is associated with a column, a column can only be modified by columns corresponding to nodes that are descendants of the corresponding node in the elimination tree.

One approach to using higher level BLAS in sparse direct solvers is a generalization of a sparse column factorization. Higher level BLAS can be used if columns with a common sparsity pattern are considered together as a single block or supernode and algorithms are termed column-supernode, supernode-column, and supernode-supernode depending on whether target, source, or both are supernodes (for example, [27]).

An alternative to the supernodal approach for utilizing Level 3 BLAS within a sparse direct code is a multifrontal technique [43]. In this approach, the nonzero entries of the pivot row and column are held in the first row and column of a dense array and the outer-product computation at that pivot step is computed within that dense submatrix. The dense submatrix is called a frontal matrix. Now, if a second pivot can be chosen from within this dense matrix (that is there are no nonzero entries in its row and column in the sparse matrix that lie outside this frontal matrix), then the operations for this pivot can again be performed within the frontal matrix. In order to facilitate this multiple elimination within a frontal matrix, an assembly tree is preferred to an elimination tree where, for example, chains of nodes are collapsed into a single node so that each node can represent several eliminations. Indeed sometimes we artificially enlarge the frontal matrices so that more pivots are chosen at each node and the Level 3 BLAS component is higher. Thus, the kernel of the multifrontal scheme can be represented by the computations

$$
\begin{equation*}
F_{11}=L_{1} U_{1} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{22}^{\prime} \leftarrow F_{22}-F_{21} U_{1}^{-1} L_{1}^{-1} F_{12} \tag{4.5}
\end{equation*}
$$

performed within the dense frontal matrix

$$
\left[\begin{array}{ll}
F_{11} & F_{12} \\
F_{21} & F_{22}
\end{array}\right]
$$

Table 2
Performance in Mflop/s of multifrontal code MA41 on matrix BCSSTK15, from the RutherfordBoeing Collection [40], on a single processor of a range of RISC processors. For comparison, the performance of DGEMM on a matrix of order 500 is given

| Computer | Peak | DGEMM | MA41 |
| :--- | :---: | :---: | ---: |
| DEC $3000 / 400$ AXP | 133 | 49 | 34 |
| HP 715/64 | 128 | 55 | 30 |
| IBM RS6000/750 | 125 | 101 | 64 |
| IBM SP2 (Thin node) | 266 | 213 | 122 |
| MEIKO CS2-HA | 100 | 43 | 31 |

The Schur complement, $F_{22}^{\prime}(4.5)$, is then sent to the parent node in the tree where it is summed with contributions from the original matrix and the other children to form another dense submatrix on which similar operations are performed at the father node. The effectiveness of this approach on RISC-based machines can be seen from the results in Table 2 where the code MA41 is a multifrontal code in the HSL [8]. Here the overall performance of the sparse code is always more than half that of the DGEMM kernel.

Several authors have experimented with these different algorithms (right-looking, left-looking, and multifrontal) and different blockings. Ng and Peyton [74] favour the left-looking approach and Amestoy and Duff [8] show the benefits of Level 3 BLAS within a multifrontal code on vector processors. Rothberg and Gupta [81] find that, on cache-based machines, it is the blocking that affects the efficiency (by a factor of $2-3$ ) and the algorithm that is used has a much less significant effect. Demmel et al. [27] have extended the supernodal concept to unsymmetric systems although, for general unstructured matrices, they cannot use regular supernodes for the target columns and so they resort to Level 2.5 BLAS, which is defined as the multiplication of a set of vectors by a matrix where the vectors cannot be stored in a two-dimensional array. By doing this, the source supernode can be held in cache and applied to the target columns or blocks of columns of the "irregular" supernode, thus getting a high degree of reuse of data and a performance similar to the Level 3 BLAS.

It is very common to solve sparse least-squares problems by forming the normal equations

$$
\begin{equation*}
A^{\mathrm{T}} A x=A^{\mathrm{T}} b \tag{4.6}
\end{equation*}
$$

and to use a sparse solution scheme for symmetric positive-definite systems on these resulting equations. There are, however, other methods for solving the least-squares problem. The most robust uses a $Q R$ factorization of the coefficient matrix. This factorization can also be implemented as a multifrontal method and codes have been developed by [1,12,73].

## 5. Parallel computation

In contrast to the situation with iterative methods where, in addition to vector operations, often only matrix-vector products are required, the kernel computations for sparse direct methods are far more complicated. Nevertheless, the benefits that can be obtained from successful parallelization can be much greater. Indeed, Duff and van der Vorst [44] claim that the ratio of this benefit is in
proportion to $1: 5: 10$ for iterative methods, direct sparse factorizations, and direct dense factorizations respectively. That is, we might expect gains five times as great due to the parallelization of a direct sparse code than an iterative one. The reason for this is similar to the reason why direct methods, when properly formulated, can be so efficient on RISC-based or vector machines. This is due to the kernel (as we discussed in the last three sections) being a dense matrix - dense matrix multiply. We saw the benefit of using Level 3 BLAS in sparse factorization for RISC-based machines in Section 4. It is also of benefit in a parallel setting to combine pivot steps and to work not with rows and columns but with block rows and columns. Clearly, the use of such block techniques and higher level BLAS allow us to obtain parallelism at the level of the elimination operations themselves.

There is also a very coarse level at which parallelism can be exploited. At this coarsest level, which is similar to the subdivision of a problem by domain decomposition, we use techniques for partitioning the matrix. These are often designed for parallel computing and are particularly appropriate for distributed memory computers. Indeed, partitioning methods are often only competitive when parallelism is considered. The PARASPAR package [88] uses a preordering to partition the original problem. The MCSPARSE package $[47,53]$ similarly uses a coarse matrix decomposition to obtain an ordering to bordered block triangular form.

However, the main level of parallelism that we wish to discuss here is at a level intermediate between these two and is due to the sparsity of the matrix being factorized. Clearly, there can be substantial independence between pivot steps in sparse elimination. For example, if the matrix were a permutation of a diagonal matrix all operations could be performed in parallel. Two matrix entries $a_{i j}$ and $a_{r s}$ can be used as pivots simultaneously if $a_{i s}$ and $a_{r j}$ are zero. These pivots are termed compatible. This observation [22] has been the basis for several algorithms and parallel codes for general matrices. When a pivot is chosen all rows with entries in the pivot column and all columns with entries in the pivot row are marked as ineligible and a subsequent pivot can only be chosen from the eligible rows and columns. In this way, a set of say $k$ independent pivots is chosen. If the pivots were permuted to the beginning of the matrix, this $k \times k$ pivot block would be diagonal. The resulting elimination operations are performed in parallel using a rank $k$ update. The procedure is repeated on the reduced matrix. The algorithms differ in how the pivots are selected (clearly one must compromise criteria for reducing fill-in in order to get a large compatible pivot set) and in how the update is performed.

Alaghband [2] uses compatibility tables to assist in the pivot search. She uses a two-stage implementation where first pivots are chosen in parallel from the diagonal and then off-diagonal pivots are chosen sequentially for stability reasons. She sets thresholds for both sparsity and stability when choosing pivots. Davis and Yew [25] perform their pivot selection in parallel, which results in the nondeterministic nature of their algorithm because the compatible set will be determined by the order in which potential compatible pivots are found. Their algorithm, D2, was designed for shared-memory machines and was tested extensively on an Alliant FX/8.

The Y12M algorithm [89] extends the notion of compatible pivots by permitting the pivot block to be upper triangular rather than diagonal, which allows them to obtain a larger number of pivots, although the update is more complicated. For distributed memory architectures, van der Stappen et al. [85] distribute the matrix over the processors in a grid fashion, perform a parallel search for compatible pivots, choosing entries of low Markowitz cost that satisfy a pivot threshold, and perform a parallel rank- $k$ update of the reduced matrix, where $k$ is the number of compatible pivots chosen. They show high speedups (about 100 on 400 processors of a PARSYTEC SuperCluster FT-400)
although the slow processor speed masks the communication costs on this machine. Their code was originally written in OCCAM, but they have since developed a version using PVM [67].

In the context of reduced stability of the factorization due to the need to preserve sparsity and exploit parallelism, it is important that sparse codes offer the possibility of iterative refinement both to obtain a more accurate answer and to provide a measure of the backward error. Demmel and Li [69] try to avoid the dynamic data structures required by numerical pivoting by using the algorithm of Duff and Koster [41,42] to permute large entries to the diagonal prior to starting the factorization. They also suggest computing in increased precision to avoid some of the problems from this compromise to stability pivoting.

An important aspect of these approaches is that the parallelism is obtained directly because of the sparsity in the system. In general, we exhibit this form of parallelism through the assembly tree of Section 4 where operations at nodes which are not on the same (unique) path to the root (that is none is a descendant of another) are independent and can be executed in parallel (see, for example, $[37,70]$ ). The set of pivots discussed above could correspond to leaf nodes of such a tree. The tree can be used to schedule parallel tasks. For shared memory machines, this can be accomplished through a shared pool of work with fairly simple synchronizations that can be controlled using locks protecting critical sections of the code [6,37,38]. One of the main issues for an efficient implementation on shared memory machines concerns the management of data, which must be organized so that book-keeping operations such as garbage collection do not cause too much interference with the parallel processing.

A problem with the minimum degree ordering is that it tends to give elimination trees that are not well balanced and so not ideal for use as a computational graph for driving a parallel algorithm. The elimination tree can be massaged [71] so that it is more suitable for parallel computation but the effect of this is fairly limited for general matrices. The beauty of dissection orderings is that they take a global view of the problem; their difficulty until recently has been the problem of extending them to unstructured problems. Recently, there have been several tools and approaches that make this extension more realistic [76]. The essence of a dissection technique is a bisection algorithm that divides the graph of the matrix into two partitions. If node separators are used, a third set will correspond to the node separators. Recently, there has been much work on obtaining better bisections even for irregular graphs. Perhaps the bisection technique that has achieved the most fame has been spectral bisection [76]. In this approach, use is made of the Laplacian matrix that is defined as a symmetric matrix whose diagonal entries are the degrees of the nodes and whose off-diagonals are -1 if and only if the corresponding entry in the matrix is nonzero. This matrix is singular because its row sums are all zero but, if the matrix is irreducible, it is positive semidefinite with only one zero eigenvalue. Often the same software is used for the dissection orderings as for graph partitioning. Two of the major software efforts in this area are CHACO [62] and METIS [66].

A currently favoured approach is for the dissection technique to be used only for the top levels and the resulting subgraphs to be ordered by a minimum degree scheme. This hybrid technique was described some time ago [52] but was discredited because of the poor performance of nested dissection techniques on irregular graphs at that time. However, because of the much better implementations of dissection orderings as discussed above, this hybrid technique is included in many current implementations (for example, [17,63]).

Current empirical evidence would suggest that these schemes are at least competitive with minimum degree on some large problems from structural analysis [17,79] and from financial modelling

Table 3
Effect of ordering on Problem BMWCRA_1 from the PARASOL test set. Matrix of order 148,770 with 5,396,386 entries in the lower triangle. Elapsed times in seconds on an ORIGIN 2000. Speedups in parentheses

|  |  | Analysis phase <br> entries in factors |  | Operations |
| :--- | :--- | :--- | :--- | :--- |
| AMD |  | $1.13 \times 10^{8}$ |  | $1.28 \times 10^{11}$ |
| HYBRID | $8.53 \times 10^{7}$ |  | $6.72 \times 10^{10}$ |  |
|  |  |  | Solve |  |
| No. procs | Factorization |  | AMD | HYBRID |
| 1 | AMD | HYBRID | 12.0 | 10.1 |
| 2 | 687 | 307 | $7.5(1.6)$ | $5.4(1.9)$ |
| 4 | $408(1.7)$ | $178(1.7)$ | $6.7(1.8)$ | $4.2(2.4)$ |
| 8 | $236(2.9)$ | $82(3.7)$ | $4.2(2.9)$ | $2.6(3.9)$ |
| 16 | $143(4.8)$ | $58(5.3)$ | $2.9(4.1)$ | $1.9(5.3)$ |

[18]. In these studies, dissection techniques outperform minimum degree by on average about $15 \%$ in terms of floating-point operations for Cholesky factorization using the resulting ordering, although the cost of these orderings can be several times that of minimum degree and may be a significant proportion of the total solution time [17]. We show, in Table 3 the effect of the hybrid ordering within the MUMPS code (see Section 6) on one of the PARASOL test examples. AMD is an ordering produced by the approximate minimum degree code of Amestoy et al. [7], and HYBRID is an ordering from METIS that combines nested dissection and minimum degree. We see that the gains from the HYBRID ordering are even more dramatic than those mentioned above with about half the number of operations required for factorization with the HYBRID ordering than with AMD. We also note, from the results in Table 3, that the parallelism is better for the HYBRID ordering.

In recent years, the performance of sparse direct codes has increased considerably. The improvement is not from the approach used (fan-in, fan-out, multifrontal) but rather because of the use of blocking techniques and two-dimensional mappings. The benefit of using higher level BLAS kernels, coupled with increases in local memory and the communication speed of parallel processors, have at last made the solution of large sparse systems feasible on such architectures. We now review some of the recent performance figures from several different implementations. Dumitrescu et al. [45] record a performance of over $360 \mathrm{Mflop} / \mathrm{s}$ on 32 nodes of an IBM SP1 using a two-dimensional block fan-in algorithm. Rothberg [80] has implemented a block fan-out algorithm using two-dimensional blocking and obtains a performance of over $1.7 \mathrm{Gflop} / \mathrm{s}$ on 128 nodes of an Intel Paragon, which is about $40 \%$ of the performance of the _GEMM kernel on that machine. A 2-D block fan-out algorithm has been coupled with some block mapping heuristics to obtain a performance of over 3 Gflop/s for a 3-D grid problem on a 196-node Intel Paragon [82]. A similar type of two-dimensional mapping is used [56] in an implementation of a multifrontal method, where much of the high performance is obtained through balancing the tree near its root and using a highly tuned mapping of the dense matrices near the root to allow a high level of parallelism to be maintained. Although the headline figure of nearly $20 \mathrm{Gflop} / \mathrm{s}$ on the CRAY

T3D was obtained on a fairly artificial and essentially dense problem, large sparse problems from structural analysis were factorized at between 8 and $15 \mathrm{Gflop} / \mathrm{s}$ on the same machine for which a tuned _GEMM code will execute at around $50 \mathrm{Gflop} / \mathrm{s}$. This code is available in compiled form on an IBM SP2 [55] and source code versions of a portable implementation are available from the authors [57]. More recently, Li and Demmel [69] have been developing a version of the SuperLU code [26] for distributed memory machines and the MUMPS multifrontal code [10], developed within the EU PARASOL Project, also targets message passing architectures.

Partly because of the success of fast and parallel methods for performing the numerical factorization, other phases of the solution are now becoming more critical on parallel computers. The package [61] executes all phases in parallel, and there has been much recent work in finding parallel methods for performing the reordering. This has been another reason for the growth in dissection approaches (for example, see [65,78]). Parallelism in the triangular solve can be obtained either using the identical tree to the numerical factorization [12] or by generating a tree from the sparsity pattern of the triangular factor [15]. However, in order to avoid the intrinsically sequential nature of a sparse triangular solve, it is possible to hold the denser but still sparse $L^{-1}$, or better a partitioned form of this to avoid some of the fill-in that would be associated with forming $L^{-1}$ explicitly [5]. Various schemes for this partitioning have been proposed to balance the parallelism (limited by the number of partitions) with the fill-in (for example, $[3,4,75]$ ) and, more recently, the selective inversion of submatrices produced by a multifrontal factorization algorithm has been proposed [77].

## 6. Current situation

There is no question that direct sparse matrix algorithms and codes based on them have "come of age". Gone are the days when the only sparse codes that were generally available could be found in the HSL. We have already remarked on the PSPASES code for symmetric positive-definite systems by Gupta and others $[55,57]$ and the SuperLU code for general unsymmetric sparse systems by Demmel and Li [27,69]. Both these projects have developed code for distributed memory computers.

The MUMPS code [9,11] implements a parallel multifrontal technique for distributed memory computers and is part of the EU PARASOL Project ${ }^{1}$ whose goal was to build and test a portable library for solving large sparse systems of equations on distributed memory systems. The PARASOL software is written in Fortran 90, uses MPI for message passing, and is available from teh Web page http://www.pallas.de/parasol/. The solvers developed in this Project are two domain decomposition codes by Bergen and ONERA, a multigrid code by GMD, and the MUMPS code.

Dobrian et al. [28] have studied the use of an object-oriented approach to design sparse direct solvers and O-O is used by Ashcraft in his SPOOLES package [16]. Yang and his co-workers have developed a sparse direct package $S^{*}$ for distributed memory computers [46] and there are a number of commercial offerings that can be found through Web searches.

[^43]
## 7. Future trends

There seems a never ending demand for the solution of larger and larger problems. For example, some problems from the ASCI program in the United States have dimensions of several million and animal breeders are now solving systems of 20-30 million degrees of freedom.

Clearly, the size of problem that can be solved by a direct method is very dependent on the matrix structure. For example, a diagonal or tridiagonal system pose no problems when the dimension increases and indeed, if fill-in can be kept low, it is usually possible to solve very large problems by sparse direct factorization. However, for the discretization of three-dimensional partial differential equations, the limitations of direct methods become all too apparent. Although problems from finite-element discretizations of order nearly one million have been solved by MUMPS [11], in my opinion, the most promising set of techniques for the solution of really large problems are those that combine both direct and iterative methods. This can be viewed as a sophisticated preconditioning for an iterative method and is discussed in greater length in the article by Saad and van der Vorst [83].

One of the most promising techniques uses graph partitioning to subdivide the problem, solves the local subproblems by direct methods and uses an iterative method to couple the blocks in the partitioning. This approach is very similar to methods used in the solution of problems from discretizations of PDEs using domain decomposition which can be viewed as permuting the matrix to bordered block diagonal form. However, additional preconditioners are used both for the Schur complement and also a coarse preconditioner for the overall problem. A good discussion of these preconditioners can be found in the thesis of Luiz Carvalho [23].

It is interesting to surmise what the trends will be. Personally, I feel that languages like Fortran 90 combine sufficient object orientation with clarity and efficiency although there is certainly an increasing population who find the lure of novel object-oriented languages irresistible. Old techniques continue to be rediscovered as in the revamping of interpretative code approaches, originally developed in the 1970s [60], by Grund [20] who has had some success in solving problems from chemical engineering. The exploitation of sparsity on the right-hand side, for some time pursued in the context of electronic circuit applications and power systems, is now becoming a very powerful tool in the rehabilitation of simplex methods for linear programming.
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