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Introduction

The roots of Borel sets go back to the work of Baire [8]. He was trying to
come to grips with the abstract notion of a function introduced by Dirich-
let and Riemann. According to them, a function was to be an arbitrary
correspondence between objects without giving any method or procedure
by which the correspondence could be established. Since all the specific
functions that one studied were determined by simple analytic expressions,
Baire delineated those functions that can be constructed starting from con-
tinuous functions and iterating the operation of pointwise limit on a se-
quence of functions. These functions are now known as Baire functions.
Lebesgue [65] and Borel [19] continued this work. In [19], Borel sets were
defined for the first time. In his paper, Lebesgue made a systematic study
of Baire functions and introduced many tools and techniques that are used
even today. Among other results, he showed that Borel functions coincide
with Baire functions. The study of Borel sets got an impetus from an error
in Lebesgue’s paper, which was spotted by Souslin. Lebesgue was trying to
prove the following:
Suppose f : R2 −→ R is a Baire function such that for every x, the

equation
f(x, y) = 0

has a unique solution. Then y as a function of x defined by the above
equation is Baire.
The wrong step in the proof was hidden in a lemma stating that a set

of real numbers that is the projection of a Borel set in the plane is Borel.
(Lebesgue left this as a trivial fact!) Souslin called the projection of a
Borel set analytic because such a set can be constructed using analytical
operations of union and intersection on intervals. He showed that there are
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analytic sets that are not Borel. Immediately after this, Souslin [111] and
Lusin [67] made a deep study of analytic sets and established most of the
basic results about them. Their results showed that analytic sets are of
fundamental importance to the theory of Borel sets and give it its power.
For instance, Souslin proved that Borel sets are precisely those analytic sets
whose complements are also analytic. Lusin showed that the image of a
Borel set under a one-to-one Borel map is Borel. It follows that Lebesgue’s
thoerem—though not the proof—was indeed true.
Around the same time Alexandrov was working on the continuum hy-

pothesis of Cantor: Every uncountable set of real numbers is in one-to-one
correspondence with the real line. Alexandrov showed that every uncount-
able Borel set of reals is in one-to-one correspondence with the real line [2].
In other words, a Borel set cannot be a counterexample to the continuum
hypothesis.
Unfortunately, Souslin died in 1919. The work on this new-found topic

was continued by Lusin and his students in Moscow and by Sierpiński and
his collaborators in Warsaw.
The next important step was the introduction of projective sets by

Lusin [68], [69], [70] and Sierpiński [105] in 1925: A set is called projective
if it can be constructed starting with Borel sets and iterating the operations
of projection and complementation. Since Borel sets as well as projective
sets are sets that can be described using simple sets like intervals and
simple set operations, their theory came to be known as descriptive set
theory. It was clear from the beginning that the theory of projective sets
was riddled with problems that did not seem to admit simple solutions. As
it turned out, logicians did show later that most of the regularity properties
of projective sets, e.g., whether they satisfy the continuum hypothesis or
not or whether they are Lebesgue measurable and have the property of
Baire or not, are independent of the axioms of classical set theory.
Just as Alexandrov was trying to determine the status of the continuum

hypothesis within Borel sets, Lusin [71] considered the status of the axiom
of choice within “Borel families.” He raised a very fundamental and difficult
question on Borel sets that enriched its theory significantly. Let B be a
subset of the plane. A subset C of B uniformizes B if it is the graph of a
function such that its projection on the line is the same as that of B. (See
Figure 1.)
Lusin asked, When does a Borel set B in the plane admit a Borel uni-

formization? By Lusin’s theorem stated earlier, if B admits a Borel uni-
formization, its projection to the line must be Borel. In [16] Blackwell [16]
showed that this condition is not sufficient. Several authors considered this
problem and gave sufficient conditions under which Lusin’s question has
a positive answer. For instance, a Borel set admits a Borel uniformization
if the sections of B are countable (Lusin [71]) or compact (Novikov [90])
or σ-compact (Arsenin [3] and Kunugui [60]) or nonmeager (Kechris [52]
and Sarbadhikari [100]). Even today these results are ranked among the
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finest results on Borel sets. For the uniformization of Borel sets in general,
the most important result proved before the war is due to Von Neumann
[124]: For every Borel subset B of the square [0, 1] × [0, 1], there is a null
set N and a Borel function f : [0, 1] \N −→ [0, 1] whose graph is contained
in B. As expected, this result has found important applications in several
branches of mathematics.
So far we have mainly been giving an account of the theory developed

before the war; i.e., up to 1940. Then for some time there was a lull, not
only in the theory of Borel sets, but in the whole of descriptive set theory.
This was mainly because most of the mathematicians working in this area
at that time were trying to extend the theory to higher projective classes,
which, as we know now, is not possible within Zermelo – Fraenkel set theory.
Fortunately, around the same time significant developments were taking
place in logic that brought about a great revival of descriptive set theory
that benefited the theory of Borel sets too. The fundamental work of Gödel
on the incompleteness of formal systems [44] ultimately gave rise to a rich
and powerful theory of recursive functions. Addison [1] established a strong
connection between descriptive set theory and recursive function theory.
This led to the development of a more general theory called effective
descriptive set theory. (The theory as developed by Lusin and others
has become known as classical descriptive set theory.)
From the beginning it was apparent that the effective theory is more

powerful than the classical theory. However, the first concrete evidence of
this came in the late seventies when Louveau [66] proved a beautiful the-
orem on Borel sets in product spaces. Since then several classical results
have been proved using effective methods for which no classical proof is
known yet; see, e.g., [47]. Forcing, a powerful set-theoretic technique (in-
vented by Cohen to show the independence of the continuum hypothesis
and the axiom of choice from other axioms of set theory [31]), and other
set-theoretic tools such as determinacy and constructibility, have been very
effectively used to make the theory of Borel sets a very powerful theory.
(See Bartoszyński and Judah [9], Jech [49], Kechris [53], and Moschovakis
[88].)
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Much of the interest in Borel sets also stems from the applications that
its theory has found in areas such as probability theory, mathematical
statistics, functional analysis, dynamic programming, harmonic analysis,
representation theory of groups, and C∗-algebras. For instance, Blackwell
showed the importance of these sets in avoiding certain inherent pathologies
in Kolmogorov’s foundations of probability theory [13]; in Blackwell’s model
of dynamic programming [14] the existence of optimal strategies has been
shown to be related to the existence of measurable selections (Maitra [74]);
Mackey made use of these sets in problems regarding group representations,
and in particular in defining topologies on measurable groups [72]; Choquet
[30], [34] used these sets in potential theory; and so on. The theory of Borel
sets has found uses in diverse applied areas such as optimization, control
theory, mathematical economics, and mathematical statistics [5], [10], [32],
[42], [91], [55]. These applications, in turn, have enriched the theory of
Borel sets itself considerably. For example, most of the measurable selection
theorems arose in various applications, and now there is a rich supply of
them. Some of these, such as the cross-section theorems for Borel partitions
of Polish spaces due to Mackey, Effros, and Srivastava are basic results on
Borel sets.
Thus, today the theory of Borel sets stands on its own as a powerful,

deep, and beautiful theory. This book is an introduction to this theory.



About This Book

This book can be used in various ways. It can be used as a stepping stone
to descriptive set theory. From this point of view, our audience can be
undergraduate or beginning graduate students who are still exploring areas
of mathematics for their research. In this book they will get a reasonably
thorough introduction to Borel sets and measurable selections. They will
also find the kind of questions that a descriptive set theorist asks. Though
we stick to Borel sets only, we present quite a few important techniques,
such as universal sets, prewellordering, and scales, used in descriptive set
theory. We hope that students will find the mathematics presented in this
book solid and exciting.
Secondly, this book is addressed to mathematicians requiring Borel sets,

measurable selections, etc., in their work. Therefore, we have tried our best
to make it a convenient reference book. Some applications are also given
just to show the way that the results presented here are used.
Finally, we desire that the book be accessible to all mathematicians.

Hence the book has been made self-contained and has been written in
an easygoing style. We have refrained from displaying various advanced
techniques such as games, recursive functions, and forcing. We use only
naive set theory, general topology, some analysis, and some algebra, which
are commonly known.
The book is divided into five chapters. In the first chapter we give the set-

theoretic preliminaries. In the first part of this chapter we present cardinal
arithmetic, methods of transfinite induction, and ordinal numbers. Then
we introduce trees and the Souslin operation. Topological preliminaries are
presented in Chapter 2. We later develop the theory of Borel sets in the
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general context of Polish spaces. Hence we give a fairly complete account of
Polish spaces in this chapter. In the last section of this chapter we prove sev-
eral theorems that help in transferring many problems from general Polish
spaces to the space of sequences NN or the Cantor space 2N. We introduce
Borel sets in Chapter 3. Here we develop the theory of Borel sets as much
as possible without using analytic sets. In the last section of this chapter
we introduce the usual hierarchy of Borel sets. For the first time, readers
will see some of the standard methods of descriptive set theory, such as
universal sets, reduction, and separation principles. Chapter 4 is central to
this book, and the results proved here bring out the inherent power of Borel
sets. In this chapter we introduce analytic and coanalytic sets and prove
most of their basic properties. That these concepts are of fundamental im-
portance to Borel sets is amply demonstrated in this chapter. In Chapter
5 we present most of the major measurable selection and uniformization
theorems. These results are particularly important for applications. We
close this chapter with a discussion on Vaught’s conjecture—an outstand-
ing open problem in descriptive set theory, and with a proof of Kondô’s
uniformization of coanalytic sets.
The exercises given in this book are an integral part of the theory, and

readers are advised not to skip them. Many exercises are later treated as
proved theorems.
Since this book is intended to be introductory only, many results on

Borel sets that we would have much liked to include have been omitted.
For instance, Martin’s determinacy of Borel games [80], Silver’s theorem on
counting the number of equivalence classes of a Borel equivalence relation
[106], and Louveau’s theorem on Borel sets in the product [66] have not been
included. Similarly, other results requiring such set-theoretic techniques
as constructibility, large cardinals, and forcing are not given here. In our
insistence on sticking to Borel sets, we have made only a passing mention of
higher projective classes. We are sure that this will leave many descriptive
set theorists dissatisfied.
We have not been able to give many applications, to do justice to which

we would have had to enter many areas of mathematics, sometimes even
delving deep into the theories. Clearly, this would have increased the size
of the book enormously and made it unwieldy. We hope that users will find
the passing remarks and references given helpful enough to see how results
proved here are used in their respective disciplines.



1
Cardinal and Ordinal Numbers

In this chapter we present some basic set-theoretical notions. The first five
sections1 are devoted to cardinal numbers. We use Zorn’s lemma to de-
velop cardinal arithmetic. Ordinal numbers and the methods of transfinite
induction on well-ordered sets are presented in the next four sections. Fi-
nally, we introduce trees and the Souslin operation. Trees are also used
in several other branches of mathematics such as infinitary combinatorics,
logic, computer science, and topology. The Souslin operation is of special
importance to descriptive set theory, and perhaps it will be new to some
readers.

1.1 Countable Sets

Two sets A and B are called equinumerous or of the same cardinality,
written A ≡ B, if there exists a one-to-one map f from A onto B. Such
an f is called a bijection. For sets A, B, and C we can easily check the
following.

A ≡ A,

A ≡ B =⇒ B ≡ A, and

(A ≡ B & B ≡ C) =⇒ A ≡ C.

1These are produced here from my article [117] with the permission of the Indian
Academy of Sciences.
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A set A is called finite if there is a bijection from {0, 1, . . . , n − 1} (n
a natural number) onto A. (For n = 0 we take the set {0, 1, . . . , n − 1}
to be the empty set ∅.) If A is not finite, we call it infinite. The set A is
called countable if it is finite or if there is a bijection from the set N of
natural numbers {0, 1, 2, . . .} onto A. If a set is not countable, we call it
uncountable.

Exercise 1.1.1 Show that a set is countable if and only if its elements can
be enumerated as a0, a1, a2, . . ., (perhaps by repeating some of its elements);
i.e., A is countable if and only if there is a map f from N onto A.

Exercise 1.1.2 Show that every subset of a countable set is countable.

Example 1.1.3 We can enumerate N×N, the set of ordered pairs of nat-
ural numbers, by the diagonal method as shown in the following diagram

(0, 0)
✟✟✟✯ (0, 1) (0, 2) · · ·

(1, 0)✟✟✟✟✟✟✟✟✟✟✯

(1, 1) (1, 2) · · ·

(2, 0)✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✯

(2, 1) (2, 2) · · ·
...

...
... · · ·

That is, we enumerate the elements of N × N as (0, 0), (1, 0), (0, 1), (2, 0),
(1, 1), (0, 2), . . .. By induction on k, k a positive integer, we see that Nk,
the set of all k-tuples of natural numbers, is also countable.

Theorem 1.1.4 Let A0, A1, A2, . . . be countable sets. Then their union
A =

⋃∞
0 An is countable.

Proof. For each n, choose an enumeration an0, an1, an2, . . . of An. We
enumerate A =

⋃
nAn following the above diagonal method.

A0: a00✟✟✟✯ a01 a02 · · ·

A1: a10✟✟✟✟✟✟✟✟✟✟✯

a11 a12 · · ·

A2: a20✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✯

a21 a22 · · ·
...

...
... · · ·
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Example 1.1.5 Let Q be the set of all rational numbers. We have

Q =
⋃
n>0

{m/n : m an integer}.

By 1.1.4, Q is countable.

Exercise 1.1.6 Let X be a countable set. Show that X × {0, 1}, the set
Xk of all k-tuples of elements of X, and X<N, the set of all finite sequences
of elements of X including the empty sequence e, are all countable.

A real number is called algebraic if it is a root of a polynomial with
integer coefficients.

Exercise 1.1.7 Show that the set K of algebraic numbers is countable.

The most natural question that arises now is; Are there uncountable
sets? The answer is yes, as we see below.

Theorem 1.1.8 (Cantor) For any two real numbers a, b with a < b, the
interval [a, b] is uncountable.

Proof. (Cantor) Let (an) be a sequence in [a, b]. Define an increasing
sequence (bn) and a decreasing sequence (cn) in [a, b] inductively as follows:
Put b0 = a and c0 = b. For some n ∈ N, suppose

b0 < b1 < · · · < bn < cn < · · · < c1 < c0

have been defined. Let in be the first integer i such that bn < ai < cn and
jn the first integer j such that ain < aj < cn. Since [a, b] is infinite in, jn
exist. Put bn+1 = ain and cn+1 = ajn .
Let x = sup{bn : n ∈ N}. Clearly, x ∈ [a, b]. Suppose x = ak for some k.

Clearly, x ≤ cm for all m. So, by the definition of the sequence (bn) there is
an integer i such that bi > ak = x. This contradiction shows that the range
of the sequence (an) is not the whole of [a, b]. Since (an) was an arbitrary
sequence, the result follows.
Let X and Y be sets. The collection of all subsets of a set X is itself a set,

called the power set of X and denoted by P(X). Similarly, the collection
of all functions from Y to X forms a set, which we denote by XY .

Theorem 1.1.9 The set {0, 1}N, consisting of all sequences of 0’s and 1’s,
is uncountable.

Proof. Let (αn) be a sequence in {0, 1}N. Define α ∈ {0, 1}N by

α(n) = 1− αn(n), n ∈ N.

Then α �= αi for all i. Since (αn) was arbitrary, our result is proved.
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Exercise 1.1.10 (a) Show that the intervals (0, 1) and (0, 1] are of the
same cardinality.

(b) Show that any two nondegenerate intervals (which may be bounded
or unbounded and may or may not include endpoints) have the same
cardinality. Hence, any such interval is uncountable.

A number is called transcendental if it is not algebraic.

Exercise 1.1.11 Show that the set of all transcendental numbers in any
nondegenerate interval is uncountable.

1.2 Order of Infinity

So far we have seen only two different “orders of infinity”—that of N and
that of {0, 1}N. Are there any more? In this section we show that there are
many.
We say that the cardinality of a set A is less than or equal to the

cardinality of a set B, written A ≤c B, if there is a one-to-one function
f from A to B. Note that ∅ ≤c A for all A (Why?), and for sets A, B, C,

(A ≤c B & B ≤c C) =⇒ A ≤c C.

If A ≤c B but A �≡ B, then we say that the cardinality of A is less
than the cardinality of B and symbolically write A <c B. Notice that
N <c R.

Theorem 1.2.1 (Cantor) For any set X, X <c P(X).
Proof. First assume that X = ∅. Then P(X) = {∅}. The only function

on X is the empty function ∅, which is not onto {∅}. This observation
proves the result when X = ∅.
Now assume that X is nonempty. The map x −→ {x} from X to P(X)

is one-to-one. Therefore, X ≤c P(X). Let f : X −→ P(X) be any map.
We show that f cannot be onto P(X). This will complete the proof.
Consider the set

A = {x ∈ X|x �∈ f(x)}.
Suppose A = f(x0) for some x0 ∈ X. Then

x0 ∈ A⇐⇒ x0 �∈ A.

This contradiction proves our claim.

Remark 1.2.2 This proof is an imitation of the proof of 1.1.9. To see
this, note the following. If A is a subset of a set X, then its characteristic
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function is the map χA : X −→ {0, 1}, where

χA(x) =
{
1 if x ∈ A,
0 otherwise.

We can easily verify that A −→ χA defines a one-to-one map from P(X)
onto {0, 1}X . We have shown that there is no map f from X onto P(X) in
exactly the same way as we showed that {0, 1}N is uncountable.

Now we see that

N <c P(N) <c P(P(N)) <c . . . .

Let T be the union of all the sets N, P(N), P(P(N)), . . .. Then T is of car-
dinality larger than each of the sets described above. We can now similarly
proceed with T and get a never-ending class of sets of higher and higher
cardinalities! A very interesting question arises now: Is there an infinite
set whose cardinality is different from the cardinalities of each of the sets
so obtained? In particular, is there an uncountable set of real numbers of
cardinality less than that of R? These turned out to be among the most fun-
damental problems not only in set theory but in the whole of mathematics.
We shall briefly discuss these later in this chapter.
The following result is very useful in proving the equinumerosity of two

sets. It was first stated and proved (using the axiom of choice) by Cantor.

Theorem 1.2.3 (Schröder – Bernstein Theorem) For any two sets X and
Y ,

(X ≤c Y & Y ≤c X) =⇒ X ≡ Y.

Proof. (Dedekind) Let X ≤c Y and Y ≤c X. Fix one-to-one maps
f : X −→ Y and g : Y −→ X. We have to show that X and Y have the
same cardinality; i.e., that there is a bijection h from X onto Y .
We first show that there is a set E ⊆ X such that

g−1(X \ E) = Y \ f(E). (∗)
(See Figure 1.1.) Assuming that such a set E exists, we complete the proof
as follows. Define h : X −→ Y by

h(x) =
{

f(x) if x ∈ E,
g−1(x) otherwise.

The map h : X −→ Y is clearly seen to be one-to-one and onto.
We now show the existence of a set E ⊆ X satisfying ( ). Consider the

map H : P(X) −→ P(X) defined by
H(A) = X \ g(Y \ f(A)), A ⊆ X.

It is easy to check that
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(i) A ⊆ B ⊆ X =⇒ H(A) ⊆ H(B), and
(ii) H(⋃nAn) =

⋃
nH(An).

✲

✛

X Y

f

g

A f(A)

g(Y \f(A)) Y \f(A)

Figure 1.1

Now define a sequence (An) of subsets of X inductively as follows:

A0 = ∅, and
An+1 = H(An), n = 0, 1, 2, . . ..

Let E =
⋃
nAn. Then, H(E) = E. The set E clearly satisfies ( ).

Corollary 1.2.4 For sets A and B,

A <c B ⇐⇒ A ≤c B & B �≤c A.

Here are some applications of the Schröder – Bernstein theorem.

Example 1.2.5 Define f : P(N) −→ R, the set of all real numbers, by

f(A) =
∑
n∈A

2
3n+1 , A ⊆ N.

Then f is one-to-one. Therefore, P(N) ≤c R. Now consider the map g :
R −→ P(Q) by

g(x) = {r ∈ Q|r < x}, x ∈ R.

Clearly, g is one-to-one and so R ≤c P(Q). As Q ≡ N, P(Q) ≡ P(N).
Therefore, R ≤c P(N). By the Schröder – Bernstein theorem, R ≡ P(N).
Since P(N) ≡ {0, 1}N, R ≡ {0, 1}N.
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Example 1.2.6 Fix a one-to-one map x −→ (x0, x1, x2, . . .) from R onto
{0, 1}N, the set of sequences of 0’s and 1’s. Then the function (x, y) −→
(x0, y0, x1, y1, . . .) from R2 to {0, 1}N is one-to-one and onto. So, R2 ≡
{0, 1}N ≡ R. By induction on the positive integers k, we can now show that
Rk and R are equinumerous.

Exercise 1.2.7 Show that R and RN are equinumerous, where RN is the
set of all sequences of real numbers.

(Hint: Use N× N ≡ N.)

Exercise 1.2.8 Show that the set of points on a line and the set of lines
in a plane are equinumerous.

Exercise 1.2.9 Show that there is a family A of infinite subsets of N such
that

(i) A ≡ R, and

(ii) for any two distinct sets A and B in A, A⋂
B is finite.

1.3 The Axiom of Choice

Are the sizes of any two sets necessarily comparable? That is, for any two
sets X and Y , is it true that at least one of the relations X ≤c Y or Y ≤c X
holds? To answer this question, we need a hypothesis on sets known as the
axiom of choice.
The Axiom of Choice (AC) If {Ai}i∈I is a family of nonempty sets,

then there is a function f : I −→ ⋃
iAi such that f(i) ∈ Ai for every i ∈ I.

Such a function f is called a choice function for {Ai : i ∈ I}. Note
that if I is finite, then by induction on the number of elements in I we can
show that a choice function exists. If I is infinite, then we do not know
how to prove the existence of such a map. The problem can be explained
by the following example of Russell. Let A0, A1, A2, . . . be a sequence of
pairs of shoes. Let f(n) be the left shoe in the n th pair An, and so the
choice function in this case certainly exists. Instead, let A0, A1, A2, . . . be
a sequence of pairs of socks. Now we are unable to give a rule to define a
choice function for the sequence A0, A1, A2, . . .! AC asserts the existence
of such a function without giving any rule or any construction for defining
it. Because of its nonconstructive nature, AC met with serious criticism
at first. However, AC is indispensable, not only for the theory of cardinal
numbers, but for most branches of mathematics.
From now on, we shall be assuming AC.
Note that we used AC to prove that the union of a sequence of countable

sets A0, A1, . . . is countable. For each n, we chose an enumeration of An.
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But usually there are infinitely many such enumerations, and we did not
specify any rule to choose one. It should, however, be noted that for some
important specific instances of this result AC is not needed. For instance,
we did not use AC to prove the countability of the set of rational numbers
(1.1.5) or to prove the countability of X<N, X countable (1.1.6).
The next result shows that every infinite set X has a proper subset Y of

the same cardinality as X. We use AC to prove this.

Theorem 1.3.1 If X is infinite and A ⊆ X finite, then X \A and X have
the same cardinality.

Proof. Let A = {a0, a1, . . . , an} with the ai’s distinct. By AC, there
exist distinct elements an+1, an+2, . . . in X \ A. To see this, fix a choice
function f : P(X) \ {∅} −→ X such that f(E) ∈ E for every nonempty
subset E of X. Such a function exists by AC. Now inductively define
an+1, an+2, . . . such that

an+k+1 = f(X \ {a0, a1, . . . , an+k}),
k = 0, 1, . . . Define h : X −→ X \A by

h(x) =
{

an+k+1 if x = ak,
x otherwise.

Clearly, h : X −→ X \A is one-to-one and onto.

Corollary 1.3.2 Show that for any infinite set X, N ≤c X; i.e., every
infinite set X has a countable infinite subset.

Exercise 1.3.3 Let X, Y be sets such that there is a map from X onto
Y . Show that Y ≤c X.

There are many equivalent forms of AC. One such is called Zorn’s
lemma, of which there are many natural applications in several branches
of mathematics. In this chapter we shall give several applications of Zorn’s
lemma to the theory of cardinal numbers. We explain Zorn’s lemma now.
A partial order on a set P is a binary relation R such that for any x,

y, z in P ,

xRx (reflexive),

(xRy & yRz) =⇒ xRz (transitive), and

(xRy & yRx) =⇒ x = y (anti-symmetric).

A set P with a partial order is called a partially ordered set or simply
a poset. A linear order on a set X is a partial order R on X such that
any two elements of X are comparable; i.e., for any x, y ∈ X, at least one
of xRy or yRx holds. If X is a set with more than one element, then the
inclusion relation ⊆ on P(X) is a partial order that is not a linear order.
Here are a few more examples of partial orders that are not linear orders.
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Example 1.3.4 Let X and Y be any two sets. A partial function f :
X −→ Y is a function with domain a subset of X and range contained in
Y . Let f : X −→ Y and g : X −→ Y be partial functions. We say that g
extends f , or f is a restriction of g, written g � f or f � g, if domain(f)
is contained in domain(g) and f(x) = g(x) for all x ∈ domain(f). If f is a
restriction of g and domain(f) = A, we write f = g|A. Let

Fn(X,Y ) = {f : f a one-to-one partial function from X to Y }.
Suppose Y has more than one element and X �= ∅. Then (Fn(X,Y ), �)
is a poset that is not linearly ordered.

Example 1.3.5 Let V be a vector space over any field F and P the set of
all independent subsets of V ordered by the inclusion ⊆. Then P is a poset
that is not a linearly ordered set.

Fix a poset (P,R). A chain in P is a subset C of P such that R restricted
to C is a linear order; i.e., for any two elements x, y of C at least one of the
relations xRy or yRx must be satisfied. Let A ⊆ P . An upper bound for
A is an x ∈ P such that yRx for all y ∈ A. An x ∈ P is called a maximal
element of P if for no y ∈ P different from x, xRy holds. In 1.3.4, a chain
C in Fn(X,Y ) is a consistent family of partial functions, their common
extension

⋃
C an upper bound for C, and any partial function f with

domain X or range Y a maximal element. So, there may be more than one
maximal element in a poset that is not linearly ordered.
In 1.3.5, Let C be a chain in P . Then for any two elements E and F of

P , either E ⊆ F or F ⊆ E. It follows that
⋃
C itself is an independent set

and so is an upper bound of C.
Let (L,≤) be a linearly ordered set. An element x of L is called the first

(last) element of L if x ≤ y (respectively y ≤ x) for every y ∈ L. A linearly
ordered set L is called order dense if for every x < y there is a z such
that x < z < y. Two linearly ordered sets are called order isomorphic
or simply isomorphic if there is a one-to-one, order-preserving map from
one onto the other.

Exercise 1.3.6 (i) Let L be a countable linearly ordered set. Show that
there is a one-to-one, order-preserving map f : L −→ Q, where Q has
the usual order.

(ii) Let L be a countable linearly ordered set that is order dense and that
has no first and no last element. Show that L is order isomorphic to
Q.

Zorn’s Lemma If P is a nonempty partially ordered set such that every
chain in P has an upper bound in P , then P has a maximal element.
As mentioned earlier, Zorn’s lemma is equivalent to AC. We can easily

prove AC from Zorn’s lemma. To see this, fix a family {Ai : i ∈ I} of
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nonempty subsets of a set X. A partial choice function for {Ai : i ∈ I}
is a choice function for a subfamily {Ai : i ∈ J}, J ⊆ I. Let P be the set
of all partial choice functions for {Ai : i ∈ I}. As before, for f , g in P , we
put f � g if g extends f . Then the poset (P, �) satisfies the hypothesis
of Zorn’s lemma. To see this, let C = {fa : a ∈ A} be a chain in P . Let
D =

⋃
a∈A domain(fa). Define f : D −→ X by

f(x) = fa(x) if x ∈ domain(fa).

Since the fa’s are consistent, f is well defined. Clearly, f is an upper bound
of C. By Zorn’s lemma, let g be a maximal element of P . Suppose g is not
a choice function for the family {Ai : i ∈ I}. Then domain(g) �= I. Choose
i0 ∈ I \ domain(g) and x0 ∈ Ai0 . Let

h : domain(g)
⋃
{i0} −→

⋃
i

Ai

be the extension of g such that h(i0) = x0. Clearly, h ∈ P , g � h, and
g �= h. This contradicts the maximality of g.
We refer the reader to [62] (Theorem 7, p. 256) for a proof of Zorn’s

lemma from AC.
Here is an application of Zorn’s lemma to linear algebra.

Proposition 1.3.7 Every vector space V has a basis.

Proof. Let P be the poset defined in 1.3.5; i.e., P is the set of all indepen-
dent subsets of V . Since every singleton set {v}, v �= 0, is an independent
set, P �= ∅. As shown earlier, every chain in P has an upper bound. There-
fore, by Zorn’s lemma, P has a maximal element, say B. Suppose B does
not span V . Take v ∈ V \ span(B). Then B

⋃{v} is an independent set
properly containing B. This contradicts the maximality of B. Thus B is a
basis of V .

Exercise 1.3.8 Let F be any field and V an infinite dimensional vector
space over F . Suppose V ∗ is the space of all linear functionals on V . It is
well known that V ∗ is a vector space over F . Show that there exists an
independent set B in V ∗ such that B ≡ R.

Exercise 1.3.9 Let (A,R) be a poset. Show that there exists a linear order
R′ on A that extends R; i.e., for every a, b ∈ A,

aRb =⇒ aR′b.

Exercise 1.3.10 Show that every set can be linearly ordered.
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1.4 More on Equinumerosity

In this section we use Zorn’s lemma to prove several general results on
equinumerosity. These will be used to develop cardinal arithmetic in the
next section.

Theorem 1.4.1 For any two sets X and Y , at least one of

X ≤c Y or Y ≤c X

holds.

Proof. Without loss of generality we can assume that both X and Y
are nonempty. We need to show that either there exists a one-to-one map
f : X −→ Y or there exists a one-to-one map g : Y −→ X. To show this,
consider the poset Fn(X,Y ) of all one-to-one partial functions from X to
Y as defined in 1.3.4. It is clearly nonempty. As shown earlier, every chain
in Fn(X,Y ) has an upper bound. Therefore, by Zorn’s lemma, P has a
maximal element, say f0. Then, either domain(f0) = X or range(f0) = Y .
If domain(f0) = X, then f0 is a one-to-one map from X to Y . So, in this
case, X ≤c Y . If range(f0) = Y , then f−1

0 is a one-to-one map from Y to
X, and so Y ≤c X.
As a corollary to the above theorem and the Schröder – Bernstein theo-

rem, we get the following trichotomy theorem.

Corollary 1.4.2 Let A and B be any two sets. Then exactly one of

A <c B, A ≡ B, and B <c A

holds.

Theorem 1.4.3 For every infinite set X,

X × {0, 1} ≡ X.

Proof. Let

P = {(A, f) : A ⊆ X and f : A× {0, 1} −→ A a bijection}.

Since X is infinite, it contains a countably infinite set, say D. By 1.1.3,
D × {0, 1} ≡ D. Therefore, P is nonempty. Consider the partial order ∝
on P defined by

(A, f) ∝ (B, g)⇐⇒ A ⊆ B & f � g.

Following the argument contained in the proof of 1.4.1, we see that the
hypothesis of Zorn’s lemma is satisfied by P . So, P has a maximal element,
say (A, f).
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To complete the proof we show that A ≡ X. Since X is infinite, by 1.3.1,
it will be sufficient to show that X \ A is finite. Suppose not. By 1.3.2,
there is a B ⊆ X \A such that B ≡ N. So there is a one-to-one map g from
B × {0, 1} onto B. Combining f and g we get a bijection

h : (A
⋃

B)× {0, 1} −→ A
⋃

B

that extends f . This contradicts the maximality of (A, f). Hence, X \A is
finite. Therefore, A ≡ X. The proof is complete.

Corollary 1.4.4 Every infinite set can be written as the union of k pair-
wise disjoint equinumerous sets, where k is any positive integer.

Theorem 1.4.5 For every infinite set X,

X ×X ≡ X.

Proof. Let

P = {(A, f) : A ⊆ X and f : A×A −→ A a bijection}.

Note that P is nonempty.
Consider the partial order ∝ on P defined by

(A, f) ∝ (B, g)⇐⇒ A ⊆ B & f � g.

By Zorn’s lemma, take a maximal element (A, f) of P as in the proof of
1.4.3. Note that A must be infinite. To complete the proof, we shall show
that A ≡ X. Suppose not. Then A <c X. We first show that X \A ≡ X.
Suppose X \A <c X. By 1.4.1, either A ≤c X \A or X \A ≤c A. Assume

first X \ A ≤c A. Using 1.4.3, take two disjoint sets A1, A2 of the same
cardinality as A and A1

⋃
A2 = A. Now,

X = A
⋃
(X \A) ≤c A1

⋃
A2 ≡ A <c X.

This is a contradiction. Similarly we arrive at a contradiction from the
other inequality. Thus, by 1.4.2, X \A ≡ X.
Now choose B ⊆ X \A such that B ≡ A. By 1.4.4, write B as the union

of three disjoint sets, say B1, B2, and B3, each of the same cardinality as
A. Since there is a one-to-one map from A×A onto A, there exist bijections
f1 : B × A −→ B1, f2 : B × B −→ B2, and f3 : A × B −→ B3. Let C =
A

⋃
B. Combining these four bijections, we get a bijection g : C×C −→ C

that is a proper extension of f . This contradicts the maximality of (A, f).
Thus, A ≡ X. The proof is now complete.

Exercise 1.4.6 Let X be an infinite set. Show that X, X<N, and the set
of all finite sequences of X are equinumerous.
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A Hamel basis is a basis of R considered as a vector space over the field
of rationals Q. Since every vector space has a basis, a Hamel basis exists.

Exercise 1.4.7 Show that if B is a Hamel basis, then B ≡ R.

The next proposition, though technical, has important applications to
cardinal arithmetic, as we shall see in the next section.

Proposition 1.4.8 (J. König, [58]) Let {Xi : i ∈ I} and {Yi : i ∈ I} be
families of sets such that Xi <c Yi for each i ∈ I. Then there is no map f
from

⋃
iXi onto ΠiYi.

Proof. Let f :
⋃
iXi −→ ΠiYi be any map. For any i ∈ I, let

Ai = Yi \ πi(f(Xi)),

where πi :
∏

j Yj −→ Yi is the projection map. Since for evry i, Xi <c Yi,
each Ai is nonempty. By AC, ΠiAi �= ∅. But

ΠiAi

⋂
range(f) = ∅.

It follows that f is not onto.

1.5 Arithmetic of Cardinal Numbers

For sets X, Y , and Z, we know the following.

X ≡ X,

X ≡ Y =⇒ Y ≡ X, and

(X ≡ Y & Y ≡ Z) =⇒ X ≡ Z.

So, to each set X we can assign a symbol, say |X|, called its cardinal
number, such that

X ≡ Y ⇐⇒ |X| and |Y | are the same.

In general, cardinal numbers are denoted by Greek letters κ, λ, µ with or
without suffixes. However, some specific cardinals are denoted by special
symbols. For example, we put

|{0, 1, . . . , n− 1}| = n (n a natural number),
|N| = ℵ0, and
|R| = c.
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As in the case of natural numbers, we can add, multiply and compare
cardinal numbers. We define these notions now. Let λ and µ be two cardinal
numbers. Fix sets X and Y such that |X| = λ and |Y | = µ. We define

λ+ µ = |(X × {0})⋃(Y × {1})|,
λ · µ = |X × Y |,
λµ = |XY |,

λ ≤ µ if X ≤c Y, and
λ < µ if X <c Y.

The above definitions are easily seen to be independent of the choices
of X and Y . Further, these extend the corresponding notions for natural
numbers. Note that 2λ = |P(X)| if |X| = λ. We can define the sum and
the product of infinitely many cardinals too. Let {λi : i ∈ I} be a set of
cardinal numbers. Fix a family {Xi : i ∈ I} of sets such that |Xi| = λi,
i ∈ I. We define

Πiλi = |ΠiXi|.
To define

∑
i λi, first note that there is a family {Xi : i ∈ I} of pairwise

disjoint sets such that |Xi| = λi; simply take a family {Yi : i ∈ I} of sets
such that |Yi| = λi and put Xi = Yi × {i}. We define∑

i

λi = |
⋃
i

Xi|.

With these notations, note that

ℵ0 < 2ℵ0 = c,

ℵ0 + ℵ0 = ℵ0 · ℵ0 = ℵ0,

cn = cℵ0 = c(n > 1), etc.

Whatever we have proved about equinumerosity of sets; i.e., the results
concerning union, product, ≤c, etc., translate into corresponding results
about cardinal numbers. For instance, by 1.2.1,

∀λ(λ < 2λ).

The Schröder – Bernstein theorem translates as follows:

λ ≤ µ & µ ≤ λ =⇒ λ = µ.

The result on comparabilty of cardinals (1.4.1) becomes; For cardinals λ
and µ at least one of

λ ≤ µ and µ ≤ λ

holds. If λ is infinite, then

λ = λ+ λ = λ · λ.
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Exercise 1.5.1 Let λ ≤ µ. Show that for any κ,

λ+ κ ≤ µ+ κ, λ · κ ≤ µ · κ, λκ ≤ µκ, and κλ ≤ κµ.

Example 1.5.2

2c ≤ ℵc
0 (since 2 ≤ ℵ0)

≤ cc (since ℵ0 ≤ c)
= (2ℵ0)c (since c = 2ℵ0)
= 2ℵ0·c (since for nonempty sets X,Y, Z, (XY )Z ≡ XY×Z)
≤ 2c·c (since ℵ0 < c)
= 2c (since c · c = c).

So, by the Schröder – Bernstein theorem, 2c = ℵc
0 = cc. It follows that

{0, 1}R ≡ NR ≡ RR.

Exercise 1.5.3 (König’s theorem, [58]) Let {λi : i ∈ I} and {µi : i ∈ I}
be nonempty sets of cardinal numbers such that λi < µi for each i. Show
that ∑

i

λi < Πiµi.

(Hint: Use 1.4.8.)

1.6 Well-Ordered Sets

A well-order on a set W is a linear order ≤ on W such that every
nonempty subset A of W has a least (first) element; i.e., A has an ele-
ment x such that x ≤ y for all y ∈ A. If ≤ is a well-order on W then
(W,≤), or simply W , will be called a well-ordered set. For w,w′ ∈ W ,
we write w < w′ if w ≤ w′ and w �= w′. The usual order on R or that on Q

is a linear order that is not a well-order.

Exercise 1.6.1 Show that every linear order on a finite set is a well-order.

If n is a natural number, then the well-ordered set {0, 1, . . . , n− 1} with
the usual order will be denoted by n itself. The usual order on the set
of natural numbers N = {0, 1, 2, . . .} is a well-order. We denote this well-
ordered set by ω0.

Proposition 1.6.2 A linearly ordered set (W,≤) is well-ordered if and
only if there is no descending sequence w0 > w1 > w2 > · · · in W .

Proof. Let W be not well-ordered. Then there is a nonempty subset A
of W not having a least element. Choose any w0 ∈ A. Since w0 is not the
first element of A, there is a w1 ∈ A such that w1 < w0. Since w1 is not
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the first element of A, we get w2 < w1 in A. Proceeding similarly, we get
a descending sequence {wn : n ≥ 0} in W . This completes the proof of the
“if” part of the result. For the converse, note that if w0 > w1 > w2 > · · ·
is a descending sequence in W , then the set A = {wn : n ≥ 0} has no least
element.
Let W1 and W2 be two well-ordered sets. If there is an order-preserving

bijection f : W1 −→ W2, then we call W1 and W2 order isomorphic or
simply isomorphic. Such a map f is called an order isomorphism. If
two well-ordered sets W1, W2 are order isomorphic, we write W1 ∼ W2.
Note that if W1 and W2 are isomorphic, they have the same cardinality.

Example 1.6.3 Let W = N
⋃{∞}. Let ≤ be defined in the usual way on

N and let i <∞ for i ∈ N. Clearly, W is a well-ordered set. Since W has a
last element and ω0 does not, (W,≤) is not isomorphic to ω0. Thus there
exist nonisomorphic well-ordered sets of the same cardinality.

Let W be a well-ordered set and w ∈ W . Suppose there is an element
w− of W such that w− < w and there is no v ∈ W satisfying w− <
v < w. Clearly such an element, if it exists, is unique. We call w− the
immediate predecessor of w, and w the successor of w−. An element
of W that has an immediate predecessor is called a successor element.
A well-ordered set W may have an element w other than the first element
with no immediate predecessor. Such an element is called a limit element
of W . Let W be as in 1.6.3. Then ∞ is a limit element of W , and each n,
n > 0, is a successor element.
Let W be a well-ordered set and w ∈W . Set

W (w) = {u ∈W : u < w}.
Sets of the form W (w) are called initial segments of W .

Exercise 1.6.4 Let W be a well-ordered set and w ∈W . Show that
⋃
u<w

W (u) =
{

W (w) if w is a limit element,
W (w−) if w is a successor.

Proposition 1.6.5 No well-ordered setW is order isomorphic to an initial
segment W (u) of itself.

Proof. Let W be a well-ordered set and u ∈ W . Suppose W and W (u)
are isomorphic. Let f :W −→W (u) be an order isomorphism. For n ∈ N,
let wn = fn(u). Note that

w0 = f0(u) = u > f1(u) = f(u) = w1.

By induction on n, we see that wn > wn+1 for all n, i.e., (wn) is a descending
sequence in W . By 1.6.2, W is not well-ordered. This contradiction proves
our result.
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Exercise 1.6.6 Let (W1,≤1) and (W2,≤2) be well-ordered sets. Define an
order ≤ on W1 ×W2 as follows. For (w1, w2), (w′

1, w
′
2) ∈W1 ×W2,

(w1, w2) ≤ (w′
1, w

′
2)⇐⇒ w2 <2 w′

2 or (w2 = w′
2 & w1 ≤1 w′

1).

Show that ≤ is a well-order on W1 ×W2. The ordering ≤ on W1 ×W2 is
called the antilexicographical ordering.

Exercise 1.6.7 Let (W,≤) be a well-ordered set and {(Wα,≤α) : α ∈W}
a family of well-ordered sets such that the Wα’s are pairwise disjoint. Put
W ′ =

⋃
αWα and define an order ≤′ on W ′ as follows. For w,w′ ∈W ′, put

w ≤′ w′ if

(i) there exists an α ∈W such that w,w′ ∈Wα and w ≤α w′, or

(ii) there exist α, β ∈W such that α < β, w ∈Wα, and w′ ∈Wβ .

Show that ≤′ is a well-order on W ′.

If W ′ is as in 1.6.7, then we write W ′ =
∑

α∈W Wα. In the special case
where W consists of two elements a and b with a ≤ b, we simply write
Wa +Wb for

∑
α∈W Wα.

Remark 1.6.8 Let (W1,≤1) and (W2,≤2) be as in 1.6.6. For each w ∈
W1, let (Ww,≤w) be a well-ordered set isomorphic to (W2,≤2). Further,
assume that Ww

⋂
Wv = ∅ for all pairs of distinct elements v, w of W1.

Then W1 ×W2 ∼
∑

w∈W1
Ww, where W1 ×W2 has the antilexicographical

ordering.

Exercise 1.6.9 Give an example of a pair of well-ordered sets W1, W2
such that W1 +W2 and W2 +W1 are not isomorphic.

Exercise 1.6.10 Show that

ω0 ∼ An + ω0 ∼ n× ω0,

where An is a well-ordered set of cardinality n disjoint from ω0.

Using the operations on well-ordered sets described in 1.6.6 and 1.6.7 we
can now give more examples of nonisomorphic well-ordered sets.

Exercise 1.6.11 For each n ≥ 0, fix a well-ordered set An of cardinality
n disjoint from ω0. Also take a well-ordered set ω′

0 ∼ ω0 disjoint from ω0.
Show that the well-ordered sets

ω0 +An(n ≥ 0), ω0 + ω′
0, ω0 × n(n > 2), ω0 × ω0

are pairwise nonisomorphic.
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Proceeding similarly, we can give more and more examples of well-
ordered sets. However, note that all well-ordered sets thus obtained are
countable. So, the following question arises: Is there an uncountable well-
ordered set? There are many. But we shall have to wait to see an example of
an uncountable well-ordered set. Another very natural question is the fol-
lowing: Can every set be well-ordered? In particular, can R be well-ordered?
Recall that (using AC) every set can be linearly ordered and every count-
able set can be well-ordered. This brings us to another very useful and
equivalent form of AC.
Well-Ordering Principle (WOP) Every set can be well-ordered.
Let {Ai : i ∈ I} be a family of nonempty sets and A =

⋃
iAi. ByWOP,

there is a well-order, say ≤, on A. For i ∈ I, let f(i) be the least element of
Ai. Clearly, f is a choice function for {Ai}. Thus we see thatWOP implies
AC.

Exercise 1.6.12 Prove WOP using Zorn’s lemma.

We refer the reader to [62] (Theorem 1, p. 254) for a proof ofWOP from
AC.

1.7 Transfinite Induction

In this section we extend the method of induction on natural numbers to
general well-ordered sets. To some readers some of the results in this sec-
tion may look unmotivated and unpleasantly complicated. However, these
are preparatory results that will be used to develop the theory of ordinal
numbers in the next section.
It will be convenient to recall the principles of induction on natural num-

bers.

Proposition 1.7.1 (Proof by induction) For each n ∈ N, let Pn be a math-
ematical proposition. Suppose P0 is true and for every n, Pn+1 is true
whenever Pn is true. Then for every n, Pn is true. Symbolically, we can
express this as follows.

(P0 & ∀n(Pn =⇒ Pn+1)) =⇒ ∀nPn.
The proof of this proposition uses two basic properties of the set of

natural numbers. First, it is well-ordered by the usual order, and second,
every nonzero element in it is a successor. A repeated application of 1.7.1
gives us the following.

Proposition 1.7.2 (Definition by induction) Let X be any nonempty set.
Suppose x0 is a fixed point of X and g : X −→ X any map. Then there is
a unique map f : N −→ X such that f(0) = x0 and f(n+1) = g(f(n)) for
all n.
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We wish to extend these two results to general well-ordered sets. Since
a well-ordered set may have limit elements, we only have the so-called
complete induction on well-ordered sets.

Theorem 1.7.3 (Proof by transfinite induction) Let (W,≤) be a well-
ordered set, and for every w ∈ W , let Pw be a mathematical proposition.
Suppose that for each w ∈W , if Pv is true for each v < w, then Pw is true.
Then for every w ∈W , Pw is true. Symbolically, we express this as

(∀w ∈W )(((∀v < w)Pv) =⇒ Pw) =⇒ (∀w ∈W )Pw.

Proof. Let
(∀w ∈W )(((∀v < w)Pv) =⇒ Pw). (∗)

Suppose Pw is false for some w ∈W . Consider

A = {w ∈W : Pw does not hold}.
By our assumptions, A �= ∅. Let w0 be the least element of A. Then for
every v < w0, Pv holds. However, Pw0 does not hold. This contradicts ( ).
Therefore, for every w ∈W , Pw holds.

Theorem 1.7.4 (Definition by transfinite induction) Let (W,≤) be a well-
ordered set, X a set, and F the set of all maps with domain an initial
segment of W and range contained in X. If G : F −→ X is any map, then
there is a unique map f :W −→ X such that for every u ∈W ,

f(u) = G(f |W (u)). (∗)
Proof. For each w ∈ W , let Pw be the proposition “there is a unique

map gw :W (w) −→ X such that ( ) is satisfied for f = gw and u ∈W (w).”
Let w ∈ W be such that Pv holds for each v < w. For each v < w, choose
the function gv : W (v) −→ X satisfying ( ) on W (v). If v′ < v < w, then
gv|W (v′) also satisfies ( ) on W (v′). Therefore, by the uniqueness of gv′ ,

gv|W (v′) = gv′ ;

i.e., {gv : v < w} is a consistent set of functions. So, there is a common
extension h :

⋃
v<wW (v) −→ X of the functions gv, v < w. If w is a

limit element, then W (w) =
⋃
w′<wW (w′) and we take gw = h. If w

is a successor, then we extend h on W (w) to a function gw by putting
g(w−) = G(h). The uniqueness of gw easily follows from the fact that
{gv : v < w} are unique. Thus by 1.7.3, Pw holds for all w.
Now take

h :
⋃
w∈W

W (w) −→ X

to be the common extension of the functions {gw : w ∈ W}. If W has no
last element, then take f = h; Suppose W has a last element, say w. Take
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f to be the extension of h to W such that f(w) = G(h). As before, we see
that f is unique.
Let W and W ′ be well-ordered sets. We write W ≺ W ′ if W is order

isomorphic to an initial segment ofW ′. Further, we writeW �W ′ if either
W ≺W ′ or W ∼W ′.

Theorem 1.7.5 (Trichotomy theorem for well-ordered sets) For any two
well-ordered sets W and W ′, exactly one of

W ≺W ′, W ∼W ′, and W ′ ≺W

holds.

Proof. It is easy to see that no two of these can hold simultaneously.
For example, if W ∼ W ′ and W ′ ≺ W , then W is isomorphic to an initial
segment of itself. This is impossible by 1.6.5.
To show that at least one of these holds, take X = W ′ ⋃{∞}, where

∞ is a point outside W ′. Now define a map f : W −→ X by transfinite
induction as follows. Let w ∈ W and assume that f has been defined on
W (w). If W ′ \ f(W (w)) �= ∅, then we take f(w) to be the least element of
W ′ \ f(W (w)); otherwise, f(w) =∞. By 1.7.4, such a function exists.
Let us assume that ∞ �∈ f(W ). Then

(i) the map f is one-to-one and order preserving, and

(ii) the range of f is either whole of W ′ or an initial segment of W ′.

So, in this case at least one of W ∼W ′ or W ≺W ′ holds.
If ∞ ∈ f(W ), then let w be the first element of W such that f(w) =∞.

Then f |W (w) is an order isomorphism from W (w) onto W ′. Thus in this
case W ′ ≺W .

Corollary 1.7.6 Let (W,≤), (W ′,≤′) be well-ordered sets. Then W �W ′

if and only if there is a one-to-one order-preserving map from W into W ′.

Proof. Suppose there is a one-to-one order-preserving map g from W
into W ′. Let X and f : W −→ X be as in the proof of 1.7.5. Then, by
induction on w, we easily show that for every w ∈ W , f(w) ≤′ g(w).
Therefore, ∞ �∈ f(W ). Hence, W �W ′. The converse is clear.

Theorem 1.7.7 Let W = {(Wi,≤i) : i ∈ I} be a family of pairwise non-
isomorphic well-ordered sets. Then there is a W ∈ W such that W ≺ W ′

for every W ′ ∈ W different from W .

Proof. Suppose no such W exists. Then there is a descending sequence

· · · ≺Wn ≺ · · · ≺W1 ≺W0
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W1

W2

W3

� � � �
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f0(f1(f2(w3))) f0(f1(w2)) f0(w1) w0

f1(f2(w3)) f1(w2) w1

f2(w3) w2

w3

..

..

✻f0

✻f1

✻f2

Figure 1.2

in W. For n ∈ N, choose a w′
n ∈ Wn such that Wn+1 ∼ Wn(w′

n). Fix an
order isomorphism fn :Wn+1 −→Wn(w′

n). Let w0 = w′
0, and for n > 0,

wn = f0(f1(· · · fn−1(w′
n))).

(See Figure 1.2.) Then (wn) is a descending sequence in W0. This is a
contradiction. The result follows.

1.8 Ordinal Numbers

Let W , W ′, and W ′′ be well-ordered sets. We have

W ∼W ,

W ∼W ′ =⇒W ′ ∼W , and

(W ∼W ′ &W ′ ∼W ′′) =⇒W ∼W ′′.

So, to each well-ordered set W we can associate a well-ordered set t(W ),
called the type of W , such that

W ∼ t(W ),

and if W ′ is any well-ordered set, then

W ∼W ′ ⇐⇒ t(W ) and t(W ′) are the same.



22 1. Cardinal and Ordinal Numbers

These fixed types of well-ordered sets are called the ordinal numbers.
Ordinal numbers are generally denoted by α, β, γ, δ, etc. with or without
suffixes. The class of ordinal numbers will be denoted by ON. For any
finite well-ordered set W with n elements we take t(W ) to be the well-
ordered set n = {0, 1, . . . , n − 1} with the usual order. The type of ω0 is
taken to be ω0 itself. Note that |W | = |t(W )|. Hence an ordinal α = t(W )
is finite, countable, or uncountable according as W is finite, countable, or
uncountable. This definition is independent of the choice of W . Similarly,
we say that α = t(W ) is of cardinality κ if |W | = κ.
We can add, multiply, and compare ordinal numbers. Towards defining

these concepts, let α and β be any two ordinal numbers. Fix well-ordered
sets W , W ′ such that α = t(W ), β = t(W ′). We further assume that
W

⋂
W ′ = ∅. We define

α < β ⇐⇒ W ≺W ′,
α ≤ β ⇐⇒ W �W ′,
α+ β = t(W +W ′),
α · β = t(W ×W ′).

Note that these definitions are independent of the choices of W and W ′.
An ordinal α is called a successor ordinal if α = β + 1 for some β;

otherwise it is called a limit ordinal.

Remark 1.8.1 Note that α is a limit ordinal if and only if any well-ordered
set W such that α = t(W ) has no last element.

Using the results proved in the last section we easily see the following.
For ordinals α, β, and γ,

α ≤ α,

(α ≤ β & β ≤ γ) =⇒ α ≤ γ,

(α ≤ β & β ≤ α) =⇒ α = β, and exactly one of

α < β, α = β, and β < α holds.

Thus ≤ is a linear order on any set of ordinal numbers. In fact, by 1.7.7,
any set of ordinal numbers is a well-ordered set. Observe that an ordinal is
less than ω0 if and only if it is finite; i.e., ω0 is the first infinite ordinal. If
A is a set of ordinals, then

∑
α∈A α is an ordinal greater than or equal to

each α ∈ A. The least such ordinal is denoted by sup(A).

Exercise 1.8.2 Let α be an infinite ordinal and n > 0 finite. Show that

n+ α = α < α+ n

and
n · α = α < α · n.
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Thus ordinal addition and ordinal multiplication are not commutative.

Theorem 1.8.3 Every ordinal α can be uniquely written as

α = β + n

where β is a limit ordinal and n finite.

Proof. Let α be an ordinal number. We first show that there exists
a limit ordinal β and an n ∈ ω such that α = β + n. Choose a well-
ordered set W such that t(W ) = α. If W has no last element, then we
take β = α and n = 0. Suppose W has a last element, say w0. If w0
has no immediate predecessor, then take β = t(W (w0)) and n = 1. Now
suppose that w0 does have an immediate predecessor, say w1. If w1 has
no immediate predecessor, then we take β = t(W (w1)) and n = 2. Since
W has no descending sequence, this process ends after finitely many steps.
Thus we get w0, w1, . . . , wk−1 such that wi = w−

i−1 for all i > 0, and wk−1
has no immediate predecessor. We take β = t(W (wk−1)) and n = k.
We now show that α has a unique representation of the type mentioned

above. Let W , W ′ be well-ordered sets with no last element, and An, Bm

finite well-ordered sets of cardinality n and m respectively such that

An

⋂
W = Bm

⋂
W ′ = ∅.

Let f :W +An −→W ′+Bm be an order isomorphism. It is easy to check
that f(W ) =W ′ and f(An) = Bm. Uniqueness now follows.
Let α = β+n with β a limit ordinal and n finite. We call α even (odd)

if n is even (odd).

Theorem 1.8.4 Let α be an ordinal. Then

α ∼ {β ∈ ON : β < α}.

Proof. Let (W,≤′) be a well-ordered set such that t(W ) = α. Fix β < α.
Choose u ∈W such that β = t(W (u)). Note that if w, v ∈W , then

v <′ w ⇐⇒W (v) is an initial segment of W (w).

Therefore, by 1.6.5, there is a unique u ∈ W such that β = t(W (u)). Put
u = f(β). Clearly, the map f : {β ∈ ON : β < α} −→ W is an order
isomorphism.
In view of the above theorem, an ordinal α is often identified with {β :

β < α} with the ordering of the ordinal numbers. Thus far we have not
given an example of an uncountable well-ordered set. We give one now.

Theorem 1.8.5 The set Ω of all countable ordinals is uncountable.
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Proof. Suppose Ω is countable. Fix an enumeration α0, α1, . . . of Ω. Then

α =
∑
n

αn + 1

is a countable ordinal strictly larger than each αn. This is a contradiction.
So, Ω is uncountable.
This proof shows that if A is a countable set of countable ordinals, then

there is a countable ordinal α such that β < α for all β ∈ A.
The set Ω of all countable ordinals with the ordering of ordinals is an

uncountable well-ordered set; this well-ordered set is denoted by ω1. The
type t(ω1) is taken to be ω1 itself. Note that any ordinal less than ω1 is
countable; i.e., ω1 is the first uncountable ordinal.

Proposition 1.8.6 Let α be a countable limit ordinal. Then there exist
α0 < α1 < · · · such that sup{αn : n ∈ N} = α.

Proof. Since α is countable, {β ∈ ON : β < α} is countable. Fix an
enumeration {βn : n ∈ N} of all ordinals less than α. We now define a
sequence of ordinals (αn) by induction on n. Choose α0 such that β0 <
α0 < α. Since α is a limit ordinal, such an ordinal exists. Suppose αn has
been defined. Choose αn+1 greater than αn such that βn+1 < αn+1 < α.
Clearly,

α = sup{βn : n ∈ N} ≤ sup{αn : n ∈ N} ≤ α.

So, sup{αn : n ∈ N} = α.

1.9 Alephs

In Section 1.5, cardinal numbers were defined as symbols satisfying certain
conditions. In this section, assumingAC, we give a more specific definition.
We also briefly discuss the famous continuum hypothesis.
We put |ω1| = ℵ1. (The symbol ℵ is aleph, the first letter of the Hebrew

alphabet.)

Exercise 1.9.1 Show that the set Ω′ of all ordinals of cardinality less than
or equal to ℵ1 is of cardinality greater than ℵ1.
(Hint: For every infinite cardinal κ, κ · κ = κ.)

The well-ordered set (Ω′,≤) will be denoted by ω2. Put |ω2| = ℵ2. Fur-
ther, we take t(ω2) to be ω2 itself. Suppose ωβ , ℵβ have been defined for
all β < α (α an ordinal). We define

ωα = {γ ∈ ON : |γ| ≤ ℵβ for some β < α}.
We denote its cardinality by ℵα. As before we take t(ωα) to be ωα itself.
The ℵα’s are called simply alephs.
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Exercise 1.9.2 Let α be any ordinal. Show that there is no cardinal κ
such that ℵα < κ < ℵα+1.

An ordinal α is called an initial ordinal if |β| < |α| for every β < α.
For initial ordinals α, β, note that

α < β ⇐⇒ |α| < |β|.

Exercise 1.9.3 Show that any infinite initial ordinal is of the form ωα.

We are now ready to define cardinal numbers. Let X be an infinite set.
ByWOP (which we are assuming), X can be well-ordered. So, |X| = ℵα =
|ωα| for some α. We identify cardinals with initial ordinals and put
|X| = ωα.
We can prove all the results on the arithmetic of cardinal numbers ob-

tained in Section 1.5 using ordinal numbers. For instance, the trichotomy
theorem for cardinal numbers (1.4.2) follows immediately from the tri-
chotomy theorem for ordinals (applied on initial ordinals). We did not take
this path for the simple reason that we do not need any background to un-
derstand Zorn’s lemma. Interested readers can see [62] for a development
of cardinal arithmetic using ordinal numbers.

Exercise 1.9.4 Show that for every cardinal κ there is a cardinal κ+ > κ
(called the successor of κ) such that for no cardinal λ, κ < λ < κ+.

Since every cardinal is an aleph, the question arises; What is c? That is,
for what α is c = ℵα? Cantor conjectured the following.

The Continuum Hypothesis (CH) c = ℵ1.
CH says that there is no uncountable subset of R of cardinality less

than c. The following is another famous hypothesis of Cantor on cardinal
numbers.

The Generalised Continuum Hypothesis (GCH) For every ordinal
α, 2ℵα = ℵα+1.

Since c = 2ℵ0 , GCH clearly implies CH. Under GCH we can describe
all the cardinals. Define α −→ �α, α ∈ ON, by transfinite induction, as
follows.

�α =




ℵo if α = 0,
2�β if α = β + 1 for some β,
supβ<α �β if α is a limit ordinal.
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Assume GCH. By tranfinite induction on α, we can show that for every
ordinal α, ℵα = �α. In particular, it follows that for every infinite cardinal
κ, κ+ = 2κ.
Are CH and/or GCH true? These problems, raised by Cantor right at

the inception of set theory, turned out to be the central problems of set
theory. In 1938 Kurt Gödel obtained deep results on “models of set theory”
and produced a “model” of ZFC satisfying GCH. This was the first time
metamathematics entered in a nontrivial way to answer a problem in math-
ematics. Gödel’s result does not say that CH or GCH can be “proved” in
ZFC. In 1963 Paul Cohen developed a very powerful technique, known as
forcing, to build “models of set theory” and constructed “models” of ZFC
satisfying ¬CH. The reader is referred to [59] for a very good exposition
on the work of Gödel and Cohen.

1.10 Trees

Let A be a nonempty set. If s ∈ A<N (the set of all finite sequences of
elements of A including the empty sequence e), then |s| will denote the
length of s. Let s = (a0, a1, . . . , an−1) ∈ A<N. For simplicity sometimes we
shall write a0a1 · · · an−1 instead of (a0, a1, . . . , an−1). We define

an = aa · · · a︸ ︷︷ ︸
n times

, a ∈ A, n ≥ 0.

Note that a0 = e. If s = (a0, a1, . . . , an−1) ∈ A<N and m < n, we write

s|m = (a0, a1, . . . , am−1).

If t = s|m, we say that t is an initial segment of s, or s is an ex-
tension of t, and write t ≺ s or s ! t. We write t � s if either t ≺ s
or t = s. We say that s and t are compatible if one is an extension
of the other; otherwise they are called incompatible, written s⊥t. Note
that s⊥t if and only if there is i < |s|, |t| such that s(i) �= t(i). The
concatenation (a0, a1, . . . , an−1, b0, b1, . . . , bm−1) of two finite sequences
s = (a0, a1, . . . , an−1) and t = (b0, b1, . . . , bm−1) will be denoted by s ˆ t.
For simplicity of notation we shall write sˆa for sˆ(a). For s ∈ A<N and
α ∈ AN, sˆα is similarly defined. Let α = (a0, a1, . . .) ∈ AN. For k ∈ N,
we put α|k = (α0, α1, . . . αk−1). If s ∈ A<N, we shall write s ≺ α in case α
extends s; i.e., s = α|k for some k.
A tree T on A is a nonempty subset of A<N such that if s ∈ T and t ≺ s,

then t ∈ T . (See Figure 1.3.)
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Figure 1.3. A tree on N

(e)

(0)
(1)

(m)

(00)
(01)

(02)
(10)

(11) (12)
(m0) (m1)

(m2)

Thus the empty sequence e belongs to all trees. Elements of T are often
called nodes of T . A node u is called terminal if for no a ∈ A, uˆa ∈ T . A
tree T is called finitely splitting if for every node s of T , {a ∈ A : sˆa ∈
T} is finite. If T is a tree on A, its body is the set

[T ] = {α ∈ AN : ∀k(α|k ∈ T )}.

Thus, members of [T ] are the infinite branches of T . A tree T is called
well-founded if its body is empty; i.e., it has no infinite branch. If [T ] �= ∅,
we call T ill-founded.

Exercise 1.10.1 Show that T is well-founded if and only if there is no
sequence (sn) in T such that · · · ! sn ! · · · ! s1 ! s0.

Example 1.10.2 The sets {e}, N<N, {s|i : i < |s|} (s ∈ N<N), {α|i : i ∈
N} (α ∈ NN) form trees on N.

Example 1.10.3 The tree

T = {e}
⋃
{i0j : j ≤ i, i ∈ N}

is infinite and well-founded.

Example 1.10.4 Let T be a tree and u a node of T . The set

Tu = {v ∈ A<N : uˆv ∈ T}

forms a tree. (See Figure 1.4.)
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Figure 1.4. Tu

Note that for terminal u, Tu = {e}.
Example 1.10.5 Let T be a well-founded tree on N and n a positive
integer. Then

T[n] = {0iˆs : s ∈ T, i ≤ n}
is a well-founded tree.

Example 1.10.6 Let T0, T1, T2, . . . be well-founded trees on N. Then
∨
n

Tn = {e}
⋃
{iˆs : s ∈ Ti, i ∈ N}

is a well-founded tree. (See Figure 1.5.)

Proposition 1.10.7 (König’s infinity lemma, [57]) Let T be a finitely
splitting, infinite tree on A. Then T is ill-founded.

Proof. Let T be a finitely splitting, infinite tree on A. Let (a0) be a node
of T with infinitely many extensions in T . Since T is finitely splitting (and
e ∈ T ), {a ∈ A : (a) ∈ T} is finite. Further, T is infinite. So, (a0) exists.
By the same argument we get a1 ∈ A such that s1 = (a0, a1) has infinitely
many extensions in T . Proceeding similarly we get an α = (a0, a1, . . .) such
that for all k, α|k has infinitely many extensions in T . In particular, α ∈ [T ],
and the result is proved.

Proposition 1.10.8 Let T be a tree on a finite set A. Then

[T ] �= ∅ ⇐⇒ (∀k ∈ N)(∃u ∈ T )(|u| = k).

Proof. “If part”: Since A is finite, T is finitely splitting. By our hy-
pothesis, T is infinite. Therefore, by 1.10.7, [T ] �= ∅. The “only if” part is
trivially seen.
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Let T be a tree on a well-ordered set (A,≤). We define an ordering <KB

on T as follows. Fix nodes s = (a0, a1, . . . , an−1) and t = (b0, b1, . . . , bm−1)
of T . Put s <KB t if either t ≺ s (that is, s extends t) or there is an i ¡
min(m, n) such that aj = bj for every j < i and ai < bi. Finally, we define
s ≤KB t if either s <KB t or s = t. The ordering ≤KB is called the Kleene
– Brouwer ordering on T .

Exercise 1.10.9 Show that ≤KB is a linear order on T .

Proposition 1.10.10 A tree T on a well-ordered set A is well-founded if
and only if ≤KB is a well-order on T .

Proof. Let T be ill-founded. Take any α in [T ]. Then (α|k) is a descend-
ing sequence in (T,≤KB). This proves the “if” part of the result.
Conversely, suppose (T,≤KB) is not well-ordered. Since T is linearly

ordered by ≤KB , there is a descending sequence (sk) in T . Let

sk = (ak0 , . . . , a
k
nk−1), k ∈ N.

Since (sk) is descending,

a0
0 ≥ a1

0 ≥ a2
0 ≥ . . . .

Since A is well-ordered, {ak0} is eventually constant. Let K be such that for
all k ≥ K, ak0 = a0, say. Note that (a0) ∈ T . Since (sk)k≥K is descending,
by the same argument,

aK1 ≥ aK+1
1 ≥ aK+2

1 ≥ · · ·
is eventually constant, say equal to a1. Again note that (a0, a1) ∈ T . Pro-
ceeding similarly, we get α = (a0, a1, . . .) such that α|k ∈ T for all k; i.e.,
[T ] �= ∅.

1.11 Induction on Trees

The methods of transfinite induction can be extended to induction on well-
founded trees, which we describe now.
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Proposition 1.11.1 (Proof by induction on well-founded trees) Let T be
a well-founded tree and for u ∈ T , let Pu be a mathematical proposition.
Then

(∀u ∈ T )(((∀v ∈ Tu \ {e})Puˆv) =⇒ Pu) =⇒ (∀u ∈ T )Pu.

Proof. Suppose there is a node u of T such that Pu does not hold. Take
an extension w of u in T such that Pw does not hold and if v ! w and
v ∈ T then Pv holds. Since T is well-founded, such a w exists. Thus for
every extension v of w in T , Pv holds. So, by the hypothesis, Pw holds.
This is a contradiction. Therefore, Pu holds for all u ∈ T .

Proposition 1.11.2 (Definition by induction on well-founded trees) Let
T be a well-founded tree on a set A, X a set, and F the set of all maps
with domain Tu \ {e} and range contained in X, where u varies over T .
Given any map G : F −→ X, there is a unique map f : T −→ X such that
for all v ∈ T ,

f(v) = G(fv), (∗)
where fv : Tv \ {e} −→ X is the map defined by

fv(u) = f(vˆu), u ∈ Tv \ {e}.
Proof. (Existence) For u ∈ T , let Pu be the proposition “there is a

map fu : Tu \ {e} −→ X satisfying ( ) for all v ∈ Tu \ {e}.” Fix a u ∈ T .
Suppose Pw is satisfied for all w ∈ T such that w ! u. For each a ∈ A
such that uˆa ∈ T , let fuˆa : Tuˆa \ {e} −→ X be a map satisfying ( ) for
v ∈ Tuˆa \ {e}. Define fu : Tu −→ X by

fu(aˆw) =
{

fuˆa(w) if w ∈ Tuˆa \ {e},
G(fuˆa) if w = e,

where a ∈ A and uˆa ∈ T . So, by 1.11.1, there is an fe : Te \ {e} −→ X
satisfying ( ). Put

f(w) =
{

fe(w) if w ∈ T & w �= e,
G(fe) if w = e.

(Uniqueness) Let f, g : T −→ X satisfy ( ). By induction on u we
easily see that for every u ∈ T , f(u) = g(u).
Let T be a well-founded tree. By induction on T , we define a unique map

ρT : T −→ ON by

ρT (u) = sup{ρT (v) + 1 : u ≺ v, v ∈ T}, u ∈ T.

(We take sup(∅) = 0.) Note that ρT (u) = 0 if u is terminal in T . The map
ρT is called the rank function of T . Finally, we define ρ(T ) = ρT (e) and
call it the rank of T .



1.12 The Souslin Operation 31

Exercise 1.11.3 Show that

ρT (u) = sup{ρT (uˆa) + 1 : uˆa ∈ T}.
Example 1.11.4 ρ(T ) = |s| if T = {s|i : i < |s|}, s ∈ N<N.

Example 1.11.5 Let

T = {e}
⋃
{ioj : j ≤ i, i ∈ N}.

Then ρ(T ) = ω0.

Example 1.11.6 ρ(T[n]) = ρ(T )+n for all positive integers n and all trees
T .

Example 1.11.7 ρ(
∨
n Tn) = sup{ρ(Tn) + 1 : n ∈ N}.

Exercise 1.11.8 Show that for every ordinal α < ω1, there is a well-
founded tree T on N of rank α.

Exercise 1.11.9 Show that every well-founded tree on {0, 1} is of finite
rank.

We will sometimes have to deal with trees on sets A that are products of
the form A = B×C or A = B×C×D. Let A = B×C and T a tree on A.
It will be convenient to identify a node ((b0, c0), (b1, c1), . . . , (bn−1, cn−1))
of T by (u, v), where u = (b0, b1, . . . , bn−1) and v = (c0, c1, . . . , cn−1). Let
(u, v), (u′, v′) be nodes of T . We write (u, v) ≺ (u′, v′) if u ≺ u′ and v ≺ v′.
The body of T is identified with

[T ] = {(α, β) ∈ BN × CN : ∀k((α|k, β|k) ∈ T )}.
The meaning of T(u,v) is self-explanatory. If T is a tree on B × C and
α ∈ BN, then the section of T at α is defined by

T [α] = {v ∈ C<N : (α| |v|, v) ∈ T}.
Note that

α ∈ π1([T ])⇐⇒ T [α] is ill-founded,

where π1 : BN × CN −→ BN is the projection map. In fact,

α ∈ π1([T ])⇐⇒ ∃β∀k((α|k, β|k) ∈ T ).

1.12 The Souslin Operation

The Souslin operation is an operation on sets that is of fundamental impor-
tance to descriptive set theory. It was introduced by Souslin[111]. However,
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the Souslin operation for A = {0, 1} was introduced by Alexandrov in [2]
to show that CH holds for Borel sets; i.e., every uncountable Borel subset
of reals is of cardinality c.
Let X be a set and F a family of subsets of X. We put

Fσ = {
⋃
n∈N

An : An ∈ F}

and
Fδ = {

⋂
n∈N

An : An ∈ F}.

So, Fσ (Fδ) is the family of countable unions (resp. countable intersections)
of sets in F . The family of finite unions (finite intersections) of sets in F
will be denoted by Fs (resp. Fd). Finally,

¬F = {A ⊆ X : X \A ∈ F}.
It is easily seen that

Fs ⊆ Fσ, Fd ⊆ Fδ, Fσ = ¬(¬F)δ, and Fδ = ¬(¬F)σ.

✎
✍

�
✌Ae

A1

A11

A0

A10

An

A1m

✎
✍

�
✌

✎
✍

�
✌

✎
✍

�
✌

✎
✍

�
✌

✎
✍

�
✌

✎
✍

�
✌

... ... ... ...

... ...
......
......
......

......
......
......

	
	

	
	

	
		

❅
❅

❅
❅

❅
❅❅

	
	

	
	

	
		

❅
❅

❅
❅

❅
❅❅

Figure 1.6. A system of sets with A = N

It is essential to become familiar with the above notation, as we shall be
using it repeatedly while studying set operations on various pointclasses.
Let A be a nonempty set. A family {As : s ∈ A<N} of subsets of a set

X will be called a system of sets. For brevity, we shall write {As} for
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{As : s ∈ A<N} when there is no scope for confusion. A system {As} is
called regular if As ⊆ At whenever s ! t. (See Figure 1.6.)
We define

AA({As}) =
⋃

α∈AN

⋂
n

Aα|n.

In all the interesting cases A is finite or A equals N. When A = N we write
A instead of AN and call it the Souslin operation. If A = {0, 1}, we write
A2 for AA. Let F be a family of subsets of X. Put

AA(F) = {AA({As}) : As ∈ F ; s ∈ A<N};
i.e., AA(F) is the family of sets obtained by applying the operation AA

on a system of sets in F . Note that if (F)d = F , i.e., if F is closed under
finite intersections, then AA(F) consists of sets obtained by performing the
operation AA on a regular system of sets in F .
It should be noted that the Souslin operation involves uncountable

unions. It is closely related to the projection operation, as shown in the
following proposition.
For s ∈ N<N, let

Σ(s) = {α ∈ NN : s ≺ α}.
Proposition 1.12.1 Let {As : s ∈ N<N} be a system of subsets of a set
X. Put

B =
⋂
k

⋃
|s|=k

[As × Σ(s)].

Then A({As}) = πX(B), where πX : X ×NN −→ X is the projection map.

The proof of the above proposition is routine and is left as an exercise.
Our next result shows that the Souslin operation subsumes countable union
and countable intersection.

Proposition 1.12.2 For every family F of subsets of X,

F ,Fσ,Fδ ⊆ A(F).
Proof. (i) F ⊆ A(F). Let A ∈ F . Take

As = A, s ∈ N<N.

Clearly, A = A({As}) ∈ A(F).
(ii) Fσ ⊆ A(F). Let (An) be a sequence in F . For s =

(s0, s1, . . . , sm−1) ∈ N<N, define Bs = As0 . Then A({Bs}) =
⋃
An.

(iii) Fδ ⊆ A(F). Let (An) be a sequence in F . Take
Cs = A|s|, s ∈ N<N.

Clearly, A({Cs}) =
⋂
An.
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The next two results give sufficient conditions under which the operation
AA can be obtained by iterating countable unions and countable intersec-
tions. The first one is elementary, but the second one is nontrivial.

Lemma 1.12.3 Let {As : s ∈ A<N} be a system of sets such that
As

⋂
At = ∅ whenever s⊥t. Then

AA({As}) =
⋂
n

⋃
|s|=n

As.

Proof. Let x ∈ AA({As}). By the definition of AA, there is an α ∈ AN

such that x ∈ Aα|n for all n. So x ∈ ⋂
n

⋃
|s|=nAs. Conversely, let x ∈⋂

n

⋃
|s|=nAs. For each n, choose sn ∈ A<N of length n such that x ∈ Asn .

Since As

⋂
At = ∅ whenever s⊥t, the sn’s are compatible. Therefore, there

is an α ∈ AN such that α|n = sn for all n. Thus x ∈ AA({As}).
Proposition 1.12.4 If A is a finite set and {As : s ∈ A<N} regular, then

AA({As}) =
⋂
n

⋃
|s|=n

As.

Proof. We have seen in the proof of 1.12.3 that

AA({As}) ⊆
⋂
n

⋃
|s|=n

As

is always true. To prove the other inclusion, take any x ∈ ⋂
n

⋃
|s|=nAs.

Consider
T = {s ∈ A<N : x ∈ As}.

Since {As} is regular, T is a tree. Since A is finite, the tree T is finitely
splitting. By our hypothesis, it is infinite. Therefore, by König’s infinity
lemma (1.10.7), [T ] �= ∅. Let α ∈ [T ]. Then x ∈ Aα|n for all n. Hence,
x ∈ AA({As}).
Corollary 1.12.5 Let (F)s = (F)d = F ; i.e., F is closed under finite
intersections and finite unions. Then A2(F) = Fδ. In particular, A2 does
not subsume the operation of taking countable unions, whereas the Souslin
operation does (1.12.2).

1.13 Idempotence of the Souslin Operation

Another trivial corollary of 1.12.4 is the following: A2 is idempotent; i.e.,
if F is closed under finite intersections and finite unions, then

A2(A2(F)) = A2(F).
This is also true for the Souslin operation, though proving it is harder.
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Theorem 1.13.1 Let F be any family of subsets of X. Then

A(A(F)) = A(F).
Proof. By 1.12.2,

A(A(F)) ⊇ A(F).
Therefore, we need to show the other inclusion only. Take a system of sets
{As : s ∈ N<N} in A(F). Let

A =
⋃
α∈NN

⋂
n

Aα|n.

For each s ∈ N<N, take a system of sets {Bs,t : t ∈ N<N} in F such that

As =
⋃
γ∈NN

⋂
m

Bs,γ|m.

We need to define a system of sets {Cs : s ∈ N<N} such that for every
x ∈ X,

x ∈ A⇐⇒ ∃β ∈ NN∀k(x ∈ Cβ|k).

Let x ∈ X. Note that

x ∈ A ⇐⇒ ∃α ∈ NN∀m(x ∈ Aα|m)
⇐⇒ ∃α ∈ NN∀m∃γ ∈ NN∀n(x ∈ Bα|m,γ|n)
⇐⇒ ∃α ∈ NN∃(γp) ∈ (NN)N∀m∀n(x ∈ Bα|m,γm|n).

We claim that there exist bijections u : N×N −→ N, v : NN×(NN)N −→ NN,
and maps ϕ,ψ : N<N −→ N<N such that for any (α, (γp)) ∈ NN × (NN)N,
if v(α, (γp)) = β and s = β|u(m,n) for some m, n, then ϕ(s) = α|m and
ψ(s) = γm|n.
We first assume that such functions exist and complete the proof. Define

Cs = Bϕ(s),ψ(s), s ∈ N<N.

We claim that
A = A({Cs}).

This is shown in two steps.
A ⊆ A({Cs}): To see this, take x ∈ A. By the above series of equivalences,

there exist α ∈ NN and (γp) ∈ (NN)N such that for all m and for all n,
x ∈ Bα|m,γm|n. Let β = v(α, (γp)). Take any k. Let m, n be such that
k = u(m,n). So, ϕ(β|k) = α|m and ψ(β|k) = γm|n. Then x ∈ Bα|m,γm|n =
Cβ|k. Thus, x ∈ A({Cs}).
A ⊇ A({Cs}): To show this, take any x ∈ A({Cs}). Let β ∈ NN be such

that x ∈ Cβ|k for all k. Choose (α, (γp)) such that v(α, (γp)) = β. Fix m, n
and put k = u(m,n). Then Cβ|k = Bα|m,γm|n by definition. So, x ∈ A by
the above series of equivalences.
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It remains to show that the functions u, v, ϕ, and ψ with the properties
stated earlier exist.
The definition of u:
Define u : N× N −→ N by

u(m,n) = 2m(2n+ 1)− 1, m, n ∈ N.

Then u is a bijection such that for all m, n, and p, m ≤ u(m,n) and
u(m,n) < u(m, p)) if n < p.
For k ∈ N, we define l(k), r(k) to be the natural numbers i, j respectively

such that k = u(i,j).
The definition of v:
Let v : NN × (NN)N −→ NN be defined by v(α, (γn)) = β where

β(k) = u(α(k), γl(k)(r(k))), k ∈ N.

We claim that v is one-to-one. To see this, take (α, (γn)) �= (α′, (γ′
n)). If

α �= α′, then there is a k such that α(k) �= α′(k). Since u is one-to-one, it
follows that

u(α(k), γl(k)(r(k))) �= u(α′(k), γ′
l(k)(r(k))).

So in this case, v(α, (γn))(k) �= v(α′, (γ′
n))(k). Now assume that for some i,

γi �= γ′
i. Choose j such that γi(j) �= γ′

i(j). Let k = u(i, j). So l(k) = i and
r(k) = j. Then, as u is one-to-one,

v(α, (γn))(k) = u(α(k), γi(j)) �= u(α′(k), γ′
i(j)) = v(α′, (γ′

n))(k).

Thus v is one-to-one in this case too.
We now show that v is onto. Towards this, let β ∈ NN. Define α ∈ NN by

α(k) = l(β(k)), k ∈ N.

For any n, define γn by

γn(m) = r(β(u(n,m))), m ∈ N.

Fix k ∈ N. We have

v(α, (γn))(k) = u(α(k), γl(k)(r(k)))
= u(l(β(k)), r(β(u(l(k), r(k)))))
= u(l(β(k)), r(β(k)))
= β(k).

This shows that v(α, (γn)) = β.
Definition of ϕ:
Fix s = (s0, s1, . . . , sk−1). Let m = l(k) = l(|s|). Put

ϕ(s) = (l(s0), l(s1), . . . , l(sm−1)).
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Since i ≤ u(i, j) for all i, j, this definition makes sense.
Definition of ψ:
Let s and m be as above and n = r(k) = r(|s|). Put pi = su(m,i), i < n.

Since i < n =⇒ u(m, i) < u(m,n) = k, pi is defined. Define

ψ(s) = (r(p0), r(p1), . . . , r(pn−1)).

Let (α, (γp)) ∈ NN × (NN)N, v(α, (γp)) = β, k = u(m,n), and s = β|k.
Our proof will be complete if we show that ϕ(s) = α|m and ψ(s) = γm|n.
Note the following.

ϕ(s) = (l(s0), l(s1), . . . , l(sm−1))
= (l(β(0)), l(β(1)), . . . , l(β(m− 1)))
= α|m

and

ψ(s) = (r(p0), r(p1), . . . , r(pn−1))
= (r(β(u(m, 0))), r(β(u(m, 1))), . . . , r(β(u(m,n− 1))))
= γm|n.

By 1.12.2 and 1.13.1 we get the following result.

Corollary 1.13.2 For any family F of sets, A(F) is closed under count-
able intersections and countable unions.

The reader is encouraged to give a proof of the above corollary without
using 1.13.1. In Chapter 4, we shall see that we may not be able to get
A({As}) by iterating the operations of countable unions and countable
intersections on As’s. We shall also prove that A(F) need not be closed
under complementation.



2
Topological Preliminaries

As mentioned in the introduction, we shall present the theory of Borel sets
in the general context of Polish spaces. In this chapter we give an account
of Polish spaces. The space NN of sequences of natural numbers, equipped
with the product of discrete topologies on N, is of particular importance
to us. Our theory takes a particularly simple form on this space, and it is
possible to generalize the results on Borel subsets of NN to general Polish
spaces. The relevant results that we shall use to obtain these generalizations
are presented in the last section of this chapter.

2.1 Metric Spaces

A metric on a set X is a map d : X ×X −→ [0,∞) such that for x, y, z
in X,

d(x, y) = 0⇐⇒ x = y,

d(x, y) = d(y, x), and

d(x, z) ≤ d(x, y) + d(y, z) (the triangle inequality).

A metric space is a pair (X, d) where d is a metric on X. When the
underlying metric is understood, we shall simply call X a metric space.
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Example 2.1.1 Let X = Rn, n a positive integer. For x = (x1, · · · , xn)
and y = (y1, · · · , yn) in Rn, let

d1(x, y) = |x− y| =
√√√√ n∑

i=1

(xi − yi)2

and
d2(x, y) = max{|xi − yi| : 1 ≤ i ≤ n}.

Then d1 and d2 are metrics on Rn. The metric d1 will be referred to as the
usual metric on Rn.

Example 2.1.2 Let X = RN, x = (x0, x1, . . .) and y = (y0, y1, . . .). Define

d(x, y) =
∑
n

1
2n+1 min{|xn − yn|, 1}.

Then d is a metric on RN.

Example 2.1.3 If X is any set and

d(x, y) =
{
0 if x = y,
1 otherwise,

then d defines a metric on X, called the discrete metric.

Example 2.1.4 Let (X0, d0), (X1, d1), (X2, d2), . . . be metric spaces and
X =

∏
nXn. Fix x = (x0, x1, . . .) and y = (y0, y1, . . .) in X. Define

d(x, y) =
∑
n

1
2n+1 min{dn(xn, yn), 1}.

Then d is a metric on X, which we shall call the product metric.

Note that if (X, d) is a metric space and Y ⊆ X, then d resticted to Y (in
fact to Y × Y ) is itself a metric. Thus we can think of a subset of a metric
space as a metric space itself and call it a subspace of X. Let (X, d) be a
metric space, x ∈ X, and r > 0. We put

B(x, r) = {y ∈ X : d(x, y) < r}
and call it the open ball with center x and radius r. The set

{y ∈ X : d(x, y) ≤ r}
will be called the closed ball with center x and radius r. Let T be the
set of all subsets U of X such that U is the union of a family (empty or
otherwise) of open balls in X. Thus, U ∈ T if and only if for every x in U ,
there exists an r > 0 such that B(x, r) ⊆ U . Clearly,
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(i) ∅, X ∈ T ,
(ii) T is closed under arbitrary unions, i.e., for all {Ui : i ∈ I} ⊆ T ,⋃

i Ui ∈ T , and
(iii) T is closed under finite intersections.

To see (iii), take two open balls B(x, r) and B(y, s) in X. Let z ∈
B(x, r)

⋂
B(y, s). Take any t such that 0 < t < min{r−d(x, z), s−d(y, z)}.

By the triangle inequality we see that

z ∈ B(z, t) ⊆ B(x, r)
⋂

B(y, s).

It follows that the intersection of any two open balls is in T . It is quite
easy to see now that T is closed under finite intersections.
Any family T of subsets of a set X satisfying (i), (ii), and (iii) is called

a topology on X; the set X itself will be called a topological space.
Sets in T are called open. The family T described above is called the
topology induced by or the topology compatible with d. Most of
the results on metric spaces that we need depend only on the topologies
induced by their metrics. A topological space whose topology is induced by
a metric is called a metrizable space. Note that the topology induced by
the discrete metric on a set X (2.1.3) consists of all subsets of X. We call
this topology the discrete topology on X.

Exercise 2.1.5 Show that both the metrics d1 and d2 on Rn defined in
2.1.1 induce the same topology. This topology is called the usual topol-
ogy.

Another such example is obtained as follows. Let d be a metric on X and

ρ(x, y) = min{d(x, y), 1}, x, y ∈ X.

Then both d and ρ induce the same topology on X. These examples show
that a topology may be induced by more than one metric. Two metrics d
and ρ on a set are called equivalent if they induce the same topology.

Exercise 2.1.6 Show that two metrics d and ρ on a set X are equivalent
if and only if for every sequence (xn) in X and every x ∈ X,

d(xn, x)→ 0⇐⇒ ρ(xn, x)→ 0.

Exercise 2.1.7 (i) Show that the intersection of any family of topologies
on a set X is a topology.

(ii) Let G ⊆ P(X). Show that there is a topology T on X containing G
such that if T ′ is any topology containing G, then T ⊆ T ′.
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If G and T are as in (ii), then we say that G generates T or that G
is a subbase for T . A base for a topology T on X is a family B of sets
in T such that every U ∈ T is a union of elements in B. It is easy to
check that if G is a subbase for a topology T , then Gd, the family of finite
intersections of elements of G, is a base for T . The set of all open balls of a
metric space (X, d) is a base for the topology on X induced by d. For any
X, {{x} : x ∈ X} is a base for the discrete topology on X. A topological
space X is called second countable if it has a countable base.

Exercise 2.1.8 Let (X, T ) have a countable subbase. Show that it is sec-
ond countable.

A set D ⊆ X is called dense in X if U
⋂
D �= ∅ for every nonempty

open set U , or equivalently, D intersects every nonempty open set in some
fixed base B. The set of rationals Q is dense in R, and Qn is dense in Rn. A
topological space X is called separable if it has a countable dense set. Let
X be second countable and {Un : n ∈ N} a countable base with all Un’s
nonempty. Choose xn ∈ Un. Clearly, {xn : n ∈ N} is dense. On the other
hand, let (X, d) be a separable metric space and {xn : n ∈ N} a countable
dense set in X. Then

B = {B(xn, r) : r ∈ Q, r > 0 & n ∈ N}

is a countable base for X. We have proved the following proposition.

Proposition 2.1.9 A metrizable space is separable if and only if it is sec-
ond countable.

A subspace of a second countable space is clearly second countable. It
follows that a subspace of a separable metric space is separable.
A subset F of a topological space X is called closed if X \F is open. For

any A ⊆ X, cl(A) will denote the intersection of all closed sets containing A.
Thus cl(A) is the smallest closed set containing A and is called the closure
of A. Note that D ⊆ X is dense if and only if cl(D) = X. The largest open
set contained in A, denoted by int(A), will be called the interior of A. A
set A such that x ∈ int(A) is called a neighborhood of x.

Exercise 2.1.10 For any A ⊆ X, X a topological space, show that

X \ cl(A) = int(X \A).

Let (X, d) be a metric space, (xn) a sequence in X, and x ∈ X. We say
that (xn) converges to x, written xn → x or limxn = x, if d(xn, x)→ 0 as
n → ∞. Such an x is called the limit of (xn). Note that a sequence can
have at most one limit. Let x ∈ X. We call x an accumulation point of
A ⊆ X if every neighborhood of x contains a point of A other than x. Note
that x is an accumulation point of A if and only if there is a sequence (xn)



2.1 Metric Spaces 43

of distinct elements in A converging to x. The set of all accumulation points
of A is called the derived set, or simply the derivative, of A. It will be
denoted by A′. The elements of A \ A′ are called the isolated points of
A. So, x is an isolated point of A if and only if there is an open set U such
that A

⋂
U = {x}. A set A ⊆ X is called dense-in-itself if it is nonempty

and has no isolated point.

Exercise 2.1.11 Let A ⊆ X, X metrizable. Show the following.

(i) The set A is closed if and only if the limit of any sequence in A belongs
to A.

(ii) The set A is open if and only if for any sequence (xn) converging to
a point in A, there exists an integer M ≥ 0 such that xn ∈ A for all
n ≥M .

(iii) cl(A) = A
⋃
A′.

Proposition 2.1.12 Let X be a separable metric space and α an ordinal.
Then every nondecreasing family {Uβ : β < α} of nonempty open sets is
countable.

Proof. Fix a countable base {Vn} for X. Let β < α be such that Uβ+1 \
Uβ �= ∅. Let n(β) be the first integer m such that

Vm
⋂

U c
β �= ∅ & Vm ⊆ Uβ+1.

Clearly, β −→ n(β) is one-to-one and the result is proved.

Exercise 2.1.13 Let X be a separable metric space and α an ordinal
number. Show that every monotone family {Eβ : β < α} of nonempty sets
that are all open or all closed is countable.

Let X and Y be topological spaces, f : X −→ Y a map, and x ∈ X.
We say that f is continuous at x if for every open V containing f(x),
there is an open set U containing x such that f(U) ⊆ V . The map f is
called continuous if it is continuous at every x ∈ X. So, f : X −→ Y
is continuous if and only if f−1(V ) is open (closed) in X for every open
(closed) set V in Y .

Exercise 2.1.14 Let (X, d) and (Y, ρ) be metric spaces and f : X −→ Y
any map. Show that the following conditions are equivalent.

(i) The function f : X −→ Y is continuous.

(ii) Whenever a sequence (xn) in X converges to a point x, f(xn)→ f(x).

(iii) For every ε > 0, there is a δ > 0 such that ρ(f(x), f(y)) < ε whenever
d(x, y) < δ.
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A function f : X −→ Y is called a homeomorphism if it is a bijection
and both f and f−1 are continuous. A homeomorphism f from X onto a
subspace of Y will be called an embedding. It is easy to see that the com-
position of any two continuous functions (homeomorphisms) is continuous
(a homeomorphism).
A function f : X −→ Y is called uniformly continuous on X if for

any ε > 0, there exists a δ > 0 satisfying

d(x, y) < δ =⇒ ρ(f(x), f(y)) < ε

for any x, y ∈ X. Clearly, any uniformly continuous function is continuous.
The converse is not true. For example, f(x) = 1

x is continuous but not
uniformly continuous on (0, 1].
A function f : (X, d) −→ (Y, ρ)) is called an isometry if ρ(f(x), f(y)) =

d(x, y) for all x, y in X. An isometry is clearly an embedding.

Exercise 2.1.15 Let (X, d) be a metric space and ∅ �= A ⊆ X. Define

d(x,A) = inf{d(x, y) : y ∈ A}.
Show that for every A, x −→ d(x,A) is uniformly continuous.

Exercise 2.1.16 Let F be a closed subset of (X, d). Show that

F =
⋂
n>0

{x ∈ X : d(x, F ) <
1
n
}.

A subset of a metrizable space is called a Gδ set if it is a countable
intersection of open sets. It follows from 2.1.16 that a closed subset of a
metrizable space is a Gδ set. The class of Gδ sets is closed under countable
intersections and finite unions. The complement of a Gδ set is called an Fσ
set. Clearly, a subset of a metrizable space is an Fσ set if and only if it is
a countable union of closed sets. Every open subset of a metric space is an
Fσ.
Let fn, f : (X, d) −→ (Y, ρ). We say that (fn) converges pointwise (or

simply converges) to f if for all x, fn(x) → f(x) as n → ∞. We say fn
converges uniformly to f if for any ε > 0, there exists N ∈ N such that
whenever n ≥ N , ρ(fn(x), f(x)) < ε for all x ∈ X.

Exercise 2.1.17 Let fn : (X, d) −→ (Y, ρ) be a sequence of continuous
functions converging uniformly to a function f : X −→ Y . Show that f
is continuous. Show that f need not be continuous if fn converges to f
pointwise but not uniformly.

Proposition 2.1.18 (Urysohn’s lemma) Suppose A0, A1 are two
nonempty, disjoint closed subsets of a metrizable space X. Then there is a
continuous function u : X −→ [0, 1] such that

u(x) =
{
0 if x ∈ A0,
1 if x ∈ A1.
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Proof. Let d be a compatible metric on X. Take

u(x) =
d(x,A0)

d(x,A0) + d(x,A1)
.

A topological space is called normal if for every pair of disjoint closed
sets A0, A1 there exist disjoint open sets U0, U1 containing A0, A1 respec-
tively. The above proposition shows that every metrizable space is normal.

Proposition 2.1.19 For every nonempty closed subset A of a metrizable
space X there is a continuous function f : X −→ [0, 1] such that A =
f−1(0).

Proof.Write A =
⋂∞
n=0 Un, where the Un’s are open (2.1.16). By 2.1.18,

for each n ∈ N, there is a continuous fn : X −→ [0, 1] such that

fn(x) =
{
0 if x ∈ A,
1 if x ∈ X \ Un.

Take f =
∑∞

0
1

2n+1 fn.

Theorem 2.1.20 (Tietze extension theorem) Let (X, d) be a metric space,
A ⊆ X closed, and f : A −→ [1, 2] continuous. Then there is a continuous
extension F : X −→ [1, 2] of f .

Proof. Define h : X −→ [0,∞) by

h(x) = inf{f(z)d(x, z) : z ∈ A}, x ∈ X.

Put

F (x) =
{

h(x)/d(x,A) if x ∈ X \A,
f(x) otherwise.

Since f is continuous on A, F is continuous at each point x of int(A). It
remains to show that F is continuous at each point x of X \ int(A).
First consider the case x ∈ X \ A. As X \ A is open, it is sufficient to

show that F |(X \ A) is continuous at x. Since the map y −→ d(y,A) is
continuous, we only need to show that h is continuous at x. Fix ε > 0. We
have to show that there is a δ > 0 such that whenever x′ ∈ X \ A and
d(x, x′) < δ, |h(x) − h(x′)| < ε. Take δ = ε/2. Take any x′ ∈ X \ A with
d(x, x′) < δ. For any z ∈ A,

d(x, z) ≤ d(x, x′) + d(x′, z) < d(x′, z) + δ.

As f(z) ≤ 2,

h(x) = inf{f(z)d(x, z) : z ∈ A} ≤ inf{f(z)d(x′, z) : z ∈ A}+2δ = h(x′)+ε.
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Thus, h is continuous at x.
Now consider the case when x ∈ A \ int(A). Fix any ε > 0. As f

is continuous on A, there is an r > 0 such that whenever y ∈ A and
d(x, y) < r, |f(x)− f(y)| < ε. Take δ = r/4. If y ∈ A and d(x, y) < δ, then
clearly |F (x)− F (y)| < ε. So, assume that y ∈ X \A and d(x, y) < r

4 . Our
proof will be complete if we show that

|f(x)− h(y)/d(y,A)| < ε.

We note the following.

(i) d(y,A) = inf{d(y, z) : z ∈ A & d(x, z) < r}.
(ii) h(y) = inf{f(z)d(y, z) : z ∈ A & d(x, z) < r}.

The assertion (i) is easy to prove. The assertion (ii) follows from the
following two observations.

(a) As f(x) < 2 and d(x, y) < r
4 , f(x)d(x, y) < r/2. So, the term on the

right-hand side of ii) is less than r
2 .

(b) Suppose d(x, z) ≥ r. Then

d(y, z) ≥ d(x, z)− d(x, y) ≥ r − r

4
= 3r/4.

As f(z) ≥ 1, f(z)d(y, z) ≥ 3r/4.

Now take any z ∈ A with d(x, z) < r. As

f(x)− ε < f(z) < f(x) + ε,

it follows that

(f(x)− ε)d(y, z) ≤ f(z)d(y, z) ≤ (f(x) + ε)d(y, z).

Taking the infimum over z in A with d(x, z) < r, by (i) and (ii) we have

|f(x)− h(y)/d(y,A)| ≤ ε.

Exercise 2.1.21 Let X and A be as in the last theorem and J ⊆ R an
interval. Show that every continuous f : A −→ J admits a continuous
extension F : X −→ J .

Exercise 2.1.22 Let X be metrizable, A ⊆ X closed and K ⊆ Rn a
closed, bounded, and convex set. Show that every continuous function f
from A to K admits a continuous extension to X.
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A real-valued map f defined on a metric space X is called upper-
semicontinuous (lower-semicontinuous) if for every real number a, the
set {x ∈ X : f(x) ≥ a} ({x ∈ X : f(x) ≤ a}) is closed.
Exercise 2.1.23 Let X be a metric space and f : X −→ R any map.
Show that the following statements are equivalent.

(i) f is upper-semicontinuous.

(ii) For every real number a, {x ∈ X : f(x) < a} is open.
(iii) Whenever a sequence (xn) in X converges to a point x,

lim sup f(xn) ≤ f(x).

Exercise 2.1.24 Let X be a metric space and fi : X −→ R, i ∈ I, con-
tinuous maps. Show that the map f : X −→ R defined by

f(x) = inf{fi(x) : i ∈ I}, x ∈ X,

is upper-semicontinuous.

Next we show that the converse of this result is also true.

Proposition 2.1.25 Suppose X is a metric space and f : X −→ R an
upper-semicontinuousmap such that there is a continuous map g : X −→ R

such that f ≤ g; i.e., f(x) ≤ g(x) for all x. Then there is a sequence of
continuous maps fn : X −→ R such that f(x) = inf fn(x) for all x.

Proof. Let r be any rational number. Set

Ur = {x ∈ X : f(x) < r < g(x)}.
Since f is upper-semicontinuous and g continuous, Ur is open. Let (F r

n) be
a sequence of closed sets such that Ur =

⋃
n F

r
n . By the Tietze extension

theorem, there is a continuous map frn : X −→ [r,∞) satisfying

frn(x) =
{

r if x ∈ F r
n ,

g(x) if x ∈ X \ Ur.
We claim that

f(x) = inf{frn(x) : r ∈ Q and n ∈ N}
for all x. Clearly, frn(x) ≥ f(x) for every x ∈ X. Fix any x0 ∈ X and ε > 0.
To complete the proof, we show that for some r and for some n,

frn(x0) < f(x0) + ε.

Take any rational number r such that

f(x0) < r < f(x0) + ε.
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Two cases arise: g(x0) ≤ r or g(x0) > r. If g(x0) ≤ r, then x0 ∈ X \ Ur.
Hence,

frn(x0) = g(x0) < f(x0) + ε

for all n. If g(x0) > r, then x0 ∈ Ur. Take any n such that x0 ∈ F r
n . Then

frn(x0) < f(x0) + ε, and our result is proved.
We proved the above result under the additional condition that f is

dominated by a continuous function. So the question arises; Is every real-
valued upper-semicontinuous function defined on a metric space dominated
by a continuous function? The answer is yes. (See [99].) The proofs of this
in some important special cases are given later in this chapter.
Let {Xi : i ∈ I} be a family of topological spaces, X =

∏
i∈I Xi, and

πi : X −→ Xi, i ∈ I, the projection maps. The smallest topology on X
making each πi continuous is called the product topology. So,

{π−1
i (U) : U open in Xi, i ∈ I}

is a subbase for the product topology.

Exercise 2.1.26 Let (X0, d0), (X1, d1), . . . be metric spaces, X =
∏

nXn,
and d the product metric on X (2.1.4).

(i) Show that d induces the product topology on X.

(ii) Let α, α0, α1, α2, . . . ∈ X. Show that

(αn → α)⇐⇒ (∀k)(αn(k)→ α(k)).

(iii) Let Y be a topological space. Show that f : Y −→ X is continuous if
and only if πi ◦ f is continuous for all i, where πi : X −→ Xi is the
projection map.

Proposition 2.1.27 The product of countably many second countable
(equivalently separable) metric spaces is second countable.

Proof. Let X0, X1, . . . be second countable. Let X =
∏

iXi. We show
that X has a countable subbase. The result then follows from 2.1.8. Let
{Uin : n ∈ N} be a base for Xi. Then, by the definition of the product
topology, {π−1

i (Uin) : i, n ∈ N} is a subbase for X. Since {π−1
i (Uin) : i, n ∈

N} is countable, the result follows from 2.1.8.
A sequence (xn) in a metric space (X, d) is called a Cauchy sequence if

for every ε > 0 there is an N ∈ N such that d(xn, xm) < ε for all m,n ≥ N .
It is easy to see that every convergent sequence is Cauchy and that if a
Cauchy sequence (xn) has a convergent subsequence, then (xn) itself is
convergent. A Cauchy sequence need not be convergent. To see this, let
X = Q with the usual metric and (xn) a sequence of rationals converging
to an irrational number, say

√
2. Then (xn) is a Cauchy sequence in Q
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that does not converge to a point in Q. A metric d on a set X is called
complete if every Cauchy sequence in (X, d) is convergent. A metric space
(X, d) is called complete if d is complete on X. It is easy to see that Rn

with the usual metric is complete. We have seen that Q with the usual
metric is not complete. Thus a subspace of a complete metric space need
not be complete. However, a closed subspace of a complete metric space is
easily seen to be complete. For A ⊆ X we define

diameter(A) = sup{d(x, y) : x, y ∈ A}.

Exercise 2.1.28 Let (X, d) be a metric space. Show that for any A ⊆ X,

diameter(A) = diameter(cl(A)).

Proposition 2.1.29 (Cantor intersection theorem) A metric space (X, d)
is complete if and only if for every decreasing sequence F0 ⊇ F1 ⊇ F2 ⊆ · · ·
of nonempty closed subsets of X with diameter(Fn) → 0, the intersection⋂
n Fn is a singleton.

Proof. Assume that (X, d) is complete. Let (Fn) be a decreasing se-
quence of nonempty closed sets with diameter converging to 0. Choose
xn ∈ Fn. Since diameter(Fn) → 0, (xn) is Cauchy and so convergent. It
is easily seen that limxn ∈ ⋂

n Fn. Let x �= y. Then d(x, y) > 0. Since
diameter(Fn) → 0, there is an integer n such that both x and y cannot
belong to Fn. It follows that both x and y cannot belong to

⋂
Fn.

To show the converse, let (xn) be a Cauchy sequence. Put

Fn = cl({xm : m ≥ n}).
As (xn) is Cauchy, diam(Fn)→ 0. Take x ∈ ⋂

n Fn. Then limxn = x.

Exercise 2.1.30 Let d be a metric on N defined by

d(m,n) =
|m− n|

(m+ 1)(n+ 1)
.

Show the following.

(i) The metric d induces the discrete topology.

(ii) The metric d is not complete on N.

The above exercise shows that a metric equivalent to a complete one
need not be complete.

Proposition 2.1.31 Let (X0, d0), (X1, d1), (X2, d2), . . . be complete met-
ric spaces, X =

∏
nXn, and d the product metric on X. Then (X, d) is

complete.
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Proof. Let α0, α1, α2, . . . be a Cauchy sequence in X. Then for each k,
α0(k), α1(k), α2(k), . . . is a Cauchy sequence in Xk. As Xk is complete, we
get an α(k) ∈ Xk such that αn(k) → α(k). By 2.1.26, the sequence (αn)
converges to α.
Let (X, d) be a metric space and [X] the set of all Cauchy sequences in

X. We define a binary relation ≡ on [X] as follows.

(xn) ≡ (yn)⇐⇒ d(xn, yn)→ 0 as n→∞.

It is easily checked that ≡ is an equivalence relation. Let X̂ denote the set
of all equivalence classes. For any Cauchy sequence (xn), [xn] will denote
the equivalence class containing (xn). We define a metric d̂ on X̂ by

d̂([xn], [yn]) = lim d(xn, yn).

Define f : X −→ [X] by f(x) = [xn], where xn = x for all n. We can easily
check the following.

(i) d̂ is well-defined.

(ii) d̂ is a complete metric on X̂.

(iii) The function f : X −→ X̂ is an isometry.

(iv) The set f(X) is dense in X̂.

(v) If X is separable, so is X̂.

Thus we see that every (separable) metric space can be isometrically
embedded in a (separable) complete metric space. The metric space (X̂, d̂)
is called the completion of (X, d).
There is another very useful embedding of a separable metric space into

a complete separable metric space. The closed unit interval [0, 1] with the
usual metric is clearly complete and separable. Therefore, by 2.1.27 and
2.1.29, H = [0, 1]N is complete and separable. The topological space H is
generally known as the Hilbert cube.

Theorem 2.1.32 Any second countable metrizable space X can be embed-
ded in the Hilbert cube H.

Proof. Let (Un) be a countable base for X. For each pair of integers n,
m with cl(Un) ⊆ Um, choose a continuous fnm : X → [0, 1] such that

fnm(x) =
{
0 if x ∈ cl(Un),
1 if x ∈ X \ Um.

By 2.1.18, such a function exists. Enumerate {fnm : m,n ∈ N} as a
sequence (fk). Define f on X by

f(x) = (f0(x), f1(x), . . .), x ∈ X.

We can easily check that f embeds X in the Hilbert cube.
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Exercise 2.1.33 Let (X0, d0), (X1, d1), (X2, d2), . . . be metric spaces with
the Xi’s pairwise disjoint and di < 1 for all i. Let X =

⋃
nXn. Define d by

d(x, y) =
{

di(x, y) if x, y ∈ Xi,
1 otherwise.

(i) Show that d is a metric on X such that U ⊆ X is open with respect to
the induced topology if and only if U

⋂
Xi is open in Xi for all i.

(ii) Further, if each of (Xi, di) is complete (separable), then show that
(X, d) is complete (separable).

If X,X0, X1, X2, . . . are as above, then we call X the topological sum
of the Xi’s and write X =

⊕
nXn.

Proposition 2.1.34 Every nonempty open set U in R is a countable union
of pairwise disjoint nonempty open intervals.

Proof. Let x ∈ U and let Ix be the union of all open intervals containing
x and contained in U . Clearly, for any x, y, either Ix = Iy or Ix

⋂
Iy = ∅.

Since R is separable, {Ix : x ∈ U} is countable. Further, U =
⋃
x∈U Ix.

The importance of the next result will become clear in the next chapter.

Proposition 2.1.35 (Sierpiński)The open unit interval (0, 1) cannot be
expressed as a countable disjoint union of nonempty closed subsets of R.

Proof. Let A0, A1, A2, . . . be a sequence of pairwise disjoint nonempty
closed sets in R, each contained in (0, 1). We show that

⋃
Ai �= (0, 1).

Suppose
⋃
Ai = (0, 1). Then for k ∈ N, we define integers mk, nk ∈ N and

real numbers ak, bk ∈ (0, 1) satisfying the following conditions.
(i) n0 < m0 < · · · < nk < mk,

(ii) a0 < a1 < · · · < ak < bk < · · · b1 < b0,

(iii) ak ∈ Ank
, bk ∈ Amk

,

(iv) for every i ≤ mk, Ai

⋂
(ak, bk) = ∅.

Assume that we have done this. Take a = sup ak. Then an < a < bn for
all n. Hence, a �∈ ⋃

Ai, which is a contradiction.
We define mk, nk, ak, and bk by induction. Take n0 = 0 and a0 =

supAn0 . Let m0 be the first integer m such that Am

⋂
(a0, 1) �= ∅. Put

b0 = inf[Am0

⋂
(a0, 1)]. Since An0 and Am0 are disjoint and closed, a0 < b0.

Note that Ai

⋂
(a0, b0) = ∅ for all i ≤ m0. Let k ∈ N and suppose for

every i ≤ k, mi, ni, ai, and bi satisfying (i)-(iv) have been defined. Take
nk+1 to be the first integer n such that An

⋂
(ak, bk) �= ∅. Put ak+1 =

sup[Ank+1

⋂
(ak, bk)]. Clearly, ak+1 < bk. Now, let mk+1 be the first integer

m such that Am

⋂
(ak+1, bk) �= ∅. Note that mk+1 > nk+1. Take bk+1 =

inf[Amk+1

⋂
(ak+1, bk)].
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2.2 Polish Spaces

A topological space is called completely metrizable if its topology is
induced by a complete metric. A Polish space is a separable, completely
metrizable topological space.
Some elementary observations.

(i) Any countable discrete space is Polish. In particular, N and 2 = {0, 1},
with discrete topologies, are Polish.

(ii) The real line R, Rn, I = [0, 1], In, etc., with the usual topologies are
Polish.

(iii) Any closed subspace of a Polish space is Polish.

(iv) The topological sum of a sequence of Polish spaces is Polish.

(v) The product of countably many Polish spaces is Polish. In particular,
NN, the Hilbert cube H = [0, 1]N, and the Cantor space C = 2N are
Polish.

The spaces NN and C are of particular importance to us. A complete
metric on NN compatible with its topology is given below.

ρ(α, β) =
{ 1

min{n:α(n)�=β(n)}+1 if α �= β,
0 otherwise.

For s ∈ N<N, let
Σ(s) = {α ∈ NN : s ≺ α}.

The family of sets {Σ(s) : s ∈ N<N} is a base for NN. Note that the sets Σ(s)
are both closed and open in NN. Such sets are called clopen. A topological
space is called zero-dimensional if it has a base consisting of clopen sets.
Thus NN is a zero-dimensional Polish space. Note that the product of a
family of zero-dimensional spaces is zero-dimensional.
A compatible metric and a base for C can be similarly defined. More gen-

erally, let A be a discrete space and X = AN be equipped with the product
topology. Then X is a zero-dimensional completely metrizable space; it is
Polish if and only if A is countable. Let s ∈ A<N. When there is no scope
for confusion, we shall also denote the set {α ∈ AN : s ≺ α} by Σ(s).
In the next few results we characterize spaces that are Polish: They are

the topological spaces that are homeomorphic to Gδ subsets of the Hilbert
cube H.

Theorem 2.2.1 (Alexandrov) Every Gδ subset G of a completely metriz-
able (Polish) space X is completely metrizable (Polish).
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Proof. Fix a complete metric d on X compatible with its topology. We
first prove the result when G is open. Consider the function f : G −→ X×R

defined by

f(x) = (x,
1

d(x,X \G) ), x ∈ G.

Note the following.

(i) The function f is one-to-one.

(ii) By 2.1.15 and 2.1.26, f is continuous.

(iii) Since f−1 is π1|f(G), it is continuous.
(iv) The set f(G) is closed in X × R.

To see (iv), let (xn) be a sequence in G and

f(xn) = (xn, 1/d(xn, X \G))→ (x, y).

Then, xn → x. Hence,

d(xn, X \G)→ d(x,X \G).

Since 1/d(xn, X \G)→ y, y = 1/d(x,X \G). Hence, d(x,X \G) �= 0. This
implies that x ∈ G and (x, y) = f(x) ∈ f(G).
So, G is homeomorphic to f(G). As f(G) is closed in the completely

metrizable space X × R, it is completely metrizable. Since f is a homeo-
morphism, G is completely metrizable.
Now consider the case when G is a Gδ set. Let G =

⋂
nGn, where the

Gn’s are open. Define f : G −→ X × RN by

f(x) = (x,
1

d(x,X \G0)
,

1
d(x,X \G1)

, . . .), x ∈ G.

Arguing as above, we see that f embeds G onto a closed subspace ofX×RN,
which completes the proof.
From the above theorem we see that the spaces J (J an interval) and R\

Q, the set of irrational numbers, with the usual topologies, are completely
metrizable, though the usual metrics may not be complete on them.

Exercise 2.2.2 Give complete metrics on (0, 1) and on the set of all irra-
tionals inducing the usual topology.

The converse of 2.2.1 is also true; i.e., every completely metrizable sub-
space of a completely metrizable space X is a Gδ set in X. To prove this,
we need a result on extensions of continuous functions that is interesting
in its own right.
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Proposition 2.2.3 Let f : A −→ Z be a continuous map from a subset A
of a metrizable space W to a completely metrizable space Z. Then f can be
extended continuously to a Gδ set containing A.

Proof. Take a bounded complete metric ρ on Z compatible with its
topology. For any x ∈ cl(A), let

Of (x) = inf{diameter(f(A ∩ V )) : V open, x ∈ V }.
We call Of (x) the oscillation of f at x. Put

B = {x ∈ cl(A) : Of (x) = 0}.
The set B is Gδ in W . To see this, take any t > 0 and note that for any
x ∈ cl(A),

Of (x) < t⇐⇒ (∃ open V , x)(diameter(f(A ∩ V )) < t).

Therefore, the set

{x ∈ cl(A) : Of (x) < t}
=

⋃
{V

⋂
cl(A) : V open and diameter(f(A ∩ V )) < t},

and hence it is open in cl(A). Since

B =
⋂
n

{x ∈ cl(A) : Of (x) <
1

n+ 1
}

and cl(A) is a Gδ set in W , B is a Gδ set. Since f is continuous on A, the
oscillation of f at every x ∈ A is 0. Therefore, A ⊆ B.
We now define a continuous map g : B −→ Z that extends f . Let x ∈ B.

Take a sequence (xn) in A converging to x. Since Of (x) = 0, (f(xn)) is
a Cauchy sequence in (Z, ρ). As (Z, ρ) is complete, (f(xn)) is convergent.
Put g(x) = limn f(xn). The following statements are easy to prove.

(i) The map g is well-defined.

(ii) It is continuous.

(iii) It extends f .

Remark 2.2.4 Let W , Z be as above and f :W −→ Z an arbitrary map.
The above proof shows that the set {x ∈W : f is continuous at x} is a Gδ

set in W .

Exercise 2.2.5 Show that for every Gδ subset A of reals there is a map
f : R −→ R whose set of continuity points is precisely A.
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Theorem 2.2.6 (Lavrentiev) Let X, Y be completely metrizable spaces,
A ⊆ X, B ⊆ Y , and f : A −→ B a homeomorphism onto B. Then f can
be extended to a homeomorphism between two Gδ sets containing A and B.

Proof. Let g = f−1. By 2.2.3, choose a Gδ set A′ ⊇ A and a contiunuous
extension f ′ : A′ −→ Y of f . Similarly, choose a Gδ set B′ ⊇ B and a
continuous extension g′ : B′ −→ X of g. Let

H = {(x, y) ∈ A′ × Y : y = f ′(x)} = graph(f ′)

and
K = {(x, y) ∈ X ×B′ : x = g′(y)} = graph(g′).

Let A∗ = π1(H
⋂
K) and B∗ = π2(H

⋂
K), where π1 and π2 are the two

projection functions. Note that

A∗ = {x ∈ A′ : (x, f ′(x)) ∈ K)}

and
B∗ = {y ∈ B′ : (g′(y), y)) ∈ H)}.

SinceK is closed inX×B′ and B′ is a Gδ,K is a Gδ set. As f ′ is continuous
on the Gδ set A′, A∗ is a Gδ set. Similarly, we can show that B∗ is a Gδ

set. It is easy to check that f∗ = f ′|A∗ is a homeomorphism from A∗ onto
B∗ that extends f .

Theorem 2.2.7 Let X be a completely metrizable space and Y a com-
pletely metrizable subspace. Then Y is a Gδ set in X.

Proof. The result follows from 2.2.6 by taking A = B = Y and f : A −→
B the identity map.

Remark 2.2.8 In the last section we saw that every second countable
metrizable space can be embedded in the Hilbert cube. Thus, a topological
space X is Polish if and only if it is homeomorphic to a Gδ subset of the
Hilbert cube.

We close this section by giving some useful results on zero-dimensional
spaces.

Lemma 2.2.9 Every second countable, zero-dimensional metrizable space
X can be embedded in C.
Proof. Fix a countable base {Un : n ∈ N} for X such that each Un is

clopen. Define f : X −→ C by

f(x) = (χU0(x), χU1(x), χU2(x), . . .), x ∈ X.
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Since the characteristic function of a clopen set is continuous and since a
map into a product space is continuous if its composition with the projec-
tion to each of its coordinate spaces is continuous, f is continuous. Since
{Un : n ∈ N} is a base for X, f is one-to-one. Further,

f(Un) = f(X)
⋂
{α ∈ C : α(n) = 1}.

Therefore, f−1 : f(X) −→ X is also continuous. Thus, f is an embedding
of X in C.
Exercise 2.2.10 (i) Show that every second countable metrizable space

of cardinality less than c is zero-dimensional.

(ii) Show that every countable metrizable space is zero-dimensional.

(iii) Show that every countable metrizable space can be embedded into Q.

(iv) Let X be a countable, nonempty metrizable space with no isolated
points. Show that X is homeomorphic to Q.

From 2.2.7 we obtain the following.

Proposition 2.2.11 Every zero-dimensional Polish space is homeomor-
phic to a Gδ subset of C.
The Cantor space is clearly embedded in NN. Hence every zero-

dimensional Polish space is homeomorphic to a Gδ subset of NN.

Exercise 2.2.12 Let E ⊆ C be the set of all sequences (ε0, ε1, ε2, . . .) with
infinitely many 0’s and infinitely many 1’s. Show that NN and E are home-
omorphic.

The following result will be used later.

Proposition 2.2.13 Let A be any set with the discrete topology. Suppose
AN is equipped with the product toplogy and C is any subset of AN. Then
C is closed if and only if it is the body of a tree T on A.

Proof. Let T be a tree on A. We show that AN \ [T ] is open. Let α �∈ [T ].
Then there exists a k ∈ N such that α|k �∈ T . So, Σ(α|k) ⊆ AN\ [T ], whence
AN \ [T ] is open.
Conversely, let C be closed in AN. Let

T = {α|k : α ∈ C and k ∈ N}.
Clearly, C ⊆ [T ]. Take any α �∈ C. Since C is closed, choose a k ∈ N such
that Σ(α|k) ⊆ AN \ C. Thus α|k �∈ T . Hence α �∈ [T ].
Exercise 2.2.14 Let K be the smallest family of subsets of NN satisfying
the following conditions.
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(a) K contains ∅ and NN.

(b) A set A ⊆ NN belongs to K whenever all its sections Ai, i ∈ N, belong
to K.

For each ordinal α < ω1, define a family Aα of subsets of NN, by induc-
tion, as follows.

A0 = {∅,NN}.
Suppose α is any countable ordinal and for every β < α, Aβ has been
defined. Put

Aα = {A ⊆ NN : for all i ∈ N, Ai ∈
⋃
β<α

Aβ}.

Show that

(i) K =
⋃
α<ω1

Aα;

(ii) for every α < ω1, Aα �= Aα+1;

(iii) K equals the set of all clopen subsets of NN.

Remark 2.2.15 The hierarchy {Aα : α < ω1} is called the Kalmar hi-
erarchy.

2.3 Compact Metric Spaces

Let (X, T ) be a topological space and A ⊆ X. A family U of sets whose
union contains A is called a cover of A. A subfamily of U that is a cover of
A is called a subcover. The set A is called compact if every open cover
of A admits a finite subcover.

Exercise 2.3.1 Let B be a base for a topology on X. Show that X is
compact if and only if every cover U ⊆ B admits a finite subcover.
Examples of compact sets are:

(i) any finite subset of a topological space;

(ii) any closed interval [a, b] ⊆ R with the usual topology;

(iii) any closed cube
∏n

i=1[ai, bi] ⊆ Rn with the usual topology.

If X is a compact space, then every closed subset is also compact.
Further, a compact subset of a metric space is closed. To see this, let
(X, d) be a metric space and A ⊆ X compact. Let x ∈ X \ A. Our
assertion will be proved if we show that there is an r > 0 such that
B(x, r)

⋂
A = ∅. For a ∈ A, set d(x, a)/2 = ra. Then {B(a, ra) : a ∈ A}

covers A. Let B(a1, r1), B(a2, r2), . . . , B(an, rn) be a subcover of A. Take
r = min{r1, r2, . . . , rn}. This r answers our purpose.
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Exercise 2.3.2 Let X be any subset of Rn. Show that X is compact if
and only if it is closed and bounded.

The following is an important example of a compact set. It was first
considered by Cantorin his study of the sets of uniqueness of trigonometric
series [26].

Example 2.3.3 Define a sequence (Cn) of subsets of [0, 1] inductively as
follows. Take

C0 = [0, 1].

Suppose Cn has been defined and is a union of 2n pairwise disjoint closed
intervals {Ij : 1 ≤ j ≤ 2n} of length 1/3n each. Obtain Cn+1 by removing
the open middle third of each Ij . For instance,

C1 = [0, 1
3 ]

⋃
[ 23 , 1],

C2 = [0, 1
9 ]

⋃
[ 29 ,

1
3 ]

⋃
[ 23 ,

7
9 ]

⋃
[ 89 , 1].

Finally, putC =
⋂
n Cn. The setC is known as theCantor ternary set.

As C is closed and bounded, it is compact. Define a map f : {0, 1}N −→ C
by

f((εn)) =
∞∑
n=0

2
3n+1 εn, (εn) ∈ {0, 1}N.

It is easy to check that f is a homeomorphism.

A family F of nonempty sets is said to have the finite intersection
property if the intersection of every finite subfamily of F is nonempty.

Exercise 2.3.4 Show that a topological space X is compact if and only
if every family of closed sets with the finite intersection property has
nonempty intersection.

Exercise 2.3.5 Show that the topological sum of finitely many compact
spaces is compact.

Proposition 2.3.6 A continuous image of a compact space is compact.

Proof. Let X be compact and f : X −→ Y continuous. Suppose U is an
open cover for f(X). Then {f−1(U) : U ∈ U} is a cover of X. As X is com-
pact, there is a finite subcover of X, say f−1(U1), f−1(U2), . . . , f−1(Un).
Hence U1, U2, . . . , Un cover f(X).

Corollary 2.3.7 Every continuous f : X −→ R, X compact, is bounded
and attains its bounds.

Exercise 2.3.8 Let X be compact, Y metrizable, and f : X −→ Y a
continuous bijection. Show that f is a homeomorphism.
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Exercise 2.3.9 Let X be any nonempty set, T ⊆ T ′ two topologies on X
such that (X, T ′) is compact, and (X, T ) metrizable. Show that T = T ′.

Proposition 2.3.10 If (X, d) is a compact metric space, then every se-
quence in (X, d) has a convergent subsequence.

Proof. Suppose (X, d) is compact but that there is a sequence (xn) in X
with no convergent subsequence. Then {xn : n ∈ N} is a closed and infinite
discrete subspace of X. This contradicts the fact that X is compact.

Proposition 2.3.11 Every compact metric space (X, ρ) is complete.

Proof. By 2.3.10, every Cauchy sequence in (X, ρ) has a convergent
subsequence. So, every Cauchy sequence in (X, ρ) is convergent.
Let (X, d) be a metric space and ε > 0. An ε-net in X is a finite subset

A of X such that X =
⋃
a∈AB(a, ε); i.e., for every x ∈ X there is an a ∈ A

such that d(x, a) < ε. We call (X, d) totally bounded if it has an ε-net
for every ε > 0. The following result is quite easy to prove.

Proposition 2.3.12 Every compact metric space is totally bounded.

Exercise 2.3.13 Let (X, d) be a metric space, A ⊆ X totally bounded,
and A ⊆ B ⊆ cl(A). Show that B is totally bounded.

Proposition 2.3.14 Every compact metrizable space X is separable and
hence second countable.

Proof. Let d be a compatible metric on X. For any n > 0, choose a
1
n -net An in X. Then

⋃
nAn is a countable, dense set in X.

Corollary 2.3.15 Every zero-dimensional compact metrizable space X is
homeomorphic to a closed subset of C.
Proof. By 2.3.14, X is second countable. Therefore, by 2.2.9, there is an

embedding f of X into C. By 2.3.6, the range of f is compact and therefore
closed.
From 2.3.11 and 2.3.14 it follows that every compact metrizable space is

Polish. The next few results show that the converse of 2.3.10 is true. A
topological space is called sequentially compact if every sequence in it
has a convergent subsequence.

Proposition 2.3.16 Let (X, d) be sequentially compact and U an open
cover of X. Then there is a δ > 0 such that every A ⊆ X of diameter less
than δ is contained in some U ∈ U .
(A δ satisfying the above condition is called a Lebesgue number of U .)
Proof. Suppose such a δ does not exist. For every n > 0, choose An ⊆ X

such that diameter(An) < 1
n and An is not a contained in any U ∈ U .
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Choose xn ∈ An. Since X is sequentially convergent, (xn) has a convergent
subsequence, converging to x, say. Choose U ∈ U containing x. Fix r > 0
such that B(x, r) ⊆ U . Note that xn ∈ B(x, r/2) for infinitely many n.
Choose n0 such that 1/n0 < r/2 and xn0 ∈ B(x, r/2). As diameter(An0) <
1/n0 < r/2,

An0 ⊆ B(x, r) ⊆ U.

This contradiction proves the result.

Proposition 2.3.17 Suppose (X, d) and (Y, ρ) are metric spaces with X
sequentially compact. Then every continuous f : X −→ Y is uniformly
continuous.

Proof. Fix ε > 0. Let

U = {f−1(B) : B an open ball of radius < ε/2}.
Let δ be a Lebesgue number of U . Plainly, ρ(f(x), f(y)) < ε whenever
d(x, y) < δ.

Proposition 2.3.18 Every sequentially compact metric space (X, d) is to-
tally bounded.

Proof. Let X be not totally bounded. Choose ε > 0 such that no finite
family of open balls of radius ε cover X. Then, by induction on n, we can
define a sequence (xn) in X such that for all n > 0, xn �∈

⋃
i<nB(xi, ε).

Thus for anym �= n, d(xm, xn) ≥ ε. Such a sequence (xn) has no convergent
subsequence.

Proposition 2.3.19 Every sequentially compact metric space is compact.

Proof. Let (X, d) be sequentially compact and U an open cover for
X. Let δ > 0 be a Lebesgue number of U and {x1, x2, . . . , xn} a δ/3-
net in X. For each k ≤ n, choose Uk ∈ U containing B(xk, δ/3). Plainly,
{U1, U2, . . . , Un} is a finite subcover of U .
Exercise 2.3.20 Let X be any metrizable space. Show that X is compact
if and only if every real-valued continuous function f on X is bounded.

Exercise 2.3.21 Let (X, d) be a compact metric space and f : X −→ X
an isometry. Show that f is onto X.

Theorem 2.3.22 A metric space is compact if and only if it is complete
and totally bounded.

Proof.We have already proved the “only if” part of the result. Let (X, d)
be complete and totally bounded. We have to show thatX is compact. Take
a sequence (xn) in X. We first show that (xn) has a Cauchy subsequence.
Since X is complete, the “if” part of the result will follow from 2.3.19.
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AsX is totally bounded, (xn) has a subsequence (xn0
k
) all of whose points

lie in some open sphere of radius less than 1. By the same argument, (xn0
k
)

has a subsequence (xn1
k
) all of whose points lie in an open sphere of radius

less than 1/2. Proceeding in this manner, for each i we get a sequence (xni
k
)

such that

(i) for every i, all of xni
0
, xni

1
, xni

2
, . . . lie in an open ball of radius less than

1/2i, and

(ii) (xni+1
k
) is a subsequence of (xni

k
).

Finally, put yi = xni
i
, i ∈ N. It is easy to check that (yi) is a Cauchy

subsequence of (xn).

Theorem 2.3.23 The product of a sequence of compact metric spaces is
compact.

Proof. Let (X0, d0), (X1, d1), (X2, d2), . . . be a sequence of compact met-
ric spaces, X =

∏
nXn, and d the product metric on X. Fix a sequence

(xn) in X. We show that (xn) has a convergent subsequence.
Since X0 is compact, there is a convergent subsequence (xn0

k
(0)) of

(xn(0)). Similarly, as X1 is compact, there is a convergent subsequence
(xn1

k
(1)) of (xn0

k
(1)). Proceeding similarly we obtain a double sequence

(xni
k
) such that

(i) (xni
k
(i))k∈N is convergent for each i, and

(ii) (xni+1
k
)k∈N is a subsequence of (xni

k
)k∈N.

Define yi = xni
i
, i ∈ N. As yi(k) is convergent for each k, (yi) is a

convergent subsequence of (xn).

Exercise 2.3.24 Let X, Y be metrizable spaces with Y compact and C ⊆
X × Y closed. Show that π1(C) is closed in X.

Exercise 2.3.25 Show that for every real-valued upper-semicontinuous
map f defined on a compact metric space X there is an x0 ∈ X such
that f(x) ≤ f(x0) for every x ∈ X.

Exercise 2.3.26 Show that for every upper-semicontinuous function f :
R −→ R there is a continuous g : R −→ R such that f ≤ g.

Exercise 2.3.27 Let X be a compact metric space and (gn) a sequence
of real-valued, upper-semicontinuous maps decreasing to g pointwise. Show
that gn → g uniformly on X.

We prove the next result for future application.

Administrator
ferret
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Lemma 2.3.28 Let X be a compact metric space. Suppose f, fn : X −→ R

are upper-semicontinuous and fn decreases pointwise to f . If xn → x in
X, then

lim sup
n

fn(xn) ≤ f(x).

Proof. Let ε > 0. By 2.3.25 and 2.1.25, there is a continuous h : R −→ R

such that f ≤ h and h(x) ≤ f(x) + ε. Set

hn = max(fn, h), n ∈ N.

Then hn is upper-semicontinuous, and (hn) decreases to h. By 2.3.27,
hn → h uniformly on X. Hence,

lim sup
n

fn(xn) ≤ lim
n

hn(xn) = h(x) ≤ f(x) + ε.

Since ε > 0 was arbitrary, our result is proved.
A topological space X is called locally compact if every point of X has

a compact neighborhood. The finite dimensional Euclidean spaces Rn are
locally compact, and so are all compact spaces.

Exercise 2.3.29 Show that the set of rational numbers Q and the set of
irrationals R \Q, with the usual topologies, are not locally compact.

The following facts are easy to verify.

(i) Every closed subspace of a locally compact space is locally compact.

(ii) The product of finitely many locally compact spaces is locally compact.
The product of an infinite family of locally compact spaces is locally
compact if and only if all but finitely many of the spaces are compact.

(iii) Every open subspace of a locally compact metrizable space is locally
compact.

Theorem 2.3.30 Every locally compact metrizable space X is completely
metrizable.

Proof. We need a lemma.

Lemma 2.3.31 Let Y be a locally compact dense subspace of a metrizable
space X. Then Y is open in X.

Assuming the lemma, the proof is completed as follows. Let d be a metric
on X inducing its topology and X̂ the completion of (X, d). Then X is a
locally compact dense subspace of X̂. By 2.3.31, X is open in X̂. By 2.2.1,
X is completely metrizable.
The proof of lemma 2.3.31. Fix x ∈ Y and choose an open set U in Y

containing x such that cl(U)
⋂
Y is compact, and hence closed in X. Since
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U ⊆ cl(U)
⋂
Y , we have cl(U) ⊆ cl(U)

⋂
Y ⊆ Y . Choose an open set V in

X such that U = V
⋂
Y . Since Y is dense and V open, cl(V ) = cl(V

⋂
Y ).

Thus we have

x ∈ V ⊆ cl(V ) = cl(V
⋂

Y ) = cl(U) ⊆ Y.

We have shown that for every x ∈ Y there is an open set V in X such that
x ∈ V ⊆ Y . Therefore, Y is open.

Corollary 2.3.32 Every locally compact, second countable metrizable
space is Polish.

Exercise 2.3.33 Let X be a second countable, locally compact metrizable
space. Show that there exists a sequence (Kn) of compact sets such that
X =

⋃
nKn and Kn ⊆ int(Kn+1) for every n.

A subset of a topological space of the form
⋃
nKn, Kn compact, is called

a Kσ set. From the above exercise it follows that every locally compact,
second countable metrizable space is a Kσ set.

2.4 More Examples

In this section we give some interesting examples of Polish spaces.

Spaces of Continuous Functions

Let X be a compact metrizable space and Y a Polish space. Let C(X,Y ) be
the set of continuous functions from X into Y . Fix a compatible complete
metric ρ on Y and define

δ(f, g) = sup
x∈X

ρ(f(x), g(x)), f, g ∈ C(X,Y ). (∗)

Exercise 2.4.1 Show that δ(f, g) is a complete metric on C(X,Y ).
(Hint: Use 2.1.17.)

The topology on C(X,Y ) induced by δ is called the topology of uni-
form convergence.

Exercise 2.4.2 Show that if ρ and ρ′ are equivalent metrics on Y , then
the corresponding metrics on C(X,Y ), defined by the formula ( ), are also
equivalent.

Theorem 2.4.3 If (X, d) is a compact metrc space and (Y, ρ) Polish, then
C(X,Y ), equipped with the topology of uniform convergence, is Polish.
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Proof. We only need to check that C(X,Y ) is separable. Let l, m,
and n be positive integers. As X is compact, there is a 1/m-net Xm =
{x1, x2, . . . , xk} in X. As Y is separable, there is a countable open cover
Ul = {U0, U1, . . .} such that diameter(Ui) < 1/l for each i. Fix such an Ul
for each l. Put

Cm,n = {f ∈ C(X,Y ) : ∀x, y(d(x, y) < 1/m =⇒ ρ(f(x), f(y)) < 1/n)}.
For each k-tuple s = (i1, i2, . . . , ik), whenever possible, choose an fs ∈

Cm,n such that fs(xj) ∈ Uij for all 1 ≤ j ≤ k. Let Dm,n,l be the collection
of all these fs and set Dm,n =

⋃
l>0 Dm,n,l.

We claim that for all f ∈ Cm,n and all ε > 0 there is a g ∈ Dm,n such
that ρ(f(y), g(y)) < ε for every y ∈ Xm. To see this, take l > 1/ε and
choose i1, i2, . . . , ik such that f(xj) ∈ Uij for all 1 ≤ j ≤ k. Thus fs exists
for s = (i1, i2, . . . , ik). Take g = fs.
Set D =

⋃
m,nDm,n. Note that D is countable. We show that D is dense

in C(X,Y ). Take f ∈ C(X,Y ) and ε > 0. Take any n > 3/ε. Since f is
uniformly continuous, f ∈ Cm,n for some m . We choose g ∈ Dm,n such
that ρ(f(y), g(y)) < ε/3 for y ∈ Xm. Since Xm is a 1/m-net, by the triangle
inequality we see that ρ(f(x), g(x)) < ε for all x ∈ X. So, D is dense, and
our theorem is proved.

The Space of Irreducible Matrices

Fix a positive integer n. LetMn denote the set of all complex n×nmatri-
ces. As usual, we identify Mn with Cn2

, equipped with the usual topology.
A matrix A ∈ Mn is irreducible if it commutes with no self-adjoint pro-
jections other than the identity and 0. Equivalently, A is irreducible if and
only if there is no nontrivial vector subspace of Cn that is invariant under
both A and A∗, the adjoint of A. Let irr(n) denote the set of all irre-
ducible matrices. The following result is a well-known characterization of
irreducible matrices, whose proof we omit.

Theorem 2.4.4 (Jacobson density theorem) A matrix A ∈ Mn is irre-
ducible if and only if the C∗-algebra generated by A is the whole of Mn.
(See [4] for the definition of C∗ − algebra.)
Corollary 2.4.5 Let P0(x, y), P1(x, y), P2(x, y), . . . be an enumeration of
all polynomials in two variables with coefficients of the form p+ iq, where
p and q are rational numbers. An n× n matrix A is irreducible if and only
if {P0(A,A∗), P1(A,A∗), P2(A,A∗), . . .} is dense in Mn.

Proposition 2.4.6 irr(n) is Polish.

Proof. By 2.2.1 it is sufficient to show that irr(n) is a Gδ set in Mn.
Towards showing this, fix any irreducible matrix A0. For any matrix A, by
2.4.5 we have

A is irreducible ⇐⇒ ∀m∃k|A0 − Pk(A,A∗)| < 2−m.
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So,
irr(n) =

⋂
m

Gm,

where

Gm = {A ∈Mn : |A0 − Pk(A,A∗)| < 2−m} for some k}.

Clearly, Gm is open. Hence, irr(n) is a Gδ set.

Polish Groups

A topological group is a group (G, ·) with a topology such that the
maps (x, y) −→ x · y from G × G to G and x −→ x−1 from G to G are
continuous. If moreover, G is a Polish space, we call it a Polish group.

Exercise 2.4.7 Let (G, ·) be a topological group and g ∈ G. Show that
the following maps from G onto G are homeomorphisms.

(a) Lg(h) = g · h;
(b) Rg(h) = h · g;
(c) I(h) = h−1.

Exercise 2.4.8 Show that the closure of a subgroup of a topological group
is a topological group.

Some examples of Polish groups
(i) All countable discrete groups are Polish.
(ii) The additive group of real numbers (R,+) and the multiplicative

group (T, ·) of complex numbers of modulus 1, with usual topologies, are
Polish.
(iii) The set R× of nonzero real numbers, being open in R, is Polish.

Therefore, the multiplicative group (R×, ·) is Polish.
(iv) Let F denote either the field of real numbers R or the field of complex

numbers C. An n× n matrix over F can be identified with a point of Fn
2
.

The set GL(n,F) of nonsingular n × n matrices is open in Fn
2
and hence

Polish. Also, the set SO(n,R) of n × n orthonormal matrices is compact
and hence Polish. Similarly, most other matrix groups commonly used in
analysis can be seen to be Polish.
The groups described so far are locally compact too. Here is an example

of a Polish group that is not locally compact.
(v) Let S∞ be the set of all bijections from N onto itself with the

composition of functions as the group operation. The elements of S∞ are
called the permutations of N. S∞ is Polish. To see this, first note that

α is one-to-one ⇐⇒ ∀m∀n(m �= n =⇒ α(m) �= α(n)).



66 2. Topological Preliminaries

Let A = {α ∈ NN : α is one-to-one}. As A =
⋂
m�=n{α ∈ NN : α(m) �=

α(n)}, it is a Gδ set in NN. Again, note that

α is onto ⇐⇒ ∀m∃n(α(n) = m).

Therefore, the set {α : α is onto} equals ⋂
m

⋃
n{α ∈ NN : α(n) = m} and

hence is a Gδ set in NN. Since the intersection of two Gδ sets is again a Gδ

set, S∞ is a Gδ set in NN and therefore Polish.
S∞ is a topological group.
Let α, β be any two permutations of N and m,n ∈ N. Then,

α ◦ β(n) = m⇐⇒ ∃k(β(n) = k & α(k) = m).

This shows that for every n, (α, β) −→ α ◦ β(n) is continuous. It follows
that (α, β) −→ α ◦ β is continuous.
Next we check that α −→ α−1 is continuous. For any m,n,

α−1(n) = m⇐⇒ α(m) = n.

Thus α −→ α−1(n) is continuous for each n. So, the map α −→ α−1 is
continuous.
The above arguments prove that S∞ is a Polish group.

Exercise 2.4.9 Show that S∞ is not locally compact.

Spaces of Compact Sets

Let X be a topological space and K(X) the family of all nonempty
compact subsets of X. The topology on K(X) generated by sets of the
form

{K ∈ K(X) : K ⊆ U}
and

{K ∈ K(X) : K
⋂

U �= ∅},
U open in X, is known as the Vietoris topology. Unless otherwise stated,
throughout this section K(X) is equipped with the Vietoris topology.
(i) The sets of the form

[U0;U1, . . . , Un] = {K ∈ K(X) : K ⊆ U0 & K
⋂

Ui �= ∅, 1 ≤ i ≤ n},

where U0, U1, . . . , Un are open sets in X, form a base for K(X).
(ii) The set of all finite, nonempty subsets of X is dense in K(X).
Proof. Let [U0;U1, . . . , Un] be a nonempty basic open set. Then

U0
⋂
Ui �= ∅ for 1 ≤ i ≤ n. Choose xi ∈ U0

⋂
Ui. Clearly,

{x1, . . . , xn} ∈ [U0;U1, . . . , Un].

(iii) If X is separable, then so is K(X).
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Proof. Let D be a countable dense set in X and F the set of all finite,
nonempty subsets of D. In the proof of (ii), choose xi such that it also
belongs to D. Thus F is dense in K(X). As F is countable, the result
follows.

Exercise 2.4.10 Show that if X is zero-dimensional, so is K(X).

Exercise 2.4.11 Let X be metrizable.

(a) Show that the sets

(i) {(x,K) ∈ X ×K(X) : x ∈ K},
(ii) {(K,L) ∈ K(X)×K(X) : K ⊆ L}, and
(iii) {(K,L) ∈ K(X)×K(X) : K

⋂
L �= ∅}

are closed.

(b) Let K be a compact subset of K(X). Show that
⋃K is compact in X

and K −→ ⋃K is continuous.

Exercise 2.4.12 Let X be a metrizable space. Show the the map
(K1,K2) −→ K1

⋃
K2 is continuous. Also show that the map (K1,K2) −→

K1
⋂
K2 need not be continuous.

Let (X, d) be a metric space. For K,L ∈ K(X), define

δH(K,L) = max(max
x∈K

d(x, L),max
y∈L

d(y,K)).

Note that for any ε > 0,

δH(K,L) < ε⇐⇒ K ⊆ B(L, ε) & L ⊆ B(K, ε). (∗)
(Recall that B(A, ε) = {x ∈ X : d(x,A) < ε}.)
Exercise 2.4.13 Show that δH is a metric on K(X).

We call δH the Hausdorff metric on K(X).

Proposition 2.4.14 The metric δH induces the Vietoris topology on
K(X).

Proof. We first show that any open set in (K(X), δH) is open in the
Vietoris topology. Take any K0 ∈ K(X) and ε > 0. As K0 is compact,
there is an ε/2-net {x1, x2, . . . , xn} in K0. Take U0 = B(K0, ε) and Ui =
B(xi, ε/2), 1 ≤ i ≤ n. It is sufficient to show that

K0 ∈ [U0;U1, . . . , Un] ⊆ {K ∈ K(X) : δH(K0,K) < ε}.
Clearly,K0 ⊆ U0 and xi ∈ K0

⋂
Ui, 1 ≤ i ≤ n. Thus,K0 ∈ [U0;U1, . . . , Un].
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Now take anyK ∈ [U0;U1, . . . , Un]. We have to show that δH(K0,K) < ε.
SinceK ⊆ U0 = B(K0, ε), by ( ), it is sufficient to show thatK0 ⊆ B(K, ε).
Let x ∈ K0. Choose xi such that d(x, xi) < ε/2. Since K

⋂
Ui �= ∅, we get

y ∈ Ui
⋂
K. Then d(x, y) ≤ d(x, xi) + d(xi, y) < ε. So, x ∈ B(K, ε). Since

x ∈ K0 was arbitrary, we have shown that K0 ⊆ B(K, ε).
We now show that every Vietoris open set is open in (K(X), δH). It is

sufficient to show that every subbasic open set is open in (K(X), δH). Fix
an open set U in X and a compact set K0 contained in U . Let

ε = min{d(x,K0) : x ∈ X \ U}.
Since K0 is compact, ε > 0. Clearly, for every compact K ⊆ X,
δH(K,K0) < ε =⇒ K ⊆ B(K0, ε) ⊆ U . This shows that {K ∈ K(X) :
K ⊆ U} is open in (K(X), δH).
Next take any compact K0 and an open set U with K0

⋂
U �= ∅. Let

x ∈ K0
⋂
U and ε > 0 be such that B(x, ε) ⊆ U . Suppose δH(K0,K) < ε.

Since x ∈ K0, by ( ), d(x,K) < ε. So, there exists y ∈ K, y ∈ B(x, ε) ⊆ U
or K

⋂
U �= ∅, and the result is proved.

Observation 1. Let (X, d) be a complete metric space and (Kn) a Cauchy
sequence in (K(X), δH). Let K = cl(

⋃
nKn). We claim that K is compact.

By 2.3.22, it is sufficient to show that (K, d) is totally bounded. Further,
by 2.3.13, it is enough to show that L =

⋃
nKn is totally bounded. Fix

ε > 0. Let N be such that δH(Kn,Km) < ε/2 for all m,n ≥ N . Since⋃
i≤N Ki is compact, it is totally bounded. Let {x1, x2, . . . , xk} be an ε/2-

net in
⋃
i≤N Ki. We now show that {x1, x2, . . . , xk} is an ε-net in L. Take

any x ∈ L. If x ∈ ⋃
i≤N Ki, then obviously d(x, xi) < ε for some i. If x ∈ Ki

for some i > N , then as δH(Ki,KN ) < ε/2, it follows that d(x,KN ) < ε/2.
Choose y ∈ KN with d(x, y) < ε/2. Choose j such that d(y, xj) < ε/2.
Then d(x, xj) < ε.
Observation 2. Let A = {x1, x2, . . . , xk} be an ε-net in (X, d). Let F
be the set of all finite nonempty subsets F of A. Let K ∈ K(X) and
L = {xi ∈ A : d(x, xi) < ε for some x ∈ K}. Plainly, δH(K,L) < ε. Thus
F is an ε-net in K(X).

Proposition 2.4.15 If (X, d) is a complete metric space, so is
(K(X), δH).

Proof. Let (Kn) be a Cauchy sequence in K(X). Let

K =
⋂
n

cl(
⋃
i≥n

Ki).

By Observation 1, cl(
⋃
i≥nKi) are compact. Further, they have the finite

intersection property. Therefore, K is nonempty and compact. We show
that δH(Kn,K)→ 0 as n→∞.
Fix ε > 0. Choose N such that for m,n ≥ N, δH(Km,Kn) < ε/2. We

show that δH(Kn,K) < ε for every n ≥ N . Fix n ≥ N .
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(i) Let x ∈ K. As x ∈ cl(
⋃
i≥nKi), there exist i ≥ n and xi ∈ Ki

such that d(x, xi) < ε/2. Since δH(Ki,Kn) < ε/2, take y ∈ Kn such that
d(y, xi) < ε/2. By the triangle inequality d(x, y) < ε. Thus, d(x,Kn) < ε
for every x ∈ K. So, K ⊆ B(Kn, ε).
(ii) Let x ∈ Kn. We prove that d(x,K) < ε. This would show that

Kn ⊆ B(K, ε). For each i ≥ N , δH(Ki,Kn) < ε/2. Choose xi ∈ Ki such
that d(x, xi) < ε/2. Since cl(

⋃
i≥N Ki) is compact, (xi) has a convergent

subsequence converging to y, say. Clearly, y ∈ K, and d(x, y) ≤ ε/2 < ε.

Corollary 2.4.16 If X is a Polish space, so is K(X).

Proposition 2.4.17 If X is compact metrizable, so is K(X).

Proof. Let d be a compatible metric on X. By 2.4.15, (K(X), δH) is
completely metrizable. By Observation 2, it is also totally bounded. The
result follows.

Exercise 2.4.18 Let X be a metrizable space. Show that the set

Kf (X) = {L ∈ K(X) : L is finite}

is an Fσ set.

A compact, dense-in-itself set will be called perfect.

Exercise 2.4.19 Let X be separable and metrizable. Show that the set

Kp(X) = {L ∈ K(X) : L is perfect}

is a Gδ set. Also, show that if X is dense-in-itself, so is K(X).

Exercise 2.4.20 Let X be a locally compact Polish space and a base for
the topology of X. Give F (X) the topology generated by sets of the form

{F ∈ F (X) : F
⋂

K = ∅&F
⋂

U1 �= ∅&F
⋂

U2 �= ∅& · · ·&F
⋂

Un �= ∅},

where K ranges over the compact subsets of X and U1, U2, . . . , Un range
over open sets in X. (This topology is called the Fell topology.) Show
that F (X) with the Fell topology is Polish.

2.5 The Baire Category Theorem

Let X be a topological space. A subset A of X is called nowhere dense if
cl(A) has empty interior; i.e., X \ cl(A) is dense. Note that A is nowhere
dense if and only if cl(A) is nowhere dense. For every closed sets F ,
F \ int(F ) is nowhere dense.
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Exercise 2.5.1 Show that a set A is nowhere dense if and only if every
nonempty open set U contains a nonempty open set V such that A

⋂
V = ∅.

Exercise 2.5.2 Show that the Cantor ternary set C (2.3.3) is perfect and
nowhere dense in [0, 1].

A set A ⊆ X is calledmeager or of first category in X if it is a count-
able union of nowhere dense sets. Clearly, every meager set is contained in
a meager Fσ set. If A is not meager in X, then we say that it is of second
category in X. A subset A is called comeager in X if X \A is meager in
X. Note that A ⊆ X is comeager in X if and only if it contains a countable
intersection of dense open sets.

Exercise 2.5.3 (i) Show that the set of rationals Q with the usual topol-
ogy is meager in itself.

(ii) Show that every Kσ subset of NN is meager.

Proposition 2.5.4 Let X be a topological space, U open in X, and A ⊆ U .
Then A is meager in U if and only if it is meager in X.

Proof. For the “only if” part, it is sufficient to show that every closed
nowhere dense set in U is nowhere dense in X. Let A be a closed nowhere
dense subset of U . Suppose A is not nowhere dense in X. Then there exists
a nonempty open set V contained in cl(A). Hence, ∅ �= V

⋂
U ⊆ A. This

is a contradiction. (Note that in this part of the proof we did not use the
fact that U is open.)
To prove the converse, take any A ⊆ U that is meager in X. Let (Un)

be a sequence of dense open sets in X such that
⋂
n Un ⊆ X \ A. So,⋂

n Un
⋂
A = ∅. Put Vn = Un

⋂
U . As U is open and Un dense, Vn is open

and dense in U . Clearly,
⋂
n Vn

⋂
A = ∅. Thus A is meager in U .

Theorem 2.5.5 (The Baire category theorem) Let X be a completely
metrizable space. Then the intersection of countably many dense open sets
in X is dense.

Proof. Fix a compatible complete metric d on X. Take any sequence
(Un) of dense open sets in X. Let V be a nonempty open set in X. We
show that

⋂
n Un

⋂
V �= ∅. Since U0 is dense, U0

⋂
V is nonempty. Choose

an open ball B0 of diameter ¡ 1 such that cl(B0) ⊆ U0
⋂
V . Since U1 is

dense, by the same argument we get an open ball B1 of diameter < 1/2
such that cl(B1) ⊆ U1

⋂
B0. Proceeding similarly, we define a sequence

(Bn) of open balls in X such that for each n,

(i) diameter(Bn) < 1/2n,

(ii) cl(B0) ⊆ U0
⋂
V , and

(iii) cl(Bn+1) ⊆ Un+1
⋂
Bn.
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Since (X, d) is a complete metric space, by 2.1.29,
⋂
nBn =

⋂
n cl(Bn) is

a singleton, say {x}. Clearly, x ∈ ⋂
n Un

⋂
V .

Corollary 2.5.6 Every completely metrizable space is of second category
in itself.

Proof. Let X be a completely metrizable space. Suppose X is of the
first category in itself. Choose a sequence (Fn) of closed and nowhere dense
sets such that X =

⋃
n Fn. Then the sets Un = X \Fn are dense and open,

and
⋂
n Un = ∅. This contradicts the Baire category theorem.

Corollary 2.5.7 The set of rationals Q with the usual topology is not
completely metrizable. More generally, no countable dense-in-itself space
is completely metrizable.

Corollary 2.5.8 Let X be a completely metrizable space and A any subset
of X. Then A is comeager in X if and only if it contains a dense Gδ set.

Corollary 2.5.9 Let (G, ·) be a Polish group. Then G is locally compact
if and only if it is a Kσ set.

Proof. Let G be a Polish space that is a Kσ set. Choose a sequence (Kn)
of compact subsets of G such that G =

⋃
nKn. By the Baire category

theorem, int(Kn) �= ∅ for some n. Fix z ∈ int(Kn). For any x ∈ G,
(x · z−1)Kn is a compact neighborhood of x where, for A ⊆ G and g ∈ G,
gA = {g · h : h ∈ A}. So, G is locally compact.
The converse follows from 2.3.33.

Corollary 2.5.10 Let (G, ·) be a completely metrizable group and H any
subgroup. Then H is completely metrizable if and only if it is closed in G.

Proof. Let H be completely metrizable. Consider G′ = cl(H). By 2.4.8,
G′ is a topological group. It is clearly completely metrizable. We show that
G′ = H, which will complete the proof. By 2.2.7, H is a Gδ set in G′. As
it is also dense in G′, it is comeager in G′. Suppose H �= G′. Take any
x ∈ G′ \H. Then the coset xH is comeager in G′ and disjoint from H. By
the Baire category theorem, G′ cannot have two disjoint comeager subsets.
This contradiction shows that H = G′.
The “if” part of the result is trivially seen.

Proposition 2.5.11 Let C([0, 1]) be equipped with the uniform conver-
gence topology. The set of all nowhere differentiable continuous functions
is comeager in C([0, 1]). In particular, there exist continuous functions on
[0, 1] which are nowhere differentiable.

Proof. For any positive integer n and any h > 0, set

An,h = {(f, x) ∈ C[0, 1]× [0, 1− 1/n] : |f(x+ h)− f(x)
h

| ≤ n}.
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The set An,h is closed. To see this, let (fk, xk) be a sequence in An,h

converging to (f, x). Then fk → f uniformly and xk → x. Hence,
fk(xk+h)→ f(x+h) and fk(xk)→ f(x). It follows that | f(x+h)−f(x)

h | ≤ n;
i.e., (f, x) ∈ An,h. Now consider the set Nn defined as follows.

Nn = {f ∈ C[0, 1] : (∃x ∈ [0, 1− 1
n
])(∀h ∈ (0, 1

n
])(|f(x+ h)− f(x)

h
| ≤ n)}.

Clearly,
Nn = πC[0,1](

⋂
h∈(0,1/n]

An,h).

Hence, by 2.3.24, Nn is closed.
It is fairly easy to see that each continuous f that is differentiable at

some x ∈ [0, 1) belongs to Nn for some n. Therefore our result will be
proved if we show that Nn is a nowhere dense set. Since Nn is closed, it
is sufficient to show that int(Nn) = ∅. Let f ∈ C[0, 1], and ε > 0. By
Weierstrass theorem, there is a polynomial p(x) over R such that

|f(x)− p(x)| < ε/3

for every x ∈ [0, 1]. The derivative p′(x) of p(x) is, of course, bounded on
[0, 1]. Set

M = sup{|p′(x)| : 0 ≤ x ≤ 1}.
Let l(x) be a piecewise linear, nonnegative function such that the absolute
value of the slope of each segment of l(x) is precisely M + n + 1 and
|l(x)| ≤ ε/3 for all x ∈ [0, 1]. Put g(x) = l(x) + p(x), 0 ≤ x ≤ 1. Clearly,
|f(x)− g(x)| < ε for every x ∈ [0, 1].
We now show that g �∈ Nn. Suppose not. Then there is a x ∈ [0, 1 −

1/n] such that for every h ∈ (0, 1/n], | g(x+h)−g(x)
h | ≤ n. We shall get a

contradiction now. Choose a positive h < 1/n such that the map l is affine
between x and x+ h. Now

| g(x+h)−g(x)
h | ≥ | l(x+h)−l(x)

h | − |p(x+h)−p(x)
h |

≥ (M + n+ 1)− |p′(x+ θh)| 0 < θ < 1
> n,

and we have arrived at a contradiction.

Exercise 2.5.12 Let X be a completely metrizable space and A a
nonempty subset of X that is simultaneously Fσ and Gδ in X. Show that
there is an open set U such that U

⋂
A is nonempty and closed in U .

Example 2.5.13 Let X be a Polish space and K ⊆ X compact. For α <
ω1, we define Kα by transfinite induction.

Kα =




K if α = 0,
(Kβ)′ if α = β + 1,⋂
β<αK

β if α is limit.
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(Recall that for any A ⊆ X, A′ denotes the derived set of A.) The set Kα

is called the α th Cantor – Bendixson derivative of K. By 2.1.13, there
is an α < ω1 such that Kα = Kα+1. The first such α will be denoted by
ρ(K). Note that Kρ(K) has no isolated points.

Exercise 2.5.14 Let X be a countable Polish space. Show that X has no
dense-in-itself subset.

Exercise 2.5.15 Let α < ω1 be a successor ordinal. Show that there is a
countable, compact K ⊆ R such that ρ(K) = α.

Theorem 2.5.16 (The Banach category theorem) Let X be a topological
space, U = {Ui : i ∈ I}, and U =

⋃{Ui : i ∈ I}. Assume that each Ui is
open in U .

(i) If each Ui is nowhere dense in X, so is U .

(ii) If each Ui is meager in X, so is U .

Proof. Assertion (i) immediately follows from the following lemma.

Lemma 2.5.17 Let X, Ui (i ∈ I), and U satisfy the hypothesis of the
theorem. Then

cl(int(cl(U))) = cl(
⋃
i

int(cl(Ui))).

Proof of the lemma. Since Ui ⊆ U , (i ∈ I),

int(cl(Ui)) ⊆ int(cl(U)).

Therefore,
cl(int(cl(U))) ⊇ cl(

⋃
i

int(cl(Ui))).

The reverse inclusion follows from

int(cl(U)) ⊆ cl(
⋃
i

int(cl(Ui))),

which we show now. We make two observations first.
(i) Take any i ∈ I. Since Ui is open in U ,

Ui = U \ cl(U \ Ui) ⊆ X \ cl(U \ Ui).
Therefore,

U ⊆
⋃
i

(X \ cl(U \ Ui)).

(ii) Since int(cl(U)) \ cl(U \ Ui) ⊆ cl(U) \ cl(U \ Ui) ⊆ cl(Ui),

int(cl(U)) \ cl(U \ Ui) ⊆ int(cl(Ui)).
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Now,

int(cl(U)) = int(cl(U))
⋂
cl(U)

⊆ cl(int(cl(U))
⋂
U)

⊆ cl(int(cl(U))
⋂ ⋃

i(X \ cl(U \ Ui))) (by (i))
= cl(

⋃
i(int(cl(U)) \ cl(U \ Ui))

⊆ cl(
⋃
i int(cl(Ui))) (by (ii))

The proof of the lemma is complete.
Proof of (ii). Let V = {Vj : j ∈ J} be a maximal family of pairwise

disjoint nonempty open sets such that U
⋂
Vj is meager. Put V =

⋃
Vj .

We show that

(a) U
⋂
V is meager, and

(b) V c is nowhere dense.

The result will then follow.
Proof of (a).Write U

⋂
Vj =

⋃
n∈N Njn, Njn nowhere dense. Let Nn =⋃

j Njn. As Njn = Nn

⋂
Vj , it is open in Nn. Therefore, by (i), Nn is

nowhere dense.
Proof of (b). Suppose V c is not nowhere dense. Choose a nonempty

open setW contained in V c. By the maximality of V, U ⋂
W is nonmeager.

In particular, W
⋂
Ui �= ∅ for some i. Since Ui is open in U , Ui = U \cl(U \

Ui). Set G =W \ cl(U \ Ui). Now note the following.

U
⋂

G = (U
⋂

W ) \ cl(U \ Ui) ⊆ Ui.

Thus, U
⋂
G is meager. Further, ∅ �= W

⋂
Ui ⊆ G. Thus G is a nonempty

open set disjoint from V whose intersection with U is meager. This contra-
dicts the maximality of V, and (b) is proved.

2.6 Transfer Theorems

Let X be a Polish space and d a compatible complete metric with
diameter(X) < 1. Fix any nonempty set A. A Souslin scheme on X
is a system {Fs : s ∈ A<N} of subsets of X such that

(i) cl(Fsˆa) ⊆ Fs for all s and a, and

(ii) for every α ∈ AN, diameter(Fα|n)→ 0 as n→∞.

A Souslin scheme {Fs : s ∈ A<N} is called a Lusin scheme if in addition
to (i) and (ii) the following condition is also satisfied:
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(iii) for every s, t ∈ A<N,

s ⊥ t =⇒ Fs
⋂

Ft = ∅.

A Cantor scheme is a Lusin scheme {Fs : s ∈ A<N} such that A =
{0, 1} and each Fs is closed and nonempty.
Let {Fs : s ∈ A<N} be a Souslin scheme. Equip AN with the product

of discrete topologies on A. Below we make a series of simple observations
that will be freely used in the sequel.
(i) Set

D = {α ∈ AN : ∀n(Fα|n �= ∅)}.
Then D is closed. To see this, let α ∈ AN \ D. By the definition of D,
Fα|n = ∅ for some n. So, Σ(α|n) ⊆ AN \D.
(ii) By 2.1.29,

⋂
n Fα|n =

⋂
n cl(Fα|n) is a singleton for each α ∈ D.

Define f : D −→ X such that

{f(α)} =
⋂
n

Fα|n.

We call f the associated map of {Fs : s ∈ A<N}. The map f is continuous.
To see this, take any α ∈ D and ε > 0. Choose n such that diameter(Fα|n) <
ε. Then

f(D
⋂
Σ(α|n)) ⊆ B(f(α), ε).

Hence, f is continuous.
(iii) Further, assume that

Fe = X & ∀s(Fs =
⋃
n

Fsˆn).

It is easy to check that the associated map f is onto X.
(iv) If {Fs : s ∈ A<N} is a Lusin scheme, f is easily seen to be one-to-one.

It follows that if {Fs : s ∈ 2<N} is a Cantor scheme, then D = C, and f is
an embedding in X.

Proposition 2.6.1 Every dense-in-itself Polish space X contains a home-
omorph of C.
Proof. Let d ≤ 1 be a compatible complete metric on X. We show that

there is a Souslin scheme {Us : s ∈ 2<N} of nonempty open sets such that

s ⊥ t =⇒ cl(Us)
⋂

cl(Ut) = ∅.

Assuming that such a system of sets {Us : s ∈ 2<N} exists, define
Fs = cl(Us), s ∈ 2<N. Then {Fs : s ∈ 2<N} is a Cantor scheme on X,
and so X contains a homeomorph of the Cantor set by (iv).
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We define {Us : s ∈ 2<N} by induction on the length of s. Take Ue = X.
Suppose for some s ∈ 2<N, Us has been defined and is a nonempty open
set. Since X is dense-in-itself, there exist two distinct points x0, x1 in Us.
Choose open sets Usˆ0, Usˆ1, containing x0, x1 respectively, of diameters
≤ 2−(|s|+1) whose closures are disjoint and contained in Us.

Proposition 2.6.2 (Cantor – Bendixson theorem) Every separable metric
space X can be written as X = Y

⋃
Z where Z is countable, Y closed with

no isolated point, and Y
⋂
Z = ∅.

Proof. Let (Un) be a countable base for X. Take

Z =
⋃
{Un : Un countable}

and Y = X \ Z.
From 2.6.1 and 2.6.2 we have the following result.

Theorem 2.6.3 Every uncountable Polish space contains a homeomorph
of C, and hence is of cardinality c.

Exercise 2.6.4 (i) Show that the cardinality of the set of all open subsets
of an infinite separable metric space X is c.

(ii) Show that the cardinality of the set of all uncountable closed subsets
of an uncountable Polish space X is c.

Remark 2.6.5 Since C contains a homeomorph of NN (2.2.12), we see that
every uncountantable Polish space X contains a homeomorph of NN, which,
by 2.2.7, is a Gδ set in X.

Exercise 2.6.6 Let X be a second countable metrizable space and Y an
uncountable Polish space. Show that C(X,Y ), the space of all continuous
functions from X to Y , is of cardinality c.

Here is an interesting generalization of 2.6.3. Let X be a Polish space
and E an equivalence relation on X. In particular, E ⊆ X × X. We call
the relation E closed (open, Fσ, Gδ, etc.) if E is a closed (open, Fσ, Gδ,
etc.) subset of X ×X.

Theorem 2.6.7 Let E be a closed equivalence relation on a Polish space
X with uncountably many equivalence classes. Then there is a homeomorph
D of the Cantor set in X consisting of pairwise inequivalent elements. In
particular, there are exactly c equivalence classes.

Proof. Fix a compatible complete metric d ≤ 1 on X and a countable
base (Vn) for X. Let

Z =
⋃
{Vn : E|Vn has countably many equivalence classes},
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and Y = X\Z. Note that every nonempty open set U in Y has uncountably
many inequivalent elements. If necessary, we replace X by Y and assume
that every nonempty open set has uncountably many inequivalent elements.
We now define a system {Us : s ∈ 2<N} of nonempty open sets such that
(i) diameter(cl(Us)) ≤ 1

2|s| ;

(ii) cl(Usˆε) ⊆ Us for ε = 0 or 1; and

(iii) s ⊥ t =⇒ E
⋂
(Fs × Ft) = ∅, where, Fs = cl(Us).

Suppose such a system has been defined. Take D = A2({Fs}). Then D
is a homeomorph of the Cantor set. Let α �= β be two elements of D. So
there exists an n such that α|n �= β|n. As α ∈ Fα|n and β ∈ Fβ|n, they are
inequivalent by (iii).
The definition of {Us : s ∈ 2<N}. Put Ue = X. Take two inequivalent

elements x0 and x1. Then (x0, x1) �∈ E. Since E is closed, we get open sets
U0 , x0 and U1 , x1 of diameters less than 1/2 such that

(cl(U0)× cl(U1))
⋂

E = ∅.

Suppose Us has been defined for all s of length less than or equal to n
satisfying conditions (i) to (iii). Fix an s of length n. Choose inequivalent
elements y0 and y1 in Us. Using the same arguments, choose open sets Usˆ0
and Usˆ1 of diameters less than 1/2n+1 such that

yε ∈ Usˆε ⊆ cl(Usˆε) ⊆ Us,

ε = 0 or 1, and
(cl(Usˆ0)× cl(Usˆ1))

⋂
E = ∅.

Our construction of the system {Us : s ∈ 2<N} is complete.
Note that if we take E = {(x, x) : x ∈ X} in the above result, we get

2.6.3.

Exercise 2.6.8 Show that 2.6.7 is true even when E is an Fσ equivalence
relation.

Theorem 2.6.9 Every Polish space X is a one-to-one, continuous image
of a closed subset D of NN.

Proof. Fix a complete metric d ≤ 1 on X compatible with its topology.
It is enough to define a Lusin scheme {Fs : s ∈ N<N} on X such that

Fe = X & Fs =
⋃
i

Fsˆi.

We construct such a family {Fs : s ∈ N<N} by induction on |s| such that
each Fs is an Fσ set. Suppose Fs has been defined. Write Fs =

⋃
i Ci



78 2. Topological Preliminaries

where {Ci} is a sequence of closed sets of diameter less than 2−(|s|+1). Put
Fsˆi = Ci \ Ci−1. (We take C−1 = ∅.) Since an open set in a metrizable
space is an Fσ set, so is Fsˆi. The proof is complete.

Theorem 2.6.10 Every compact metric space X is a continuous image of
a zero-dimensional compact metric space Z.

Proof. Fix a metric d ≤ 1 on X compatible with its topology. We
define a sequence (ni) of positive integers and for each k and for each
s ∈ {0, 1, . . . , n0}× · · ·×{0, 1, . . . , nk}, a nonempty closed set Fs such that
(i) Fe = X;

(ii) Fs =
⋃
i≤n|s|

Fsˆi;

(iii) diameter(Fs) ≤ 2−|s|.

To define such a family we proceed by induction. As X is compact, there
is an n0 ∈ N and a finite open cover {Ue

0 , U
e
1 , . . . , U

e
n0
} of X such that the

diameter of each Ue
i is less than 1. Take

Fi = cl(Ue
i ), 1 ≤ i ≤ n0.

Let k ∈ N. Suppose n0, n1, . . . , nk and sets Fs for s ∈ {0, 1, . . . , n0} ×
· · · × {0, 1, . . . , nk} satisfying conditions (i)-(iii) have been defined. Fix s ∈
{0, 1, . . . , n0} × · · · × {0, 1, . . . , nk}. As Fs is compact, we obtain a finite
open cover {Us

i : i ≤ ns} of Fs such that diameter(Us
i ) < 2−(k+1). Since

there are only finitely many sequences of length k, we can assume that
there exist nk+1 such that ns = nk+1 for all s. Put Fsˆi = cl(Us

i )
⋂
Fs.

To complete the proof, take

Z = {0, 1, . . . , n0} × {0, 1, . . . , n1} × · · ·
with the product of discrete topologies. For α ∈ Z, take f(α) to be the
unique element of

⋂
n Fα|n. As before, we see that f : Z −→ X is continuous

and onto.
A subset A of a topological space X is called a retract of X if there is a

continuous function f : X → A such that f |A is the identity map. In such
a case, the map f is called a retraction. Let X be metrizable, A a retract
of X, and f : X −→ A a retraction. As A = {x ∈ X : f(x) = x}, it is
closed. Below we give a useful converse of this.

Proposition 2.6.11 Let A be a discrete space and X = AN. Then every
nonempty closed subset of X is a retract of X.

Proof. Let C be a nonempty closed set in X. For each s ∈ A<N such
that C

⋂
Σ(s) �= ∅, choose and fix xs ∈ C

⋂
Σ(s). Let α ∈ X. Define

f(α) = α for α ∈ C. Suppose α �∈ C. As C is closed, there is an integer k
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such that Σ(α|k)⋂C = ∅. Let k be the largest natural number such that
C

⋂
Σ(α|k) �= ∅. Define f(α) = xα|k.

We now show that f is continuous at every α ∈ X. Let α �∈ C and
f(α) = β. Let k be the least natural number such that C

⋂
Σ(α|k) = ∅.

Then f ≡ β on Σ(α|k). So, f is continuous at α.
Now assume that α ∈ C. Then f(α) = α and f(Σ(α|k)) ⊆ Σ(α|k) for all

k. So, f is continuous at α, and our result is proved.
From 2.6.9 and 2.6.11, we immediately get the following.

Theorem 2.6.12 Every Polish space X is a continuous image of NN.

From 2.2.9, 2.6.10, and 2.6.11 we have the following result.

Theorem 2.6.13 Every compact metric space is a continuous image of C.
Theorem 2.6.14 Every zero-dimensional compact, dense-in-itself metric
space is homeomorphic to C.
Proof. It is sufficient to show that there is a Cantor scheme {Cs : s ∈

2<N} on X of clopen sets such that Ce = X and Cs = Csˆ0
⋃
Csˆ1 for all

s.
Construction of {Cs : s ∈ 2<N}. Since X is perfect and zero-

dimensional, we can write X = X1
⋃ · · ·⋃Xn, where n > 1 and the Xi

are pairwise-disjoint nonempty clopen sets of diameter less than 1/2. Put
Ce = X, C0 =

⋃
i>1 Xi, C1 = X1, C00 =

⋃
i>2 Xi, C01 = X2, etc. Thus we

have

Cs =
{ ⋃

i>j Xi if s = 0j & j < n,
Xj+1 if s = 0jˆ1 & j < n− 1.

For the next stage of construction, fix i, 1 ≤ i ≤ n. Let Cs = Xi.
Note that Cs is perfect and zero-dimensional. Write Cs as a finite union of
pairwise-disjoint nonempty clopen sets Y1, Y2, . . . , Ym of diameter less than
1/3. Repeat the above process replacing X by Cs and X1, X2, . . . , Xn by
Y1, Y2, . . . , Ym to get Csˆt for t = 0j , 1 ≤ j ≤ m − 1, or t = 0j ˆ1, 0 ≤ j ≤
m− 2. Continuing this process, we get the required Cantor scheme.
The space NN is a zero-dimensional, dense-in-itself Polish space such that

every compact subset of NN is nowhere dense. The next exercise is to show
that this characterizes NN topologically.

Exercise 2.6.15 Let X be a zero-dimensional Polish space with no iso-
lated points such that every compact subset is nowhere dense. Show that
X is homeomorphic to NN.



3
Standard Borel Spaces

In this chapter we introduce Borel sets and Borel functions—the main
topics of this monograph. However, many of the deep results on Borel sets
and Borel functions require the theory of analytic and coanalytic sets, which
is developed in the next chapter. So, this chapter, though quite important,
should be seen mainly as an introduction to these topics.

3.1 Measurable Sets and Functions

An algebra on a set X is a collection A of subsets of X such that

(i) X ∈ A;
(ii) whenever A belongs to A so does Ac = X \ A; i.e., A is closed under

complementation; and

(iii) A is closed under finite unions.

Note that ∅ ∈ A if A is an algebra. An algebra closed under countable
unions is called a σ-algebra. A measurable space is an ordered pair
(X,A) where X is a set and A a σ-algebra on X. We sometimes write X
instead of (X,A) if there is no scope for confusion. Sets in A are called
measurable. Let (X,A) be a σ-algebra and A0, A1, A2, . . . ∈ A. Then, as⋂

nAn = (
⋃
nA

c
n)

c,

lim supnAn =
⋂
n

⋃
m≥nAm, and
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lim infnAn =
⋃
n

⋂
m≥nAm,

these sets all belong to A.
Example 3.1.1 Let X be any set, B1 = {∅, X}, and B2 = P(X). Then
B1 and B2 are σ-algebras, called the indiscrete and discrete σ-algebras
respectively. These are the trivial σ-algebras and are not very interesting.

Example 3.1.2 Let X be an infinite set and

A = {A ⊆ X : eitherA orAc is finite}.

Then A is an algebra that is not a σ-algebra.

Example 3.1.3 Let X be an uncountable set and

A = {A ⊆ X : eitherA orAc is countable}.

Then A is a σ-algebra, called the countable-cocountable σ-algebra.

Example 3.1.4 The family of finite disjoint unions of nondegenerate in-
tervals including the empty set is an algebra on R.

Example 3.1.5 Let (X,A) and (Y,B) be measurable spaces, Z = X ×Y ,
and D the family of finite disjoint unions of “measurable rectangles,” i.e.,
sets of the form A×B, A ∈ A and B ∈ B. Then D is an algebra on Z.

It is easy to see that the intersection of a nonempty family of σ-algebras
on a set X is a σ-algebra. Let G be any family of subsets of a set X. Let
S be the family of all σ-algebras containing G. Note that S contains the
discrete σ-algebra and hence is not empty. Let σ(G) be the intersection of
all members of S. Then σ(G) is the smallest σ-algebra on X containing G.
We say σ(G) is generated by G or G is a generator of σ(G). For example,
the family G = {{x} : x ∈ X} generates the countable-cocountable σ-
algebra on X. A σ-algebra A is called countably generated if it has a
countable generator.

Lemma 3.1.6 Let (X,A) be a measurable space, where A = σ(G). Suppose
x, y ∈ X are such that for every G ∈ G, x ∈ G if and only if y ∈ G. Then
for all A ∈ A, x ∈ A if and only if y ∈ A.

Proof. Let
B = {A ⊆ X : x ∈ A⇐⇒ y ∈ A}.

It is easy to see that B is a σ-algebra. By our assumption, it contains G.
The result follows.

Proposition 3.1.7 Let (X,B) be a measurable space, G a generator of B,
and A ∈ B. Then there exists a countable G′ ⊆ G such that A ∈ σ(G′).
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Proof. Let A be the collection of all subsets A of X such that A ∈ σ(G′)
for some countable G′ ⊆ G.
Clearly, A is closed under complementation, and G ⊆ A.
Let A0, A1, A2, . . . ∈ A. Choose countable Gn ⊆ G such that An ∈ σ(Gn).

Set G′ =
⋃
n Gn. Then G′ is countable, and

⋃
nAn ∈ σ(G′). Thus A is closed

under countable unions. The proof is complete.
Let D ⊆ P(X) and Y ⊆ X. We set

D|Y = {B
⋂

Y : B ∈ D}.
Let (X,B) be a measurable space and Y ⊆ X. Then B|Y is a σ-algebra on
Y , called the trace of B. It is easy to see that if G generates B, then G|Y
generates B|Y .
From now on, unless otherwise stated, a subset of a measurable

space will be equipped with the trace σ-algebra.
Let X be a metrizable space. The σ-algebra generated by the topology

of X is called the Borel σ- algebra of X. It will be denoted by BX . Sets
in BX are called Borel in X.

Exercise 3.1.8 Let X be a second countable metrizable space and G a
subbase for the topology of X. Show that G generates BX . Also show that
this need not be true if X is not second countable.

From now on, unless otherwise stated, a metrizable space will
be equipped with its Borel σ-algebra.

Proposition 3.1.9 The Borel σ-algebra BX of a metrizable space X equals
the smallest family B of subsets of X that contains all open sets and that
is closed under countable intersections and countable unions.

Proof. Since B is the smallest family of subsets of X containing all open
sets, closed under countable intersections and countable unions, and BX is
one such family, B ⊆ BX . The reverse inclusion will be shown if we show
that B is closed under complementation. Towards proving this, consider

D = {A ∈ B : Ac ∈ B}.
We need to show that B ⊆ D. Since every closed set in a metrizable space
is a Gδ set, open sets are in D. Now suppose A0, A1, A2, . . . are in D. Then
Ai, A

c
i ∈ B for all i. As

(
⋃
i

Ai)c =
⋂
i

Ac
i and (

⋂
i

Ai)c =
⋃
i

Ac
i ,

⋃
iAi and

⋂
iAi belong to D. Thus D contains open sets and is closed

under countable unions and countable intersections. Since B is the smallest
such family, B ⊆ D.
Since every open set is an Fσ set, the above argument also shows the

following.
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Proposition 3.1.10 The Borel σ-algebra BX of a metrizable space X
equals the smallest family B of subsets of X that contains all closed sets
and that is closed under countable intersections and countable unions.

A slight modification of the above arguments gives us the following useful
result.

Proposition 3.1.11 The Borel σ-algebra BX of a metrizable space X
equals the smallest family B that contains all open subsets of X and that is
closed under countable intersections and countable disjoint unions.

Proof. By the argument contained in the proof of 3.1.9, it is sufficient
to prove that B is closed under complementation. Let

D = {B ∈ B : Bc ∈ B}.

Since every closed set in X is a Gδ set, all open sets belong to D. We
now show that D is closed under countable disjoint unions and countable
intersections.
Fix A0, A1, A2, . . . ∈ D. Then Ai, A

c
i ∈ B for all i. We have

⋂
iAi ∈ B.

Note that the sets B0 = Ac
0, B1 = Ac

1
⋂
A0, B2 = Ac

2
⋂
A0

⋂
A1, . . . are

pairwise disjoint and belong to B. Further, (⋂iAi)c =
⋃
iBi ∈ B. Thus D

is closed under countable intersections. Similarly, we show that D is closed
under countable disjoint unions. As before, we conclude that B ⊆ D; i.e.,
B is closed under complementation.
It is interesting to note that 3.1.11 remains true even if we replace “open”

by “closed” in its statement, though its proof is fairly sophisticated.

Proposition 3.1.12 (Sierpiński)The Borel σ-algebra BX of a metrizable
space X equals the smallest family B that contains all closed subsets of
X and that is closed under countable intersections and countable disjoint
unions.

Proof. By 3.1.11, it is sufficient to show that every open set belongs to
B. The main difficulty lies here. Recall that in 2.1.35 we showed that (0, 1)
cannot be expressed as a countable disjoint union of closed subsets of R.
We need a lemma.
Notation. For any family F , let F+ denote the family of countable disjoint
unions of sets in F .
Lemma 3.1.13 Let F be the set of closed subsets of R. Then (0, 1] ∈ F+δ+.

Assuming the lemma, we complete the proof as follows. Given an open
set U ⊆ X, by 2.1.19, choose a continuous map f : X −→ [0, 1] such that
U = f−1((0, 1]). The lemma immediately implies that U ∈ B.
Proof of the lemma. Let D be the set of all endpoints of the middle-

third intervals removed from [0, 1] to construct the Cantor ternary set C
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(2.3.3). So, D = { 1
3 ,

2
3 ,

1
9 ,

2
9 ,

7
9 ,

8
9 , . . .}. Let E = D

⋃{0} and P = C \ E.
Note that

(0, 1] \ P = [
1
3
,
2
3
] ∪ [ 1

9
,
2
9
] ∪ [ 7

9
,
8
9
] ∪ · · · ;

i.e., (0, 1] \ P is the union of the closures of the middle-third intervals
removed to form C. These interval are, of course, disjoint. Therefore, the
lemma will be proved if we show that P is in F+δ. Now,

P =
⋂
x∈E

(C \ {x}). ( )

Since C is a zero-dimensional compact metric space, each C \ {x} is a
countable disjoint union of clopen subsets of C, which, being compact, are
closed in R; i.e., C \ {x} ∈ F+. Since E is countable, P ∈ F+δ by ( ).
A collection M of subsets of a set X is called a monotone class if it

is closed under countable nonincreasing intersections and countable nonde-
creasing unions.

Proposition 3.1.14 (The monotone class theorem) The smallest mono-
tone classM containing an algebra A on a set X equals σ(A), the σ-algebra
generated by A.
Proof. Since every σ-algebra is a monotone class,M⊆ σ(A).
To show the other inclusion, we first show thatM is closed under finite

intersections. For A ⊂ X, let

M(A) = {B ∈M : A
⋂

B ∈M}.

AsM is a monotone class,M(A) is a monotone class. As A is an algebra,
A ⊆ M(A) for every A ∈ A. Therefore, M ⊆M(A) for A ∈ A. Thus for
every A ∈ A and every B ∈ M, A

⋂
B ∈ M. Using this and following the

above argument, we see that for every A ∈ M,M(A) is a monotone class
containing A. So,M⊆M(A). This proves our claim.
As M is a monotone class closed under finite intersections, it is closed

under countable intersections. Our proof will be complete if we show that
M is closed under complementation. Consider

D = {A ∈M : Ac ∈M}.

It is routine to show that D is a monotone class. Clearly, D ⊇ A. So,
M⊆ D; i.e.,M is closed under complementation.
Let (X,A) be a measurable space. A nonempty measurable set A is called

an A-atom if it has no nonempty measurable proper subset. Note that no
two distinct atoms intersect. A measurable space X is called atomic if X
is the union of its atoms. If X is metrizable, then (X,BX) is atomic, the
atoms being singletons.
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Proposition 3.1.15 Every countably generated measurable space is
atomic.

Proof. Let A be a countably generated σ-algebra on X. Fix a countable
generator G = {An : n ∈ N} for A. For any B ⊆ X, set B0 = B and
B1 = X \B. For every sequence α = (ε0, ε1, ε2, . . .) of 0’s and 1’s, define

A(α) =
⋂
n

Aεn
n .

Each A(α) is clearly measurable. Let x ∈ X. Put εn = χAn
(x) and α =

(ε0, ε1, ε2, . . .). Then x ∈ A(α). Thus X is the union of A(α)’s. Note that
x, y belong to the same A(α) if and only if for every n, either both x and
y belong to An or neither does.
We now show that each A(α) is an atom ofA. Suppose this is not the case.

Thus, there is an α = (ε0, ε1, ε2, . . .) such that A(α) contains a nonempty,
proper, measurable subset, say B. Choose x ∈ B and y ∈ A(α) \ B. By
3.1.6, there is an n such that An contains exactly one of x and y. Since both
x, y ∈ A(α), for every m, x ∈ Am if and only if y ∈ Am. This contradicts
3.1.6.

Exercise 3.1.16 Let X be uncountable. Show that the countable-
cocountable σ-algebra on X is atomic but not countably generated.

The next exercise is to show that a sub σ-algebra of a countably generated
σ-algebra need not be countably generated.

Exercise 3.1.17 Let X be a metrizable space and A a nonBorel subset.
Show that

B = {C ∈ BX : either A ⊆ C or A
⋂

C = ∅}

is not countably generated.

Exercise 3.1.18 Show that a σ-algebra is either finite or of cardinality at
least c.

Let (X,A) and (Y,B) be measurable spaces. A map f : (X,A)→ (Y,B)
is called measurable if f−1(B) ∈ A for every B ∈ B. If A = P(X) and
Y any measurable space, then every f : X −→ Y is measurable. Let G
generate B. Then f is measurable if and only if f−1(B) ∈ A for every
B ∈ G. To see this, note that the family

{B ⊆ Y : f−1(B) ∈ A}

is a σ-algebra containing G. So, it contains B.
A measurable function f : (X,BX) −→ (Y,BY ) will be called Borel

measurable, or simply Borel. If X and Y are metrizable spaces, then



3.1 Measurable Sets and Functions 87

every continuous function f : X −→ Y is Borel. Further, if Y is second
countable, G a subbase of Y , and f−1(V ) is Borel for all V ∈ G, then f is
Borel.
Let (Xi,Ai), i ∈ I, be a family of measurable spaces and X =

∏
iXi.

The σ-algebra on X generated by

{π−1
i (B) : B ∈ Ai, i ∈ I},

where πi : X −→ Xi are the projection maps, is called the product σ-
algebra. It is denoted by

⊗
iAi. Note that

⊗
iAi is the smallest σ-algebra

such that each πi is measurable. Let (X,A) and (Y,B) be two measurable
spaces. The product σ-algebra on X×Y will be denoted simply by A⊗B.
From now on, unless otherwise stated, the product of measur-

able spaces will be equipped with the product σ-algebra.

Exercise 3.1.19 Let (Xi,Ai), i ∈ I, be measurable spaces and σ(Gi) =
Ai. Show that ⊗

i

Ai = σ({π−1
i (B) : B ∈ Gi, i ∈ I}).

In particular, the product of countably many countably generated measur-
able spaces is countably generated.

Exercise 3.1.20 Let (X,A) and (Y,B) be measurable spaces and B ∈
A⊗B. Show that for every x ∈ X, the section Bx = {y ∈ Y : (x, y) ∈
B} ∈ B.
Proposition 3.1.21 Let (X,A) be a measurable space and Y a second
countable metrizable space. If f : X −→ Y is a measurable function, then
graph(f) is in A⊗BY .
Proof. Let (Un) be a countable base for Y . Note that

y �= f(x)⇐⇒ ∃n(f(x) ∈ Un & y �∈ Un).

Therefore,
graph(f) = [

⋃
n

(f−1(Un)× U c
n)]

c,

and the result follows.

Corollary 3.1.22 Let (X,A) be a measurable space and Y a discrete mea-
surable space of cardinality at most c. Then the graph of every measurable
function f : X −→ Y is measurable.

Proof. Without loss of generality, assume Y ⊆ R. Let f : (X,A) −→
(Y,P(Y )) be measurable. In particular, f : (X,A) −→ (Y,BY ) is also
measurable. By 3.1.21, graph(f) ∈ A⊗BY ⊆ A⊗P(Y ).
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Proposition 3.1.23 Let Xi, i = 0, 1, . . ., be a sequence of second countable
metrizable spaces and X =

∏
iXi. Then

BX =
⊗
i

BXi .

Proof. Fix a countable base Bi for Xi, i ∈ N, and put

G = {π−1
i (B) : B ∈ Bi, i ∈ N}.

Then G generates ⊗
i BXi . On the other hand, since G is a subbase for the

topology on X, by 3.1.8, it generates BX .
Here is an interesting question raised by Ulam[121]. Is

P(R)
⊗

P(R) = P(R× R)?

We show that under CH the answer to this question is yes. The solution
presented here is due to B. V. Rao[94].

Theorem 3.1.24 P(ω1)
⊗P(ω1) = P(ω1 × ω1).

Proof. Let A ⊆ ω1 × ω1. Write A = B
⋃
C, where

B = A
⋂
{(α, β) ∈ ω1 × ω1 : α ≥ β}

and
C = A

⋂
{(α, β) ∈ ω1 × ω1 : α ≤ β}.

We shall show that B is in the product σ-algebra. By symmetry it will
follow that C is in the product σ-algebra. The result will then follow.
For each α < ω1, Bα is countable, say Bα = {α0, α1, α2, . . .}. By 3.1.22,

Gn = {(α, αn) : α ∈ ω1}

is in the product of discrete σ-algebras. Now note that B =
⋃
nGn.

Exercise 3.1.25 Show that if |X| > c, then

P(X)
⊗

P(X) �= P(X ×X).

Corollary 3.1.26 Under CH,

P(X)
⊗

P(X) = P(X ×X)⇐⇒ |X| ≤ c.

Proposition 3.1.27 Let (fn) be a sequence of measurable maps from a
measurable space X to a metrizable space Y converging pointwise to f .
Then f : X → Y is measurable.
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Proof. Let d be a compatible metric on Y . Fix any open set U in Y . For
each positive integer k, set

Uk = {x ∈ U : d(x, U c) > 1/k}.
Since U is open,

U =
⋃
k

Uk =
⋃
k

cl(Uk).

Note that for every x ∈ X, we have

f(x) ∈ U =⇒ ∃k limn fn(x) ∈ Uk
=⇒ ∃k∃N∀n ≥ Nfn(x) ∈ Uk
=⇒ ∃kf(x) ∈ cl(Uk)
=⇒ f(x) ∈ U.

Thus,
f−1(U) =

⋃
k

lim inf
n

f−1
n (Uk).

Since each fn is measurable, it follows from the above observation that f
is measurable.
A function f : X −→ R is simple if its range is finite.

Proposition 3.1.28 Let X be metrizable. Then every Borel function f :
X −→ R is the pointwise limit of a sequence of simple Borel functions.

Proof. Fix n ≥ 1. For −n2n ≤ j < n2n, let

Bn
j = f−1([j/2n, (j + 1)/2n)).

As f is Borel, each Bn
j is Borel. Set

fn =
(n−1)2n∑
j=−n2n

j

2n
χBn

j
.

Clearly, fn is a simple Borel function. It is easy to check that fn → f
pointwise.
The following proposition is quite easy to prove.

Proposition 3.1.29 (i) If f : (X,A) −→ (Y,B) and g : (Y,B) −→ (Z, C)
are measurable, then so is g ◦ f : (X,A) −→ (Z, C).

(ii) A map f : (X,A) −→ (
∏

Xi,
⊗

iAi) is measurable if and only if its
composition with each projection map is measurable.

Theorem 3.1.30 Let (X,A) be a measurable space, Y and Z metrizable
spaces with Y second countable. Suppose D is a countable dense set in Y
and f : X × Y −→ Z a map such that
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(i) the map y −→ f(x, y) from Y to Z is continuous for every x ∈ X;

(ii) x −→ f(x, y) is measurable for all y ∈ D.

Then f : X × Y → Z is measurable.

Proof. Fix compatible metrics d and ρ on Y and Z respectively. Take
any closed set C in Z. For (x, y) ∈ X × Y , it is routine to check that

f(x, y) ∈ C ⇐⇒ (∀n ≥ 1)(∃y′ ∈ D)[d(y, y′) ≤ 1
n
& ρ(f(x, y′), C) ≤ 1

n
].

Therefore,

f−1(C) =
⋂
n

⋃
y′∈D

[{x ∈ X : ρ(f(x, y′), C) ≤ 1
n
} × {y ∈ Y : d(y, y′) ≤ 1

n
}].

By our hypothesis, f−1(C) ∈ A⊗BY .
Example 3.1.31 We shall see later (3.3.18) that for every uncountable
Polish space E, |BE | = c. So there exists a nonBorel set A ⊆ S1. Let
f = χA : R2 −→ R. Then f is separately Borel (in fact, of class 2 (see
Section 3.6)) in each variable, but f is not Borel measurable.

Let X and Y be metrizable spaces and B(X,Y ) the smallest class of
functions from X to Y containing all continuous functions and closed under
taking pointwise limits of sequences of functions. Functions belonging to
B(X,Y ) are called Baire functions.

Proposition 3.1.32 Let X and Y be metrizable spaces. Then every Baire
function f : X −→ Y is Borel.

Proof. Since every continuous function is Borel and since the limit of
a pointwise convergent sequence of Borel functions is Borel (3.1.27), Baire
functions are Borel.

Remark 3.1.33 Every Baire function f : R −→ N is a constant. (Prove
it.) So the converse of the above proposition is not true even when X and
Y are Polish.

However, we shall show in 3.1.36 that for every metrizable X, every Borel
f : X −→ R is Baire.

Exercise 3.1.34 (i) Let f : X −→ Y and g : Y −→ Z be Baire functions
with at least one of them continuous. Then g ◦ f : X −→ Z is Baire.

(ii) If a, b ∈ R and f, g : X −→ R are Baire, then so is af + bg.

Lemma 3.1.35 Let X be a metrizable space and B ⊆ X Borel. Then
χB : X −→ R is Baire.
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Proof. Let
B = {B ⊆ X : χB is Baire}.

(a) Let U be open in X. Write U =
⋃
n Fn, where the Fn’s are closed

and Fn ⊆ Fn+1. By 2.1.18, there is a continuous function fn : X −→ [0, 1]
identically equal to 1 on Fn and equal to 0 on X \ U . Then the sequence
(fn) converges pointwise to χU . Thus, U ∈ B.
(b) Let B0, B1, B2, . . . be pairwise disjoint and belong to B. Set

fn =
∑
i≤n

χBi .

By our hypothesis and 3.1.34(ii), fn is Baire. Since (fn) converges pointwise
to the characteristic function of

⋃
nBn, we see that

⋃
nBn ∈ B.

(c) Let B0, B1, B2, . . . belong to B. Put
fn = min

i≤n
χBi .

By our hypothesis and 3.1.34, fn is Baire. As (fn) converges pointwise to
the characteristic function of

⋂
nBn, it follows that

⋂
nBn ∈ B.

The result now follows from 3.1.11.

Theorem 3.1.36 (Lebesgue – Hausdorff theorem) Every real-valued Borel
function defined on a metrizable space is Baire.

Proof. By 3.1.35 the characteristic function of every Borel set is Baire.
Hence, by 3.1.34(ii), every simple Borel function is Baire. Now the result
follows from 3.1.28.

3.2 Borel-Generated Topologies

In this section we prove some results that often help in reducing measura-
bility problems to topological ones.

Lemma 3.2.1 Let (X, T ) be a (zero-dimensional, second countable)
metrizable space and (Bn) a sequence of Borel subsets of X. Then there
is a (respectively zero-dimensional, second countable) metrizable topology
T ′ such that T ⊆ T ′ ⊆ BX and each Bn ∈ T ′.

(If T and T ′ are topologies on a set X such that T ⊆ T ′, we say that
T ′ is finer than T .)
Proof. Define f : X −→ X × C by

f(x) = (x, χB0(x), χB1(x), χB2(x), . . .).

This map is clearly one-to-one. Let

T ′ = {f−1(U) : U open in X × C}.
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As (X, T ′) is homeomorphic to a subset of X×C, it is metrizable. Further,
if X is zero-dimensional (separable), so is (X, T ′).
Let U ⊆ X be open with respect to the original topology T . Then

U = f−1({(x, α) ∈ X × C : x ∈ U})

and hence belongs to T ′. Thus, T ′ is finer that T . By 3.1.29, f is Borel
measurable. Therefore, T ′ ⊆ BX . It remains to show that each Bn ∈ T ′.
Let

Vn = {(x, α) ∈ X × C : α(n) = 1}.
Then Vn is open in X × C. Since Bn = f−1(Vn), Bn ∈ T ′.

Remark 3.2.2 The topology T ′ defined above is the topology generated
by T ⋃{Bn : n ∈ N}⋃{Bc

n : n ∈ N}.
Proposition 3.2.3 Let (X, T ) be a metrizable space, A ⊆ X, Y Polish,
and f : A −→ Y any Borel map. Then

(i) there is a finer metrizable topology T ′ on X generating the same Borel
σ-algebra such that f : A −→ Y is continuous with respect to the new
topology T ′, and

(ii) the map f : A −→ Y admits a Borel extension g : X −→ Y .

Proof. Fix a countable base (Un) for Y . Let n ∈ N. As f−1(Un) is Borel
in A, there is a Borel set Bn in X such that f−1(Un) = A

⋂
Bn. Take T ′

as in 3.2.1. This answers (i).
To prove (ii), take T ′ as above. By 2.2.3, there is a Gδ set C ⊇ A and

a continuous extension g′ : C −→ Y of f . Here we are assuming that X
is equipped with the finer topology T ′. As T and T ′ generate the same
σ-algebra BX , C is Borel in X and g′ measurable relative to the original
topology T . Extend g′ to the whole space X by defining it to be a constant
on X \ C.
We see that Theorem 3.2.1, though elementary, is already quite useful.

However, with some extra care we get the following much deeper general-
ization of 3.2.1 with significant applications.

Theorem 3.2.4 Suppose (X, T ) is a Polish space. Then for every Borel
set B in X there is a finer Polish topology TB on X such that B is clopen
with respect to TB and σ(T ) = σ(TB).
We make a few observations first.
Observation 1. Let F be a closed set in a Polish space (X, T ). Let

(X, T ′) be the direct sum F
⊕

F c of (F, T |F ) and (F c, T |F c); i.e., T ′ is
the topology generated by T ⋃{F}. By 2.2.1, T ′ is a Polish topology on
X. It clearly generates the same Borel σ-algebra and makes F clopen.
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Observation 2. Let (Tn) be a sequence of Polish topologies on X such
that for any two distinct elements x, y of X, there exist disjoint sets U, V ∈⋂
n Tn such that x ∈ U and y ∈ V . Then the topology T∞ generated by⋃
n Tn is Polish. This can be seen as follows.
Define f : X −→ XN by

f(x) = (x, x, x, . . .), x ∈ X.

It is easy to see that f is an embedding of (X, T∞) in
∏
(X, Tn). Further,

the range of f is closed in
∏
(X, Tn). To see this, let (x0, x1, x2, . . .) be not

in the range of f . Take m, n such that xn �= xm. By our hypothesis, there
exist disjoint sets Un and Um in

⋂ Ti such that xn ∈ Un and xm ∈ Um.
Then

(xi) ∈ π−1
n (Un)

⋂
π−1
m (Um) ⊆ XN \ range(f).

Proof of 3.2.4. Let B be the class of all Borel subsets B of X such that
there is a finer Polish topology TB generating BX and making B clopen.
By Observation 1, B contains all closed sets, and it is clearly closed under

complementation.
To show B = BX , we need to prove only that B is closed under countable

unions. Let Bn belong to B and B =
⋃
Bn. Let Tn be a finer Polish topology

on X making Bn clopen and generating the same Borel σ-algebra. Then
B ∈ T∞, where T∞ is the topology generated by

⋃ Tn. By Observation
2, T∞ is Polish. Take TB to be the topology generated by T∞

⋃{Bc}. By
Observation 1, TB is Polish.

Corollary 3.2.5 Suppose (X, T ) is a Polish space. Then for every se-
quence (Bn) of Borel sets in X there is a finer Polish topology T ′ on X
generating the same Borel σ-algebra and making each Bn clopen.

Corollary 3.2.6 Suppose (X, T ) is a Polish space, Y a separable metric
space, and f : X −→ Y a Borel map. Then there is a finer Polish topology
T ′ on X generating the same Borel σ-algebra such that f : (X, T ′) −→ Y
is continuous.

We shall see many applications of these results later. At the moment we
show the following.

Theorem 3.2.7 Every uncountable Borel subset of a Polish space contains
a homeomorph of the Cantor set. In particular, it is of cardinality c.

Proof. Let (X, T ) be Polish and B an uncountable Borel subset of X.
By 3.2.4, let T ′ be a finer Polish topology on X making B closed. By
2.6.3, (B, T ′|B) contains a homeomorph of the Cantor set, say K. By 2.3.9,
T ′|K = T |K, and the result follows.
In 3.2.7, we saw that every uncountable Borel subset of a Polish space

contains a homeomorph of the Cantor set. The following example shows
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that this is not true for all sets. More precisely, we show that there is a set
A of real numbers such that for any uncountable closed subset C of R, both
A

⋂
C and Ac

⋂
C are uncountable. Such a set will be called a Bernstein

set.

Example 3.2.8 By 2.6.4, there are exactly c uncountable closed subsets
of R. Let {Cα : α < c} be an enumeration of these. We shall get distinct
points xα, yα, α < c, such that xα, yα ∈ Cα. Then the set A = {xα : α < c}
is easily seen to be a Bernstein set.
To define the xα’s and yα’s, we proceed by transfinite induction. Choose

x0, y0 ∈ C0 with x0 �= y0. Let α < c. Suppose xβ , yβ has been chosen for all
β < α. Let D = {xβ : β < α}⋃{yβ : β < α}. Note that |D| = |α|+ |α| < c.
As |Cα| = c, we choose distinct points xα, yα in Cα \D.

3.3 The Borel Isomorphism Theorem

A map f from a measurable space X to a measurable space Y is called
bimeasurable if it is measurable and f(A) is measurable for every mea-
surable subset A of X. A bimeasurable bijection will be called an isomor-
phism. Thus a bijection f : X −→ Y is an isomorphism if and only if both
f and f−1 are measurable. In the special case when X, Y are metrizable
spaces equipped with Borel σ-algebras and f : X −→ Y is an isomorphism,
f will be called a Borel isomorphism and X and Y Borel isomorphic.
The Borel σ-algebra of a countable metrizable space is discrete. Hence two
countable metrizable spaces are Borel isomorphic if and only if they are of
the same cardinality.

Example 3.3.1 The closed unit interval I = [0, 1] and the Cantor set C
are Borel isomorphic.

Proof. Let D be the set of all dyadic rationals in I and E ⊂ C the
set of all sequences of 0’s and 1’s that are eventually constant. Define
f : C \ E −→ I \D by

f(ε0, ε1, ε2, . . .) =
∑
n∈N

εn/2n+1.

It is easy to check that f is a homeomorphism from C \E onto I \D. Since
both D and E are countably infinite, there is a bijection g : E −→ D. The
function h : I −→ C obtained by piecing f and g together is clearly a Borel
isomorphism from I onto C.
Proposition 3.3.2 Suppose (X,A) is a measurable space with A countably
generated. Then there is a subset Z of C and a bimeasurable map g : X −→
Z such that for any x, y in X, g(x) = g(y) if and only if x and y belong
to the same atom of A.
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Proof. Let G = {An : n ∈ N} be a countable generator of A. Define
g : X −→ C by

g(x) = (χA0(x), χA1(x), χA2(x), . . .).

Take Z = g(X). By 3.1.29, g is measurable. Also note that for any two
x, y in X, g(x) = g(y) if and only if x and y belong to the same Ai’s.
Recall that the atoms of A are precisely the sets of the form

⋂
nA

ε(n),
(ε(0), ε(1), . . .) ∈ C. (See the proof of 3.1.15.) It follows that g(x) = g(y) if
and only if x and y belong to the same atom of A. As

g(An) = Z
⋂
{α ∈ C : α(n) = 1},

it is Borel in Z. Now observe that

B = {B ∈ A : g(B) is Borel in Z}
is a σ-algebra containing An for all n. So, g−1 is also measurable.

Remark 3.3.3 In the above proposition, further assume that the σ-
algebra A separates points; i.e., for x �= y there is a measurable set con-
taining exactly one of x and y. In particular, A is atomic, and its atoms
are singletons. Then the g obtained in 3.3.2 is an isomorphism. So, X can
be given a topology making it homeomorphic to Z such that BX = A.
Proposition 3.3.4 Let (X,A) be a measurable space, Y a Polish space,
A ⊆ X, and f : A −→ Y a measurable map. Then f admits a measurable
extension to X.

Proof. Fix a countable base (Un) for Y . For every n, choose Bn ∈ A
such that f−1(Un) = Bn

⋂
A. Without loss of generality, we assume that

A = σ((Bn)). By 3.3.2, get a metrizable space Z and a bimeasurable map
g : X −→ Z such that for any x, x′ ∈ X, g(x) = g(x′) if and only if x and
x′ belong to the same atom of σ((Bn)). Hence, for x, x′ ∈ A, f(x) = f(x′)
if and only if g(x) = g(x′). Set B = g(A) and define h : B −→ Y by

h(z) = f(x),

where x ∈ A is such that g(x) = z. It is easy to see that h is well-defined
and h−1(Un) = g(Bn)

⋂
B. Hence, h is Borel. By 3.2.3, there is a Borel

extension h′ : Z −→ Y of h. The composition h′ ◦ g is clearly a measurable
extension of f to X.

Exercise 3.3.5 Let X and Y be Polish spaces, A ⊂ X, B ⊂ Y , and
f : A −→ B a Borel isomorphism. Show that f can be extended to a Borel
isomorphism between two Borel sets containing A and B.

(Hint: Use 3.2.5.)
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Proposition 3.3.6 Let X and Y be measurable spaces and f : X −→ Y ,
g : Y −→ X one-to-one, bimeasurable maps. Then X and Y are isomor-
phic.

Proof. As f and g are bimeasurable, the set E described in the proof
of the Schröder – Bernstein theorem (1.2.3) is measurable. So the bijection
h : X −→ Y obtained there is bimeasurable.
A standard Borel space is a measurable space isomorphic to a Borel

subset of a Polish space. In particular, a metrizable space X is standard
Borel if (X,BX) is standard Borel.
Proposition 3.3.7 Let X be a second countable metrizable space. Then
the following statements are equivalent.

(i) X is standard Borel.

(ii) X is Borel in its completion X̂.

(iii) X is homeomorphic to a Borel subset of a Polish space.

Proof. Clearly, (ii) implies (iii), and (i) follows from (iii). We show that
(i) implies (ii).
Let X be standard Borel. Then, there is a Polish space Z, a Borel subset

Y of Z, and a Borel isomorphism f : X −→ Y . By 3.3.5, there is a Borel
isomorphism g : X ′ −→ Y ′ extending f between Borel subsets X ′ and Y ′

of X̂ (the completion of X) and Z respectively. Since X = g−1(Y ), it is
Borel in X ′ and hence in X̂.

Remark 3.3.8 In 4.3.8 we shall show that if X is a second countable
metrizable space that is standard Borel, Y a metrizable space, and f a Borel
map from X onto Y , then Y is separable. Hence a metrizable space that is
standard Borel is separable. Therefore, the second countability condition
can be dropped from the above proposition.

Let X be a compact metric space. Then K(X), the space of nonempty
compact sets with Vietoris topology, being Polish (2.4.15), is standard
Borel. It is interesting to note that BK(X) is generated by sets of the form

{K ∈ K(X) : K
⋂

U �= ∅},
where U varies over open sets in X. To prove this, let B be the σ-algebra
generated by sets of the form {K ∈ K(X) : K

⋂
U �= ∅}, U open in X. It

is enough to check that for open U ,

{K ∈ K(X) : K ⊆ U} ∈ B.
Let (Un) be a countable base for the topology of X that is closed under
finite unions. Then for any open U and compact K,

K ⊆ U ⇐⇒ K
⋂
U c = ∅

⇐⇒ (∃n)(U c ⊆ Un & K
⋂
Un = ∅).



3.3 The Borel Isomorphism Theorem 97

Thus,

{K ∈ K(X) : K ⊆ U} =
⋃

Uc⊂Un

{K ∈ K(X) : K
⋂

Un = ∅}.

Therefore, {K ∈ K(X) : K ⊆ U} belongs to B.
Exercise 3.3.9 Let X be a Polish space. Show that the maps

(a) K −→ K ′ from K(X) to K(X),

(b) (K1,K2) −→ K1
⋂
K2 from K(X)×K(X) to K(X), and

(c) (Kn) −→
⋂
Kn from K(X)N to K(X)

are Borel.

Effros Borel Space

Let X be a Polish space and F (X) the set of all nonempty closed subsets
of X. Equip F (X) with the σ-algebra E(X) generated by sets of the form

{F ∈ F (X) : F
⋂

U �= ∅},

where U varies over open sets in X. (F (X), E(X)) is called the Effros
Borel space of X. We proved above that E(X) = BK(X) if X is compact.
Therefore, the Effros Borel space of a compact metrizable space is standard
Borel. In fact we can prove more.

Theorem 3.3.10 The Effros Borel space of a Polish space is standard
Borel.

Proof. Let Y be a compact metric space containing X as a dense sub-
space. By 2.2.7, X is a Gδ set in Y . Write X =

⋂
Un, Un open in Y . Let

(Vn) be a countable base for Y . Now consider

Z = { cl(F ) ∈ F (Y ) : F ∈ F (X)},

where closure is relative to Y .
Note that Z ⊆ K(Y ) and

K ∈ Z ⇐⇒ K
⋂

X is dense in K.

The result will be proved if we show the following.

(i) The map F −→ cl(F ) from (F (X), E(X)) onto Z is an isomorphism,
and

(ii) Z is a Gδ set in K(Y ).



98 3. Standard Borel Spaces

Clearly, F −→ cl(F ) is one-to-one on F (X). Further, for any F ∈ F (X)
and any U open in Y ,

cl(F )
⋂

U �= ∅ ⇐⇒ F
⋂
(U

⋂
X) �= ∅.

Hence, (i) follows.
We now prove (ii). We have

K ∈ Z ⇐⇒ K
⋂ ⋂

n

Un is dense in K.

Therefore, by the Baire category theorem,

K ∈ Z ⇐⇒ ∀n(K ⋂
Un is dense inK)

⇐⇒ ∀n∀m(K ⋂
Vm �= ∅ =⇒ K

⋂
Vm

⋂
Un �= ∅).

Thus,

Z =
⋂
n

⋂
m

{K ∈ F (Y ) : K
⋂

Vm = ∅ or K
⋂

Vm
⋂

Un �= ∅},

and the result follows.

Exercise 3.3.11 Let X, Y be Polish spaces. Show the following.

(i) {(F1, F2) ∈ F (X)× F (X) : F1 ⊆ F2} is Borel.
(ii) The map (F1, F2) −→ F1

⋃
F2 from F (X)× F (X) to F (X) is Borel.

(iii) The map (F1, F2) −→ F1 × F2 from F (X) × F (Y ) to F (X × Y ) is
Borel.

(iv) {K ∈ F (X) : K is compact} is Borel.
(v) For every continuous map g : X −→ Y , the map F −→ cl(g(F )) from

F (X) to F (Y ) is measurable.

In the next chapter we shall show that the map (F1, F2) −→ F1
⋂
F2

from F (X)× F (X) to F (X) need not be Borel.

Exercise 3.3.12 Let X be a Polish space. Show that the Borel space of
F (X) equipped with the Fell topology is exactly the same as the Effros
Borel space.

We now proceed to prove one of the main results on standard Borel
spaces—the Borel isomrphism theorem, due to K. Kuratowski[61]. It clas-
sifies standard Borel spaces. More specifically, it says that two standard
Borel spaces X and Y are isomorphic if and only if they are of the same
cardinality. For countable spaces this is, of course, trivial. The proof pre-
sented here is due to B. V. Rao and S. M. Srivastava[96].
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Theorem 3.3.13 (The Borel isomorphism theorem) Any two uncountable
standard Borel spaces are Borel isomorphic.

We first prove a few auxiliary results.

Lemma 3.3.14 Every standard Borel space B is Borel isomorphic to a
Borel subset of C.
Proof. By 3.3.1, I and C are Borel isomorphic. Therefore, the Hilbert

cube IN and CN are isomorphic. But CN is homeomorphic to C. Thus, the
Hilbert cube and the Cantor set are Borel isomorphic. By 2.1.32, every
standard Borel space is isomorphic to a Borel subset of the Hilbert cube,
and hence of C.
Proposition 3.3.15 For every Borel subset B of a Polish space X, there
is a Polish space Z and a continuous bijection from Z onto B.

Proof. Let B be the set of all B ⊆ X such that there is a continuous
bijection from a Polish space Z onto B. We show that B = BX . Since
every open subset of X is Polish, (2.2.1), open sets belong to B. By 3.1.11,
it is sufficient to show that B is closed under countable intersections and
countable disjoint unions. Let B0, B1, B2, . . . belong to B. Fix Polish spaces
Z0, Z1, . . . and continuous bijections gi : Zi −→ Bi. Let

Z = {z ∈
∏

Zi : g0(z0) = g1(z1) = · · ·}.

Then Z is closed in
∏

i Zi. Therefore, Z is Polish. Define g : Z −→ X by

g(z) = g0(z0).

Then g is a one-to-one, continuous map from Z onto
⋂
Bi. Thus, B is closed

under countable intersections.
Let us next assume that B0, B1, . . . are pairwise disjoint. Choose gi, Zi

as before. Take Z =
⊕

Zi, the direct sum of the Zi’s. Define g : Z −→ X
by

g(z) = gi(z) if z ∈ Zi.

Then Z is a Polish space, and g is a one-to-one, continuous map from Z
onto

⋃
Bi. So, B is also closed under countable disjoint unions.

Proof of 3.3.13. Let B be an uncountable standard Borel space. With-
out loss of generality, we assume that B is a Borel subset of some Polish
space. By 3.3.14, there is a bimeasurable bijection from B into C. By 3.2.7,
B contains a homeomorph of the Cantor set. By 3.3.6, B is Borel isomor-
phic to C, and the proof is complete.

Corollary 3.3.16 Two standard Borel spaces are Borel isomorphic if and
only if they are of the same cardinality.
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Theorem 3.3.17 Every Borel subset of a Polish space is a continuous
image of NN and a one-to-one, continuous image of a closed subset of NN.

Proof. The result follows directly from 3.3.15, 2.6.9, and 2.6.13.

Theorem 3.3.18 For every infinite Borel subset X of a Polish space,
|BX | = c.

Proof. Without loss of generality, we assume that X is uncountable.
Since X contains a countable infinite set, |BX | ≥ c. By 2.6.6, the cardinality
of the set of continuous maps from NN to X is c. Therefore, by 3.3.17,
|BX | ≤ c. The result follows from the Schröder – Bernstein Theorem.

Exercise 3.3.19 Let X and Y be uncountable Polish spaces. Show that
the set of all Borel maps from X to Y is of cardinality c.

Exercise 3.3.20 Let X be a Polish space, A ⊆ X, and f : A −→ A a
Borel isomorphism. Show that f can be extended to a Borel isomorphism
g : X −→ X.

Exercise 3.3.21 Let X be an uncountable Polish space. Give an example
of a map f : X −→ R such that there is no Borel g : X −→ R satisfying
g(x) ≤ f(x) for all x.

Theorem 3.3.22 (Ramsey – Mackey theorem) Suppose (X,B) is a stan-
dard Borel space and f : X −→ X a Borel isomorphism. Then there is a
Polish topology T on X generating B and making f a homeomorphism.

Proof. If X is countable, we equip X with the disrete topology, and
the result follows. So, we assume that X is uncountable. By the Borel
isomorphism theorem, there is a Polish topology T0 generating B. Suppose
for some n ∈ N, a Polish topology Tn generating B has been defined. Let
{Bn

i : i ∈ N} be a countable base for (X, Tn). Consider

D = {f(Bn
i ) : i ∈ N}

⋃
{f−1(Bn

i ) : i ∈ N}.

By 3.2.5, there is a Polish topology Tn+1 finer than Tn making each element
of D open. Now take T to be the topology generated by

⋃ Tn. By Observa-
tion 2 following 3.2.4, T is Polish. A routine argument now completes the
proof.

3.4 Measures

Let X be a nonempty set and A an algebra on X. A measure on A is a
map µ : A −→ [0,∞] such that
(i) µ(∅) = 0; and



3.4 Measures 101

(ii) µ is countably additive; i.e., if A0, A1, A2, . . . are pairwise disjoint
sets in A such that

⋃
nAn ∈ A, then µ(

⋃
nAn) =

∑∞
0 µ(An).

When A is understood from the context, we shall simply say that µ is a
measure on X.
The measure µ is called finite if µ(X) < ∞; it is σ-finite if X can be

written as a countable union of sets in A of finite measure. It is called a
probability measure if µ(X) = 1. Ameasure space is a triple (X,A, µ)
where A is a σ-algebra on X and µ a measure; it is called a probabilty
space if µ is a probability. Finite measure spaces and σ-finite measure
spaces are analogously defined.

Example 3.4.1 Let X be uncountable and A the countable-cocountable
σ-algebra. For A ∈ A, let

µ(A) =
{
1 if A is uncountable,
0 otherwise.

Then µ is a measure on A.
Example 3.4.2 Let (X,A) be a measurable space and x ∈ X. For A ∈ A,
let

δx(A) =
{
1 if x ∈ A,
0 otherwise.

Then δx is a measure on A, called the Dirac measure at x.

Example 3.4.3 Let X be a finite set with n elements (n > 0) and A =
P(X). The uniform measure on X is the measure µ on A such that
µ({x}) = 1/n for every x ∈ X.

Example 3.4.4 Let X be a nonempty set. For A ⊆ X, let µ(A) denote the
number of elements in A. (µ(A) is ∞ if A is infinite.) Then µ is a measure
on P(X), called the counting measure.

Let (X,A, µ) be a measure space. The following are easy to check.

(i) µ is monotone: If A and B are measurable sets with A ⊆ B, then
µ(A) ≤ µ(B).

(ii) µ is countably subadditive: For any sequence (An) of measurable
sets,

µ(
⋃
n

An) ≤
∞∑
0

µ(An).

(iii) If the An’s are measurable and nondecreasing, then

µ(
⋃
n

An) = limµ(An).
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(iv) If µ is finite and (An) a nonincreasing sequence of measurable sets,
then

µ(
⋂
n

An) = limµ(An).

Lemma 3.4.5 Let (X,B) be a measurable space and A an algebra such
that σ(A) = B. Suppose µ1 and µ2 are finite measures on (X,B) such that
µ1(A) = µ2(A) for every A ∈ A. Then µ1(A) = µ2(A) for every A ∈ B.
Proof. Let

M = {A ∈ B : µ1(A) = µ2(A)}.
By our hypothesis A ⊆M. By (iii) and (iv) above,M is a monotone class.
The result follows from 3.1.14.
The following is a standard result from measure theory. Its proof can be

found in any textbook on the subject.

Theorem 3.4.6 Let A be an algebra on X and µ a σ-finite measure on
A. Then there is a unique measure ν on σ(A) that extends µ.
Example 3.4.7 Let A be the algebra on R consisting of finite disjoint
unions of nondegenerate intervals (3.1.4). For any interval I, let |I| denote
the length of I. Let I0, I1, . . . , In be pairwise disjoint intervals and A =⋃n
k=0 Ik. Set

λ(A) =
n∑

k=0

|Ik|.

Then λ is a σ-finite measure on A. By 3.4.6, there is a unique measure on
σ(A) = BR extending λ. We call this measure the Lebesgue measure on
R and denote it by λ itself.

Example 3.4.8 Let (X,A, µ) and (Y,B, ν) be σ-finite measure spaces. Let
Z = X ×Y and let D be the algebra of finite disjoint unions of measurable
rectangles (3.1.5). Let µ×ν be the finitely additive measure on D satisfying

µ× ν(A×B) = µ(A) · ν(B).

Then µ× ν is countably additive. (Show this.) By 3.4.6, there is a unique
measure extending µ × ν to σ(D) = A⊗B. We call this extension the
product measure and denote it by µ × ν itself. Similarly we define the
product of finitely many σ-finite measures.

Example 3.4.9 Let (Xn,An, µn), n ∈ N, be a sequence of probability
spaces and X =

∏
nXn. For any nonempty, finite F ⊆ N, let πF : X −→∏

n∈F Xn be the canonical projection map. Define

A = {π−1
F (R) : R ∈

⊗
n∈F

An, F finite}.
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Then A is an algebra that generates the product σ-algebra
⊗

nAn. Define∏
n µn on A by ∏

n

µn(π−1
F (R)) = (×i∈Fµi)(R).

Then
∏

n µn defines a probability on A. By 3.4.6, there is a unique proba-
bility on

⊗
nAn that extends

∏
n µn. We call it the product of the µn’s

and denote it by
∏

n µn. If (Xn,An, µn) are the same, say µn = µ for all
n, then we shall denote the product measure simply by µN.

Example 3.4.10 Let µ be the uniform probability measure on {0, 1}. We
call the product measure µN on C the Lebesgue measure on C and denote
it by λ.

Let (X,A, µ) be a measure space. A subset A of X is called µ-null or
simply null if there is a measurable set B containing A such that µ(B) =
0. The measure space (X,A, µ) is called complete if every null set is
measurable. The counting measure and the uniform measure on a finite set
are complete.
An ideal on a nonempty set X is a nonempty family I of subsets of X

such that

(i) X �∈ I,
(ii) whenever A ∈ I, P(A) ⊆ I, and
(iii) I is closed under finite unions.

A σ-ideal is an ideal closed under countable unions. Let I be a nonempty
family of subsets of X such that X �∈ I, and let

J = {A ⊆ X : A ⊆
⋃
n

Bn, Bn ∈ I}.

Then J is the smallest σ-ideal containing I. We call it the σ-ideal generated
by I.
Let (X,A, µ) be a measure space and Nµ the family of all µ-null sets.

Then Nµ is a σ-ideal. The σ-algebra generated by A⋃Nµ is called the
µ-completion or simply the completion of the measure space X. We
denote it by Aµ

. Sets in Aµ
are called µ-measurable.

Exercise 3.4.11 Show that Aµ
consists of all sets of the form A∆N where

A ∈ A and N is null. Further, µ(A∆N) = µ(A) defines a measure on the
completion.

Exercise 3.4.12 Show that a set A is µ-measurable if and only if there
exist measurable sets B and C such that B ⊆ A ⊆ C and C \B is null.

An outer measure µ∗ on a set X is a countably subadditive, monotone
set function µ∗ : P(X) −→ [0,∞] such that µ∗(∅) = 0.
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Example 3.4.13 Let (X,A, µ) be a σ-finite measure space. Define µ∗ :
P(X) −→ [0,∞] by

µ∗(A) = inf{µ(B) : B ∈ A & A ⊆ B}.

It is routine to check that µ∗ is an outer measure on X. The set function
µ∗ is called the outer measure induced by µ. Clearly, for every set A
there is a set B ∈ A such that A ⊆ B and µ(B) = µ∗(A). Note that if B′

is another measurable set containing A then B \B′ is null.

Lemma 3.4.14 Let X be a metrizable space and µ a finite measure on X.
Then µ is regular; i.e., for every Borel set B,

µ(B) = sup{µ(F ) : F ⊆ B,F closed}
= inf{µ(U) : U ⊇ B,U open}.

Proof. Consider the class D of all sets B satisfying the above conditions.
We show that D = BX . Let B be closed. Therefore, it is a Gδ set. Write
B =

⋂
n Un, the Un’s open and nonincreasing. Since µ is finite,

µ(B) = inf µ(Un) = limµ(Un).

Thus every closed set has the above property. D is clearly closed under
complementation.
Now let B0, B1, B2, . . . belong to D, and B =

⋃
nBn. Fix ε > 0. Choose

N such that µ(B \⋃
i≤N Bi) < ε/2. For each 0 ≤ i ≤ N , there is a closed

set Fi ⊆ Bi such that µ(Bi \ Fi) < ε/(2(N + 1)). It is easy to check that
µ(B \⋃

i≤N Fi) < ε.
To show the other equality, choose closed sets Fi ⊆ Bc

i such that µ(B
c
i \

Fi) < ε/2i+1. As Bc \⋂
Fi ⊆

⋃
(Bc

i \ Fi), it follows that µ(Bc \⋂
Fi) < ε.

Take U = (
⋂
Fi)c. Then U is an open set containing B such that µ(U \B) <

ε. It follows that D is closed under countable unions too. The result follows.

Sets in BR
λ
, λ being the Lebesgue measure on reals, are called Lebesgue

measurable. It is easy to see that the Cantor ternary set C is null with
respect to the Lebesgue measure. So, every subset of C, and there are 2c

of them, is Lebesgue measurable. As |BR| = c < 2c, there are Lebesgue
measurable sets that are not Borel.

Remark 3.4.15 Let A be a Bernstein set (3.2.8). We claim that A is not
Lebesgue measurable. Suppose not. We shall get a contradiction. Clearly,
both A and R\A cannot be null. Without any loss of generality, let A be not
null. So, A contains an uncountable Borel set, and hence an uncountable
closed set (3.2.7). We have arrived at a contradiction.

Exercise 3.4.16 Show the following.
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(i) The Lebesgue measure on R is translation invariant; i.e., for every
Lebesgue measurable set E and every real number x,

λ(E) = λ(E + x),

where E + x = {y + x : y ∈ E}.
(ii) For every Lebesgue measurable set E, the map x −→ λ(E

⋂
(E + x))

is continuous.

(Hint: Use the monotone class theorem (3.1.14).)

Theorem 3.4.17 If E ⊆ R is a Lebesgue measurable set of positive
Lebesgue measure, then the set

E − E = {x− y : x, y ∈ E}
is a neighborhood of 0.

Proof. By 3.4.16 (ii), the function f(x) = λ(E
⋂
(E + x)), x ∈ R, is

continuous. Since f(0) = λ(E) > 0, there is a nonempty open interval
(−a, a) such that f(x) > 0 for every x ∈ (−a, a). In particular, E ⋂

(E +
x) �= ∅ for every x ∈ (−a, a). It follows that (−a, a) ⊆ E − E.
Using the above theorem, below we give another proof of the existence

of a non-Lebesgue measurable set.

Example 3.4.18 Let G be the additive group R of real numbers, Q the
subgroup of rationals, and Π the partition of R consisting of all the cosets
of Q. The partition Π is known as the Vitali partition. By AC, there
exists a set S intersecting each coset in exactly one point. We claim that S
is not Lebesgue measurable. Suppose not. Two cases arise. Either λ(S) = 0
or λ(S) > 0. Assume first that λ(S) = 0. Then, as R =

⋃
r∈Q(r + S),

λ(R) = 0, which is a contradiction. Now, let λ(S) > 0. By 3.4.17, S − S
contains a nonempty open interval. Hence, there are distinct points x, y in
S such that x− y is rational. We have arrived at a contradiction again.

It should be remarked that we have used AC to show the existence of
non-Lebegue measurable sets. In a significant contribution to the theory,
Solovay([110] or [9]) gave a model of ZF + ¬AC where every subset of the
reals is Lebesgue measurable.
A Borel measure is a measure on some standard Borel space.

Theorem 3.4.19 Let X be a Polish space, µ a finite Borel measure on X,
and ε > 0. Then there is a compact set K such that µ(X \K) < ε.

Proof. Fix a compatible complete metric d ≤ 1 on X. Take a regular
system {Fs : s ∈ N<N} of nonempty closed sets such that
(i) Fe = X,
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(ii) Fs =
⋃
n Fsˆn, and

(iii) diameter(Fs) ≤ 1/2|s|.

To see that such a system exists, we proceed by induction on |s|. Suppose
Fs has been defined. Since X is second countable, there is a sequence (Un)
of open sets of diameter ≤ 2−|s| covering Fs, and further, Fs

⋂
Un �= ∅ for

all n. Take Fsˆn = cl(Fs
⋂
Un).

By an easy induction, we now define positive integers n0, n1, n2, . . . such
that the following conditions hold: for every s = (m0,m1, . . . ,mk−1) with
mi ≤ ni,

µ(Fs \
⋃
j≤nk

Fsˆj) <
ε

2k+1.n0. · · · .nk−1
.

Set
K =

⋂
k

⋃
s

Fs,

where the union varies over all s = (m0,m1, . . . ,mk−1) with mi ≤ ni. It
is easy to check that K is closed and totally bounded and hence compact.
Further, µ(X \K) < ε.

Theorem 3.4.20 Let (X, T ) be a Polish space and µ a finite Borel mea-
sure on X. Then for every Borel subset B of X and every ε > 0, there is
a compact K ⊆ B such that µ(B \K) < ε.

Proof. By 3.2.4, there is a Polish topology TB on X finer than T gener-
ating the same Borel σ-algebra such that B is clopen with respect to TB .
By 3.4.19, there is a compact set K relative to TB contained in B such that
µ(B \ K) < ε. Since K is compact with respect to the original topology
too, the result follows.

Let µ be a probability on I = [0, 1]. Define

F (x) = µ([0, x]), x ∈ I.

The function F is called the distribution function of µ. It is a monoton-
ically increasing, right-continuous function such that F (1) = 1.

Exercise 3.4.21 Show that a monotonically increasing, right-continuous
F : [0, 1] −→ [0, 1] with F (1) = 1 is the distribution function of a probabil-
ity on [0, 1].

A measure µ on a standard Borel space X is called continuous if
µ({x}) = 0 for every x ∈ X.

Exercise 3.4.22 Show that a probability on [0, 1] is continuous if and only
if its distribution function is continuous.
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Theorem 3.4.23 (The isomorphism theorem for measure spaces) If µ is
a continuous probability on a standard Borel space X, then there is a Borel
isomorphism h : X −→ I such that for every Borel subset B of I, λ(B) =
µ(h−1(B)).

Proof. By the Borel isomorphism theorem (3.3.13), we can assume that
X = I. Let F : I → I be the distribution function of µ. So, F is a
continuous, nondecreasing map with F (0) = 0 and F (1) = 1. Let

N = {y ∈ I : F−1({y}) contains more than one point}.
Since F is monotone, N is countable. If N is empty, take h = F . Otherwise,
we take an uncountable Borel set M ⊂ I \N of Lebesgue measure 0, e.g.,
C \ N . So, µ(F−1(M)) = 0. Put Q = M

⋃
N and P = F−1(Q). Both

P and Q are uncountable Borel sets with µ(P ) = λ(Q) = 0. Fix a Borel
isomorphism g : P −→ Q. Define

h(x) =
{

g(x) if x ∈ P,
F (x) if x ∈ I \ P.

The map h has the desired properties.
Let (X,A) be a measurable space and Y a second countable metrizable

space. A transition probability on X×Y is a map P : X×BY −→ [0, 1]
such that

(i) for every x ∈ X, P (x, .) is a probability on Y , and

(ii) for every B ∈ BY , the map x −→ P (x,B) is measurable.

Proposition 3.4.24 Let X, Y , and P be as above. Then for every A ∈
A⊗BY , the map x −→ P (x,Ax) is measurable.
In particular, for every A ∈ A⊗BY such that P (x,Ax) > 0, πX(A) is

measurable.

Proof. Let

B = {A ∈ A
⊗

BY : the map x −→ P (x,Ax) is measurable}.
It is obvious that B contains all the measurable rectangles and is closed
under finite disjoint unions. Clearly, B is a monotone class. As finite disjoint
unions of measurable rectangles form an algebra generating A⊗BY , the
result follows from 3.1.14.

3.5 Category

Let X be a topological space. A subset A of X is said to have the Baire
property (in short BP) if there is an open set U such that the symmetric
difference A∆U is of first category in X. Clearly, open sets and meager sets
have BP.
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Proposition 3.5.1 The collection D of all subsets of a topological space
X having the Baire property forms a σ-algebra.

Proof. Closure under countable unions: Let A0, A1, A2, . . . belong
to D. Take open sets U0, U1, U2, . . . such that An∆Un is meager for each n.
Since

(
⋃
n

An)∆(
⋃
n

Un) ⊆
⋃
n

(An∆Un)

and the union of a sequence of meager sets is meager,
⋃
nAn ∈ D.

Closure under complementation: Let A ∈ D and let U be an open
set such that A∆U is meager. We have

(X \A)∆ int(X \ U)
⊆ ((X \A)∆(X \ U))

⋃
((X \ U) \ Int(X \ U)).

As (X \A)∆(X \ U) = A∆U ,

(X \A)∆ int(X \ U) ⊆ (A∆U)
⋃
((X \ U) \ Int(X \ U)).

Since for any closed set F , F \ int(F ) is nowhere dense, (X \A)∆ int(X \
U) is meager.
The result follows.
The σ-algebra D defined above is called the Baire σ-algebra of X.

Corollary 3.5.2 Every Borel subset of a metrizable space has the Baire
property.

The Cantor ternary set is nowhere dense and so are all its subsets. There-
fore, there are subsets of reals with BP that are not Borel. Since every
meager set is contained in a meager Fσ set, every nonmeager set with BP
contains a nonmeagerGδ set. Hence, a Bernstein set does not have the Baire
property. We cannot show the existence of a subset of the reals not having
the Baire property without AC. In fact, in Solovay’smodel mentioned in
the last section, every subset of the reals has the Baire property.
The Lebesgue σ-algebra on R is the smallest σ-algebra containing all

open sets and all null sets. Is every Lebesgue measurable set the symmetric
difference of an open set and a null set? The answer is no.

Exercise 3.5.3 (a) Give an example of a dense Gδ subset of R of
Lebesgue measure zero.

(b) For every 0 < r < 1, construct a closed nowhere dense set C ⊆ [0, 1]
such that λ(C) > r.

A topological space X is called a Baire space if no nonempty open
subset of X is of first category (in X or equivalently in itself). The following
proposition is very simple to prove.
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Proposition 3.5.4 The following statements are equivalent.

(i) X is a Baire space.

(ii) Every comeager set in X is dense in X.

(iii) The intersection of countably many dense open sets in X is dense in
X.

Every open subset of a Baire space is clearly a Baire space. By 2.5.6, we
see that every completely metrizable space is a Baire space. The converse
need not be true.

Exercise 3.5.5 Give an example of a metrizable Baire space that is not
completely metrizable. Also, show that a closed subspace of a Baire space
need not be Baire

Here are some elementary but useful observations. Let X be a topolog-
ical space, A and U subsets of X with U open. We say that A is meager
(nonmeager, comeager) in U if A

⋂
U is meager (respectively nonmea-

ger, comeager) in U .

Proposition 3.5.6 Let X be a second countable Baire space and (Un) a
countable base for X. Let U be an open set in X.

(i) For every sequence (An) of subsets of X,
⋂
An is comeager in U if and

only if An is comeager in U for each n.

(ii) Let A ⊆ X be a nonmeager set with BP. Then A is comeager in Un
for some n.

(iii) A set A with BP is comeager if and only if A is nonmeager in each
Un.

Proof. Suppose
⋂
An is comeager in U . Then clearly each of An is

comeager in U . Conversely, if each of An is comeager in U , then U \An is
meager in U for all n. So,

⋃
n(U \ An) = U \⋂

nAn is meager in U . Thus
we have proved (i).
To prove (ii), take A with BP. Write A = V∆I, V open, I meager. If

A is nonmeager, V must be nonempty. Then A is comeager in every Un
contained in V .
We now prove (iii). Let A be comeager. Then trivially Un \A is meager

for all n. As Un is open, it follows that Un \ A is meager in Un. Since X
is a Baire space, this implies that A is nonmeager in Un. Conversely, let
A be not comeager; i.e., Ac is not meager. So, there is Un such that Ac is
comeager in Un; i.e., A is meager in Un.

Proposition 3.5.7 A topological group is Baire if and only if it is of sec-
ond category in itself.
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Proof. The “only if” part of the result is trivial. For the converse, let G
be a topological group that is not Baire. Take a nonempty, meager, open
set U . Then each g ·U is open and meager, and G =

⋃
g ·U . By the Banach

category theorem (2.5.16), G is meager.
Let X, Y be metrizable spaces. A function f : X −→ Y is called Baire

measurable if for every open subset U of Y , f−1(U) has BP.
(Caution: Baire measurable functions are not the same as Baire func-

tions.) Clearly, every Borel function is Baire measurable.

Proposition 3.5.8 Let Y be a second countable topological space and f :
X −→ Y Baire measurable. Then there is a comeager set A in X such that
f |A is continuous.

Proof. Take a countable base (Vn) for Y . Since f is Baire measurable,
for each n there is a meager set In in X such that f−1(Vn)∆In is open. Let
I =

⋃
n In. Plainly, f |(X \ I) is continuous.

Proposition 3.5.9 Let G be a completely metrizable group and H a second
countable group. Then every Baire measurable homomorphism ϕ : G −→ H
is continuous. In particular, every Borel homomorphism ϕ : G −→ H is
continuous.

Proof. By 3.5.8, there is a meager set I in G such that ϕ|(G \ I) is
continuous. Now take any sequence (gk) in G converging to an element g.
Let

J = (g−1 · I)
⋃ ⋃

k

(g−1
k · I).

By 2.4.7, J is meager. Since G is completely metrizable, it is of second
category in itself by 2.5.6. In particular, J �= G. Take any h ∈ G \J . Then,
gk ·h, g ·h are all in G\I. Further, gk ·h→ g ·h as k →∞. Since ϕ|(G\I) is
continuous, ϕ(gk ·h)→ ϕ(g ·h); i.e., ϕ(gk) ·ϕ(h)→ ϕ(g) ·ϕ(h). Multiplying
by (ϕ(h))−1 from the right, we have ϕ(gk)→ ϕ(g).
The following example shows that the above result need not be true if G

is not completely metrizable.

Example 3.5.10 Let Q+ be the multiplicative group of positive rational
numbers and ϕ : Q+ −→ Z the homomorphism satisfying ϕ(p) = 0 for
primes p > 2 and ϕ(2) = 1. Since Q+ is countable, ϕ is trivially Borel. It
is not continuous. To see this, take qn = 1− 2−n. Then ϕ(qn) = −n. As qn
converges and ϕ(qn) does not, ϕ is not continuous.

Exercise 3.5.11 Show that for every Baire measurable homomorphism
f : (R,+) −→ (R,+) there is a constant a such that f(x) = ax. Also, show
that there is a discontinuous homomorphism f : (R,+) −→ (R,+).

Theorem 3.5.12 (Pettis theorem) Let G be a Baire topological group and
H a nonmeager subset with BP. Then there is a neighborhood V of the
identity contained in H−1H.
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Proof. Since H is nonmeager with BP, there is a nonempty open set U
such that H∆U is meager. Let g ∈ U . Choose a neighborhood V of the
identity such that gV V −1 ⊆ U . We show that for every h ∈ V , H

⋂
Hh is

nonmeager, in particular, nonempty. It will then follow that V ⊆ H−1H,
and the proof will be complete.
Let h ∈ H. Note that

(U
⋂

Uh)∆(H
⋂

Hh) ⊆ (U∆H)
⋃
((U∆H)h). (∗)

So, (U
⋂
Uh)∆(H

⋂
Hh) is meager. As gV ⊆ U

⋂
Uh and G is Baire,

U
⋂
Uh is nonmeager. Therefore, H

⋂
Hh is nonmeager by ( ).

Corollary 3.5.13 Every nonmeager Borel subgroup H of a Polish group
G is clopen.

Proof. Let H be a Borel subgroup of G that is not meager. By 3.5.12,
H contains a neighborhood of the identity. Hence, H is open. Since Hc is
the union of the remaining cosets of H, which are all open, it is open too.

We now present a very useful result known as the Kuratowski – Ulam
theorem.
For E ⊂ X × Y , x ∈ X, and y ∈ Y , we set

Ex = {y ∈ Y : (x, y) ∈ E}
and

Ey = {x ∈ X : (x, y) ∈ E}.
Lemma 3.5.14 Let X be a Baire space and Y second countable. Suppose
A ⊆ X × Y is a closed, nowhere dense set. Then

{x ∈ X : Ax is nowhere dense}
is a dense Gδ set.

Proof. Take any A ⊆ X×Y , closed and nowhere dense. Fix a countable
base (Vn) for Y . Let U = Ac. Then U is dense and open. Let

Wn = {x ∈ X : Ux
⋂

Vn �= ∅}.

As
Wn = πX(U

⋂
(X × Vn)),

it is open. Also, Wn is dense. Suppose not. Then (X \ cl(Wn)) × Vn is a
nonempty open set disjoint from U . As U is dense, this is a contradiction.
Since for any x ∈ X,

Ax is nowhere dense⇐⇒ Ux is dense,
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it follows that

{x ∈ X : Ax is nowhere dense} =
⋂
n

Wn.

Since X is a Baire space, the result follows.
Let X be a nonempty set, Y a topological space; A ⊂ X × Y ; and U

nonempty, open in Y . We set

A∆U = {x ∈ X : Ax is nonmeager in U},
and

A∗U = {x ∈ X : Ax is comeager in U}.
Lemma 3.5.15 Let X be a Baire space, Y second countable, and suppose
A ⊆ X × Y has BP. The following statements are equivalent.

(i) A is meager.

(ii) {x ∈ X : Ax is meager} is comeager.
Proof. (ii) follows from (i) by 3.5.14. Now assume that A is nonmeager.

Since A has BP, there exist nonempty open sets U and V in X and Y
respectively such that A is comeager in U × V . Therefore, from what we
have just proved, A∗V is comeager in U . Since U is nonmeager, A∗V is
nonmeager. In particular, A∆X is not meager; i.e., (ii) is false.
The following result follows from 3.5.15.

Theorem 3.5.16 (Kuratowski – Ulam theorem) Let X, Y be second count-
able Baire spaces and suppose A ⊆ X × Y has the Baire property. The
following are equivalent .

(i) A is meager (comeager).

(ii) {x ∈ X : Ax is meager (comeager)} is comeager.
(iii) {y ∈ Y : Ay is meager (comeager)} is comeager.
Exercise 3.5.17 Let X, Y , and A be as above. Show that the sets

{x : Ax has BP}
and

{y : Ay has BP}
are comeager.

Proposition 3.5.18 Let (X,A) be a measurable space and Y a Polish
space. For every A ∈ A⊗BY and U open in Y , the sets A∆U , A∗U , and
{x ∈ X : Ax is meager in U} are in A.
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Proof. Fix a countable base (Un) for Y .
Step 1. Let

B = {A ⊆ X × Y : A∆U ∈ A for all open U}.
We show that A⊗BY ⊆ B.
Let A = B × V , B ∈ A, and V open in Y . Then A∆U equals B if

U
⋂
V �= ∅. Otherwise it is empty. Hence, A ∈ B.

Our proof will be complete if we show that B is closed under countable
unions and complementation.
For every sequence (An) of subsets X × Y ,

(
⋃
n

An)∆U =
⋃
n

A∆U
n .

So, B is closed under countable unions.
Let A ∈ B and U open in Y . Let x ∈ X. We have

(Ac)x is meager in U ⇐⇒ Ax is comeager in U
⇐⇒ ∀Un ⊆ U(Ax is nonmeager in Un).

Therefore,
(Ac)∆U = (

⋂
Un⊆U

A∆Un)c.

Hence, Ac ∈ B.
Step 2. Let A ∈ A⊗BY and U be open in Y . Then

A∗U =
⋂

Un⊆U
A∆Un .

Therefore, A∗U ∈ A by step 1. The remaining part of the result follows
easily.

Exercise 3.5.19 Let (G, ·) be a group, X a set, and a : G×X −→ X any
map. For notational convenience we shall write g ·x for a(g, x). We call the
map g · x an action of G on X if

(i) e · x = x, and

(ii) g · (h · x) = (g · h) · x,
where e denotes the identity element, g, h ∈ G, and x ∈ X.
Let G be a Polish group acting continuously on a Polish space X. For any

W ⊆ X and any nonempty open U ⊆ G, define the Vaught transforms

W∆U = {x ∈ X : {g ∈ U : g · x ∈W} is nonmeager}
and

W ∗U = {x ∈ X : {g ∈ U : g · x ∈W} is comeager in U}.
(We shall write simplyW∆ andW ∗ instead ofW∆G andW ∗G respectively.)
Show the following:
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(i) W∆ is invariant.

(ii) W is invariant implies W =W∆.

(iii) (
⋃
nWn)∆ =

⋃
n(W

∆
n ).

(iv) If W ⊆ X is Borel and U ⊆ G open, then W∆U and W ∗U are Borel.

(Hint: Consider

W̃ = {(x, g) ∈ X ×G : g · x ∈W}

and apply 3.5.18.)

We close this section by showing that the Baire σ-algebra and the
Lebesgue σ-algebra are closed under the Souslin operation. The proof pre-
sented here is due to Marczewski[113] and proves a much more general re-
sult. Call a σ-algebra B on X Marczewski complete if for every A ⊆ X
there exists Â ∈ B containing A such that for every B in B containing
A, every subset of Â \ B is in B. Such a set Â will be called a minimal
B-cover of A.
Example 3.5.20 Every σ-finite complete measure space is Marczewski
complete. We prove this now. Let (X,B, µ) be a σ-finite complete measure
space. First assume that µ∗(A) < ∞. Take Â to be a measurable set con-
taining A with µ∗(A) = µ(Â). In the general case, write A =

⋃
An such

that µ∗(An) <∞. Since µ is σ-finite, this is possible. Take Â =
⋃
Ân.

Next we show that the Baire σ-algebra of any topological space is Mar-
czewski complete.

Example 3.5.21 Let X be a topological space and A ⊆ X. Take A∗ to be
the union of all open sets U such that A is comeager in U . We first show
that A∗ \A is meager. Let U be a maximal family of pairwise disjoint open
sets U such that A is comeager in U . Let W =

⋃U . By the maximality of
U , A∗ ⊆ cl(W ). By the Banach category theorem, A is comeager in W .
Now note that

A∗ \A ⊆ (A∗ \W )
⋃
(W \A) ⊆ (cl(W ) \W )

⋃
(W \A).

This shows that A∗ \A is meager. Let B be any meager Fσ set containing
A∗ \A. Take Â = A∗ ⋃

B.

Theorem 3.5.22 (Marczewski) If (X,B) is a measurable space with B
Marczewski complete, then B is closed under the Souslin operation.

Proof. Let {Bs : s ∈ N<N} be a system of sets in B. We have to show
that B = A({Bs}) ∈ B. Without loss of generality we assume that the
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system {Bs} is regular. For s ∈ N<N, let

Bs =
⋃

{α:s≺α}

⋂
n

Bα|n ⊆ Bs.

Note that Be = B and Bs =
⋃
nB

sˆn for all s. For each s ∈ N<N, choose a
minimal B-cover B̂s of Bs. Since Bs ⊆ Bs, by replacing B̂s by Bs

⋂
B̂s we

may assume that B̂s ⊆ Bs. Further, by replacing B̂s by
⋂
t�s B̂

t, we can
assume that {B̂s : s ∈ N<N} is regular. Let

Cs = B̂s \
⋃
n

B̂sˆn.

Since Bs =
⋃
nB

sˆn ⊆ ⋃
n B̂

sˆn, every subset of Cs is in B. Let C =
⋃
s Cs.

Claim: B̂e \ C ⊆ B.
Assuming the claim, we complete the proof as follows. Since B̂e \B ⊆ C

and since every subset of C is in B, it follows that B̂e \ B ∈ B. As B =
B̂e \ (B̂e \B), it belongs to B.
Proof of the claim. Let x ∈ B̂e \ C. Since x �∈ C, x �∈ Ce. Since

x ∈ B̂e, there is α(0) ∈ N such that x ∈ B̂α(0). Suppose n > 0 and
α(0), α(1), . . . , α(n − 1) have been defined such that x ∈ B̂s, where s =
(α(0), α(1), . . . , α(n − 1)). Since x �∈ Cs, there is α(n) ∈ N such that x ∈
B̂sˆα(n). Since B̂α|n ⊂ Bα|n for all n, we conclude that x ∈ B.

3.6 Borel Pointclasses

We shall call a collection of pointsets—subsets of metrizable spaces—a
pointclass; e.g., the pointclasses of Borel sets, closed sets, open sets. Let
X be a metrizable space. For ordinals α, 1 ≤ α < ω1, we define the following
pointclasses by transfinite induction:

Σ0
1(X) = {U ⊆ X : U open},

Π0
1(X) = {F ⊆ X : F closed};

for 1 < α < ω1,
Σ0
α(X) = (

⋃
β<α

Π0
β(X))σ

and
Π0
α(X) = (

⋃
β<α

Σ0
β(X))δ.

Finally, for every 1 ≤ α < ω1,

∆0
α(X) = Σ0

α(X)
⋂

Π0
α(X).
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Note that ∆0
1(X) is the family of all clopen subsets of X; Σ

0
2(X) is the

set of all Fσ subsets of X; and Π0
2(X) is the set of all Gδ sets in X. Sets

in Σ0
3(X) are also called Gδσ sets; those in Π0

3(X) are called Fσδ sets; etc.
The families Σ0

α(X), Π
0
α(X) and∆

0
α(X) are called additive,multiplica-

tive, and ambiguous classes respectively. If there is no ambiguity, or if
a statement is true for all X, we sometimes write Σ0

α, Π
0
α, and ∆0

α in-
stead of Σ0

α(X), Π
0
α(X), and ∆

0
α(X). A set A ∈ Σ0

α is called an additive
class α set.Multiplicative class α sets and ambiguous class α sets are
similarly defined.
We record below a few elementary facts.

(i) Additive classes are closed under countable unions, and multiplicative
ones under countable intersections.

(ii) All the additive, multiplicative, and ambiguous classes are closed under
finite unions and finite intersections.

(iii) For all 1 ≤ α < ω1,

Σ0
α = ¬Π0

α (equivalently, Π
0
α = ¬Σ0

α).

(iv) For α ≥ 1, ∆0
α is an algebra.

Proposition 3.6.1 (i) For every 1 ≤ α < ω1,

Σ0
α,Π

0
α ⊆∆0

α+1.

Thus we have the following diagram, in which any pointclass is con-
tained in every pointclass to the right of it:

Σ0
1 Σ0

2 Σ0
3 · · ·

∆0
1 ∆0

2 ∆0
3 · · ·

Π0
1 Π0

2 Π0
3 · · ·

(The Hierarchy of Borel Sets)

(ii) For α > 1, Σ0
α = (∆0

α)σ and Π0
α = (∆0

α)δ. For zero-dimensional
separable metric spaces, this is also true for α = 1.

(iii) Let α < ω1 be a limit ordinal and (αn) a sequence of ordinals such
that α = supαn. Then

Σ0
α = (

⋃
n

Π0
αn
)σ

and
Π0
α = (

⋃
n

Σ0
αn
)δ.
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(iv) For any metric space X,

BX =
⋃

α<ω1

Σ0
α(X) =

⋃
α<ω1

Π0
α(X).

Proof. Since every closed (open) set in a metrizable space is a Gδ set
(respectively an Fσ set), (i) is true for α = 1. A simple transfinite induction
argument completes the proof of (i) for all α.
(ii) Let α > 1. By (i), ∆0

α ⊇
⋃
β<αΠ

0
β . Therefore, (∆

0
α)σ ⊇ Σ0

α. Since
∆0

α ⊆ Σ0
α and Σ0

α is closed under countable unions, (∆
0
α)σ ⊆ Σ0

α. Thus,
(∆0

α)σ = Σ0
α. Similarly, we show that (∆

0
α)δ = Π0

α.
Let X be zero-dimensional and α = 1. Then ∆0

1 is a base for X. If,
moreover, X is second countable, then (∆0

1)σ = Σ0
1, the family of all open

sets. The remaining part of (ii) is seen easily now.
(iii) follows from (i) and (ii).
(iv) By induction on α, we see that for every 1 ≤ α < ω1, Σ0

α(X) and
Π0
α(X) are contained in BX . To prove the other inclusions, set

B =
⋃

α<ω1

Σ0
α(X).

Then
(a) B contains all open sets.
(b) If B ∈ Σ0

α, B
c ∈ Π0

α ⊆ Σ0
α+1. So, B is closed under complementation.

(c) Let (Bn) be a sequence in B. Choose 1 ≤ αn < ω1 such that Bn ∈
Σ0
αn
. Let α = supαn + 1. Then

⋃
nBn ∈ Σ0

α+1. So, B is closed under
countable unions.
From (a) – (c), we get that B ⊆ BX . Thus, BX =

⋃
α<ω1

Σ0
α(X).

Similarly we show that BX =
⋃
α<ω1

Π0
α(X).

In 3.6.8, we shall show that for any uncountable Polish space X, the
inclusion in (i) is strict.

Corollary 3.6.2 Let X be an infinite separable metric space.

(i) Show that for every α, |Σ0
α(X)| = |Π0

α(X)| = c.

(ii) Show that |BX | = c.

Proposition 3.6.3 Every set of additive class α > 2 is a countable disjoint
union of multiplicative class < α sets.

Proof. Let A be a set of additive class α > 2. Write A =
⋃
An, where

An is of multiplicative class less than α. Let Bn = (
⋃
i≤nAi)c. Then Bn

is of additive class < α. Write Bn =
⋃
k B

n
k , where the Bn

k ’s are pairwise
disjoint ambiguous class < α sets. This is possible since α > 2. We have

A = A0
⋃
(A1

⋂
B0)

⋃
(A2

⋂
B1)

⋃ · · ·
= A0

⋃ ⋃
n≥1

⋃
k(An

⋂
Bn−1
k ),

and the result follows.
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Exercise 3.6.4 (i) Let X, Y be metrizable spaces and f : X −→ Y
continuous. Show that if A ⊆ Y is in Σ0

α(Y )(Π
0
α(Y )), then f−1(A) is

in Σ0
α(X)(Π

0
α(X)); i.e., the pointclasses Σ

0
α and Π

0
α are closed under

continuous preimages.

(ii) Let Y be a subspace of X, 1 ≤ α < ω1, and Γα the pointclass of
additive or multiplicative class α sets. Show that

Γα(Y ) = Γα(X)|Y = {A
⋂

Y : A ∈ Γα(X)}.

(iii) Let 1 ≤ α < ω1 and Γα the pointclass of additive or multiplicative or
ambiguous class α sets. Suppose A ∈ Γα(X × Y ) and x ∈ X. Show
that Ax ∈ Γα(Y ).

(iv) Let α > 1,X a metrizable space, and E ∈ Σ0
α(X). Show that there is a

sequence (En) of pairwise disjoint ∆0
α(X) sets such that E =

⋃
nEn.

This is true for α = 1 if X is a zero-dimensional separable metric
space.

Let X and Y be metrizable spaces, f : X −→ Y a map, and 1 ≤ α < ω1.
We say that f is Borel measurable of class α, or simply of class α, if
f−1(U) ∈ Σ0

α for every open set U . Thus class 1 functions are precisely
the continuous functions. A characteristic function χA, A ⊆ X, is of class
α if and only if A is of ambiguous class α. Every class α function is clearly
Borel measurable. Let Y be separable and B a subbase for X. Then f is of
class α if and only if f−1(U) is of additive class α for every U ∈ B. This in
particular implies that if Y is separable and f Borel measurable, then f is
of class α for some α. To see this, fix a countable base (Un) for Y . Choose
αn such that f−1(Un) ∈ Σ0

αn
and take α = supn αn.

Exercise 3.6.5 (i) Let 1 ≤ α, β < ω1, f : X −→ Y of class α, and
g : Y −→ Z of class β. Show that g ◦f is of class α+β′, where β′ = β
if β is infinite and is the immediate predecessor of β otherwise.

(ii) Let (fn) be a sequence of functions of class α converging to f pointwise.
Show that f is of class α + 1. Also show that if the convergence is
uniform, then f is of class α itself.

(iii) Let X0, X1, X2, . . . be second countable metrizable spaces. Show that
f : X −→ ∏

i∈N Xi is of class α if and only if each πi ◦ f is of class α.
We now show that for every uncountable Polish space X and for every

α < ω1, Σ0
α(X) �= Π0

α(X). We shall use universal sets—a very useful
notion—to prove our result.

Theorem 3.6.6 Let 1 ≤ α < ω1 and Γα the pointclass of Π0
α or Σ0

α

sets. For every second countable metrizable space Y , there exists a U ∈
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Γα(NN × Y ) such that

A ∈ Γα(Y )⇐⇒ (∃x ∈ NN)(A = Ux).

We call such a set U universal for Γα(Y ).

Proof. We proceed by induction on α.
Let (Vn) be a countable base for the topology of Y with at least one Vn

empty. Define U ⊆ NN × Y by

(x, y) ∈ U ⇐⇒ y ∈
⋃
n

Vx(n).

Evidently, A is open in Y if and only if A = Ux for some x. It remains
to show that U is open. Let (x0, y0) ∈ U . Then there is an n such that
y0 ∈ Vx0(n). Then

(x0, y0) ∈ {x ∈ NN : x(n) = x0(n)} × Vx0(n) ⊆ U.

Thus U is open.
Let W = U c, where U ⊆ NN × Y is universal for open sets. Clearly, W

is universal for closed sets. The result for α = 1 is proved.
Suppose α > 1 and the result has been proved for all β < α.
Case 1: α is a limit ordinal
Fix a sequence of countable ordinals (αn), 1 < αn < α, such that α =

supαn. Let Un be universal for multiplicative class αn, n ∈ N. For x ∈ NN

and n ∈ N, define xn ∈ NN by

xn(m) = x(2n(2m+ 1)− 1). (∗)

For each n, x −→ xn is a continuous function. Define U ⊆ NN × Y by

(x, y) ∈ U ⇐⇒ (∃n)((xn, y) ∈ Un).

It is routine to check that U is universal for Σ0
α(Y ).

Case 2: α = β + 1, a successor ordinal
Fix a universal Π0

β set P ⊆ NN × Y . Define U ⊆ NN × Y by

(x, y) ∈ U ⇐⇒ (∃n)((xn, y) ∈ P ),

where xn is as defined in ( ). Clearly, U is universal for Σ0
α(Y ).

Having defined a universal Σ0
α set U ⊆ NN×Y , note that U c is universal

for Π0
α(Y ).

Theorem 3.6.7 Let 1 ≤ α < ω1 and Γα the pointclass of additive or
multiplicative class α sets. Then for every uncountable Polish space X,
there is a U ∈ Γα(X ×X) universal for Γα(X).
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Proof. Since X is uncountable Polish, it has a subset, say Y , homeomor-
phic to NN. By 3.6.6, there is U ⊆ Y ×X universal for Γα(X). By 3.6.4(iii),
V

⋂
(Y × X) = U for some V ∈ Γα(X × X). The set V is universal for

Γα(X).

Corollary 3.6.8 Let X be any uncountable Polish space and 1 ≤ α < ω1.
Then there exists an additive class α set that is not of multiplicative class
α.

Proof. Let U ⊆ X ×X be universal for Σ0
α(X). Take

A = {x ∈ X : (x, x) ∈ U}.
Since Σ0

α is closed under continuous preimages, A is of additive class α.
We claim that A is not of multiplicative class α. To the contrary, suppose
A is of multiplicative class α. Choose x0 ∈ X such that Ac = Ux0 . Then

x0 ∈ Ac ⇐⇒ (x0, x0) ∈ U ⇐⇒ x0 ∈ A.

This is a contradiction.
This corollary shows that for every uncountable Polish space X and for

any α, Σ0
α(X) �= Σ0

α+1(X). Is this true for all uncountable separable metric
spaces X? For an answer to this question see [83]. The above argument also
shows that there does not exist a Borel set U ⊆ X ×X universal for Borel
subsets of X for any Polish space X. In fact, we can draw a fairly general
conclusion.

Proposition 3.6.9 Let a pointclass ∆ be closed under complementation
and continuous preimages. Then for no Polish space X is there a set in
∆(X ×X) universal for ∆(X).

Proof. Suppose there is a Polish space X and a U ∈∆(X×X) universal
for ∆(X). Take

A = {x ∈ X : (x, x) ∈ U}.
Since ∆ is closed under continuous preimages, A ∈ ∆. As ∆ is closed
under complementation, Ac ∈∆. Let Ac = Ux0 for some x0 ∈ X. Then

x0 ∈ Ac ⇐⇒ (x0, x0) ∈ U ⇐⇒ x0 ∈ A.

This is a contradiction.

Theorem 3.6.10 (Reduction theorem for additive classes) Let X be a
metrizable space and 1 < α < ω1. Suppose (An) is a sequence of addi-
tive class α sets in X. Then there exist Bn ⊆ An such that

(a) The Bn’s are pairwise disjoint sets of additive class α, and

(b)
⋃
nAn =

⋃
nBn.
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(See Figure 3.1.) Consequently the Bn’s are of ambiguous class α if⋃
nAn is so.
The result is also true for α = 1 if X is zero-dimensional and second

countable.

Proof. Write

An =
⋃
m

Cnm, (∗)

where the Cnm’s are of ambiguous class α. If α > 1, this is always possible.
If α = 1, it is possible ifX is zero-dimensional and second countable (3.6.1).
Enumerate {Cnm : n,m ∈ N} in a single sequence, say (Di). Let

Ei = Di \
⋃
j<i

Dj .

Take

Bn =
⋃
{Ei : Ei ⊆ An&(∀m < n)(Ei �⊆ Am)}.

✏✏✏
✏✏✏✏
✏✏✏✏✏

✏✏✏✏✏

✏✏✏✏✏✏

✏✏✏✏✏✏

✏✏✏✏✏

✏✏✏✏✏
✄ ✁✏✏✏✏✏
✏✏✏✏
✏✏✏✏
✏✏✏

✏✏

X

A0 A1

B0 B1

Figure 3.1. Reduction

Theorem 3.6.11 (Separation theorem for multiplicative classes) Let X be
metrizable and 1 < α < ω1. Then for every sequence (An) of multiplicative
class α sets with

⋂
An = ∅, there exist ambiguous class α sets Bn ⊇ An

with
⋂
Bn = ∅.

In particular, if A and B are two disjoint subsets of X of multiplicative
class α, then there is an ambiguous class α set C such that

A ⊆ C & B
⋂

C = ∅.

(See Figure 3.2.) This is also true for α = 1 if X is zero-dimensional
and second countable.
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Proof. By 3.6.10, there exist pairwise disjoint additive class α sets Cn ⊆
Ac
n such that

⋃
n Cn =

⋃
nA

c
n = X. Obviously, the Cn’s are of ambiguous

class α. Take Bn = Cc
n.

The next example shows that the separation theorem does not hold for
additive classes. Consequently, the reduction theorem does not hold for
multiplicative classes.

Example 3.6.12 (a) Fix a homeomorphism α −→ (α0, α1) from NN onto
NN ×NN. Let γ be any countable ordinal and U ⊆ NN ×NN a universal Σ0

γ

set. Define
Ui = {(α, β) : (αi, β) ∈ U}, i = 0 or 1.

It easy quite easy to check that U0, U1 are additive class γ sets such that
for every pair (A0, A1) of additive class γ sets, there exists an α ∈ NN such
that (Ui)α = Ai, i = 0 or 1. Such a pair of sets U0, U1 will be called a
universal pair for additive class γ.
(b) By 3.6.10, there exist pairwise disjoint additive class γ sets V0 ⊆ U0

and V1 ⊆ U1 such that V0
⋃
V1 = U0

⋃
U1. We claim that V0, V1 cannot

be separated by an ambiguous class γ set. Suppose not. Let W be an
ambiguous class γ set such that

V0 ⊆W and W
⋂

V1 = ∅.

We claim that W is a universal ∆0
γ set, which contradicts 3.6.9. To prove

our claim, take any A0 ∈ ∆0
γ(N

N). Let A1 = Ac
0. Then there exists an

α ∈ NN such that (Ui)α = Ai, i = 0 or 1. Plainly, A0 =Wα.

The next proposition is a very useful one. A sequence (An) of sets is
called convergent if lim infnAn = lim supnAn = B, say. In this case we
say that (An) converges to B and write limAn = B. Note that the following
two statements are equivalent:

(i) (An) is convergent.

(ii) For every x ∈ X, x ∈ An for infinitely many n if and only if x ∈ An

for all but finitely many n.
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Proposition 3.6.13 Let X be metrizable and 2 < α < ω1. Suppose A ∈
∆0

α(X). Then there is a sequence (An) of ambiguous class < α sets such
that A = limAn.
The result is also true for α = 2, provided that X is separable and zero

dimensional.

Proof. We write
A =

⋃
n

Cn =
⋂
n

Dn,

where the Cn’s are multiplicative class < α sets, the Dn’s are additive
class < α sets, Cn ⊆ Cn+1, and Dn+1 ⊆ Dn. By 3.6.11, there is a set An

of ambiguous class < α such that

Cn ⊆ An ⊆ Dn.

Then A = limAn as we now show. Let x ∈ lim supAn. Thus, x ∈ An for
infinitely many n. Then x ∈ Dn for infinitely many n and hence for all n.
Therefore,

lim supAn ⊆ A. (1)

Now let x ∈ A. Then x ∈ Cn for all but finitely many n. Since Cn ⊆ An

for all n,
A ⊆ lim inf An. (2)

The result follows from (1) and (2).
We prove the next result for future applications.

Proposition 3.6.14 Let 2 < α < ω1 and X an uncountable Polish space.
There exists a sequence An in Π0

α(X) with lim supAn = ∅ such that there
does not exist Bn ⊇ An in Σ0

α(X) with lim supBn = ∅.
Proof. Take A ∈ Σ0

α+1(X) \ Π0
α+1(X). Such a set exists by 3.6.8. By

3.6.3, we can find disjoint sets An ∈ Π0
α(X) with union A. Quite trivially,

lim supAn = ∅. Suppose there exist Bn ⊇ An in Σ0
α(X) with lim supBn =

∅. We shall get a contradiction.
By 3.6.11, there is a set Cn ∈ ∆0

α(X) such that An ⊆ Cn ⊆ Bn. Note
that lim supCn = ∅. As the sets An are in ∆0

α+1(X), by 3.6.13 there are
sets Ak

n ∈∆0
α(X) such that An = limk A

k
n. Now define

Dk = (Ak
1

⋂
C1)

⋃
(Ak

2

⋂
C2)

⋃
· · ·

⋃
(Ak

k

⋂
Ck).

Then Dk ∈ ∆0
α(X). It is now fairly easy to check that lim supDk ⊆ A ⊆

lim infDk, so A = limDk. This implies that A ∈ ∆0
α+1(X), and we have

arrived at a contradiction.
The above observation is due to A. Maitra, C. A. Rogers, and J. E. Jayne.
We close this chapter with another very useful result on Borel functions

of class α. In particular, it gives us an analogue of the Lebesgue – Hausdorff
theorem (3.1.36) for class α functions.
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Theorem 3.6.15 Suppose X, Y are metrizable spaces with Y second
countable and 2 < α < ω1. Then for every Borel function f : X −→ Y
of class α, there is a sequence (fn) of Borel maps from X to Y of class
< α such that fn → f pointwise.

We need some lemmas to prove this result. In what follows, X, Y are
metrizable and d is a compatible metric on Y .

Lemma 3.6.16 Suppose Y is totally bounded. Then every f : X −→ Y of
class α, α > 1, is the limit of a uniformly convergent sequence of class α
functions fn : X −→ Y of finite range.

Proof. Take any ε > 0. We shall obtain a function g : X −→ Y of class
α such that the range of g is finite and d(g(x), f(x)) < ε for all x. Let
{y1, y2, . . . , yn} be an ε-net in Y . Set

Ai = f−1(B(yi, ε)).

The sets A1, A2, . . . , An are of additive class α with union X. By 3.6.10,
there are pairwise disjoint ambiguous class α sets B1, B2, . . ., Bn such that

B1 ⊆ A1, B2 ⊆ A2, . . . , Bn ⊆ An

and ⋃
Bi =

⋃
Ai = X.

Define g : X −→ Y by
g(x) = yi if x ∈ Bi.

Then d(f(x), g(x)) < ε for all x.

Lemma 3.6.17 Let f : X −→ Y be of class α > 2 with range contained
in a finite set E = {y1, y2, . . . , yn}. Then f is the limit of a sequence of
functions of class < α with values in E.

Proof. Let Ai = f−1(yi), i = 1, 2, . . . , n. Then A1, A2, . . ., An are
pairwise disjoint, ambiguous class α sets with union X. By 3.6.13, for each
i there is a sequence (Aim) of sets of ambiguous class < α such that Ai =
limmAim. Fix m. Let

Bm
1 = A1m, Bm

2 = A2m \A1m, . . . , Bm
n = Anm \

⋃
j<n

Ajm

and
Bm
n+1 = X \

⋃
j≤n

Ajm.

Evidently, the sets Bm
1 , B

m
2 , . . ., B

m
n+1 are pairwise disjoint and of am-

biguous class less than α with union X. So there is a function fm : X −→ Y
of class < α satisfying

fm(x) = yi, if x ∈ Bm
i , 1 ≤ i ≤ n.
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We claim that fm(x0) → f(x0) for all x0 ∈ X. Assume that x0 ∈ Ai. So,
f(x0) = yi. Since x0 �∈ lim supmAjm for all j �= i, there is an integer M
such that x0 �∈ Ajm for m > M and j �= i. Since x0 ∈ lim infmAim, we can
further assume that x0 ∈ Aim for all m > M . Thus, fm(x0) = yi for all
m > M . Hence, fm → f pointwise.
Proof of 3.6.15. Let d be a totally bounded compatible metric on Y .

Such a metric exists by 2.1.32 and 2.3.12. By 3.6.16, there is a sequence
(gm) of class α functions, with range finite, converging to f uniformly.
Without any loss of generality, we assume that for all x and all m,

d(gm(x), gm+1(x)) < 2−m.

By induction on m, we define a sequence (gmn) of functions of class < α of
finite range such that for all m and all k,

lim
n

gmn(x) = gm(x) and d(gm+1,k(x), gm,k(x)) ≤ 2−m. (∗)

By 3.6.17, there is a sequence (g0n) of functions of class < α, each with
range finite, converging pointwise to g0. Suppose that for somem a sequence
(gmn) of class < α functions of finite range converging pointwise to gm has
been defined. We define (gm+1,n) such that ( ) is satisfied. By 3.6.17, there
is a sequence (hn) of functions of class < α with finite range converging
pointwise to gm+1. Define

un(x) = d(gmn(x), hn(x)), x ∈ X.

The map un is of class < α taking finitely many values. The set

An = {x ∈ X : un(x) ≤ 2−m}
is of ambiguous class < α. Define gm+1,n by

gm+1,n(x) =
{

hn(x) if x ∈ An,
gm,n(x) otherwise.

It is easily seen that ( ) is satisfied. Define fm : X −→ Y by

fm(x) = gmm(x), x ∈ X.

We show that (fm) converges to f pointwise. Take any x0 ∈ X. Fix ε > 0.
Letm be such that 2−m+1 < ε/3 and d(f(x), gm(x)) < ε/3 for all x. Choose
M > m such that d(gmi(x0), gm(x0)) < ε/3 for all i > M . For i > M , we
have the following.

d(fi(x0), f(x0)) = d(gii(x0), f(x0))
≤ d(gii(x0), gi−1,i(x0)) + · · ·+ d(gm+1,i(x0), gmi(x0))

+d(gmi(x0), gm(x0)) + d(gm(x0), f(x0))
< (2−i + · · ·+ 2−m) + ε/3 + ε/3
< ε.

Our result is proved.



4
Analytic and Coanalytic Sets

In this chapter we present the theory of analytic and coanalytic sets. The
theory of analytic and coanalytic sets is of fundamental importance to the
theory of Borel sets and Borel functions. It gives the theory of Borel sets
its power. Thus the results proved in this chapter are the central results of
these notes.

4.1 Projective Sets

Let B ⊆ X × Y . For notational convenience, we denote the projection
πX(B) of B to X by ∃YB; i.e.,

∃YB = {x ∈ X : (x, y) ∈ B for some y ∈ Y }.
The coprojection of B is defined by

∀YB = {x ∈ X : (x, y) ∈ B for all y ∈ Y }.
Clearly,

∀YB = (∃YBc)c.

For any pointclass Γ and any Polish space Y , we set

∃Y Γ = {∃YB : B ∈ Γ(X × Y ), X a Polish space};
i.e., ∃Y Γ is the family of sets of the form ∃YB where B is in Γ(X × Y ), X
Polish. The pointclass ∀Y Γ is similarly defined.
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Let X be a Polish space. From now on, a Borel subset of a Polish
space will be called a standard Borel set. A subset A of X is called
analytic if it is the projection of a Borel subset B of X×X. The pointclass
of analytic sets is denoted by Σ1

1. A subset C of X is called coanalytic if
X \ C is analytic.
Note that a subset A of X is coanalytic if and only if it is the coprojection

of a Borel subset of X ×X.
Π1

1 will denote the pointclass of coanalytic sets. ThusΠ
1
1 = ¬Σ1

1. Finally,
we define

∆1
1 = Π1

1

⋂
Σ1

1.

Let X be a Polish space, C = B ×X. Then

B = ∃XC = ∀XC. (∗)

Thus every standard Borel set is analytic as well as coanalytic; i.e., they are
∆1

1 sets. The converse of this fact is also true; i.e., every ∆1
1 set is Borel

(4.4.3). This is one of the most remarkable results on Borel sets. It was
proved by Souslin[111] and marked the beginning of descriptive set theory
as an independent subject.

Proposition 4.1.1 Let X be a Polish space and A ⊆ X. The following
statements are equivalent.

(i) A is analytic.

(ii) There is a Polish space Y and a Borel set B ⊆ X×Y whose projection
is A.

(iii) There is a continuous map f : NN −→ X whose range is A.

(iv) There is a closed subset C of X × NN whose projection is A.

(v) For every uncountable Polish space Y there is a Gδ set B in X × Y
whose projection is A.

Proof. (i) trivially implies (ii).
Let Y be a Polish space and B a Borel subset of X × Y such that

πX(B) = A, where πX : X × Y −→ X is the projection map. By 3.3.17,
there is a continuous map g from NN onto B. Take f = πX ◦ g. Since the
range of f is A, (ii) implies (iii).
Since the graph of a continuous map f : NN −→ X is a closed subset of

NN ×X with projection A, (iii) implies (iv).
By 2.6.5, every uncountable Polish space Y contains a homeomorph of

NN, which is necessarily a Gδ set in Y . Therefore, (iv) implies (v).
(i) trivially follows from (v).
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Proposition 4.1.2 (i) The pointclass Σ1
1 is closed under countable

unions, countable intersections and Borel preimages. Consequently,
Π1

1 is closed under these operations.

(ii) The pointclass Σ1
1 is closed under projection ∃Y , and Π1

1 is closed
under coprojection ∀Y for all Polish Y .

Proof. We first prove (i).
Closure under Borel preimages: Let X and Z be Polish spaces,

A ⊆ X analytic, and f : Z −→ X a Borel map. Choose a Borel subset B
of X ×X whose projection is A. Let

C = {(z, x) ∈ Z ×X : (f(z), x) ∈ B}.
The set C is Borel, and πX(C) = f−1(A). So f−1(A) is analytic.
Closure under countable unions and countable intersections:

Let A0, A1, A2, . . . be analytic subsets of X. By 4.1.1, there are Borel
subsets B0, B1, B2, . . . of X × NN whose projections are A0, A1, A2, . . . re-
spectively. Take

C = {(x, α) ∈ X × NN : (x, α∗) ∈ Bα(0)}
and

D = {(x, α) ∈ X × NN : (x, fi(α)) ∈ Bi for every i},
where α∗(i) = α(i + 1) and (f0, f1, f2, . . .) : NN −→ (NN)N is a continuous
surjection. Note that the map α −→ α∗ is also continuous. Hence, the sets
C and D are Borel with projections

⋃
iAi and

⋂
iAi respectively. We have

shown thatΣ1
1 is closed under countable unions and countable intersections.

The closure properties of Π1
1 follow.

(ii) is trivially seen from the identity ( ) and the fact that the product
of two Polish spaces is Polish.

Exercise 4.1.3 Let B ⊆ X be analytic (in particular Borel) and f : B −→
Y a Borel map. Show that f(B) is analytic.

Is there an analytic set that is not Borel? Recall that in Chapter 3 we
used universal sets to show that for any uncountable Polish space X and
for any 1 ≤ α < ω1, Σ0

α(X) �= Π0
α(X). We follow the same ideas to show

that there are analytic sets that are not Borel.

Theorem 4.1.4 For every Polish space X, there is an analytic set U ⊆
NN × X such that A ⊆ X is analytic if and only if A = Uα for some α;
i.e., U is universal for Σ1

1(X).

Proof. Let C ⊆ NN × (X ×NN) be a universal closed set. The existence
of such a set is shown in 3.6.6. Let

U = {(α, x) ∈ NN ×X : (α, x, β) ∈ C for some β}.
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As U = ∃NN

C, it follows that U ∈ Σ1
1. Let A ⊆ X be Σ1

1. Choose a closed
set F ⊆ X × NN whose projection is A (4.1.1). Let α ∈ NN be such that
F = Cα. Then A = Uα.

Theorem 4.1.5 Let X be an uncountable Polish space.

(i) There is an analytic set U ⊆ X × X such that for every analytic set
A ⊆ X, there is an x ∈ X with A = Ux.

(ii) There is a subset of X that is analytic but not Borel.

Proof. (i) Since X is uncountable Polish, it contains a homeomorph of
NN, say Y (2.6.5). The set Y is a Gδ set in X (2.2.7). Take U ⊆ Y ×X as
in 4.1.4.
(ii) Let

A = {x ∈ X : (x, x) ∈ U}.
Since Σ1

1 is closed under continuous preimages, A ∈ Σ1
1. We claim that A is

not coanalytic and hence not Borel. Suppose not. Then Ac analytic. Take
an x0 ∈ X such that Ac = Ux0 . Then

x0 ∈ A⇐⇒ (x0, x0) ∈ U ⇐⇒ x0 ∈ Ac.

We have arrived at a contradiction.

Remark 4.1.6 From the Borel isomorphism and the above theorem we
see that every uncountable standard Borel set contains an analytic set that
is not Borel.

Just as we defined analytic and coanalytic sets from Borel sets, we can
continue with sets that are projections of coanalytic sets, complements of
these sets, and so on. More precisely, for each n ≥ 1, we define pointclasses
Σ1
n, Π

1
n, and ∆

1
n by induction on n as follows: Let X be any Polish space.

We have already defined Σ1
1(X),Π

1
1(X), and∆

1
1(X). Let n be any positive

integer. We take

Σ1
n+1(X) = ∃XΠ1

n(X ×X),
Π1
n+1(X) = ¬Σ1

n+1(X),

and
∆1

n+1(X) = Σ1
n+1(X)

⋂
Π1
n+1(X).

Sets thus obtained are called projective sets.

Proposition 4.1.7 Let n be a positive integer.

(i) The pointclasses Σ1
n and Π

1
n are closed under countable unions, count-

able intersections and Borel preimages.
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(ii) ∆1
n is a σ-algebra.

(iii) The pointclass Σ1
n is closed under projections ∃Y , and Π1

n is closed
under coprojections ∀Y , Y Polish.

Proof. Clearly, (ii) follows from (i). So, we prove (i) and (iii) only. We
proceed by induction on n. Let n > 1 and Π1

n−1 and Σ1
n−1 have all the

closure properties stated in (i) and (iii). The arguments contained in the
proof of 4.1.2 show that Σ1

n also has the stated closure properties. Since
Π1
n = ¬Σ1

n, the remaining part of the result follows.

Exercise 4.1.8 Let B ⊆ X be Σ1
n and f : B −→ Y a Borel map. Show

that f(B) ∈ Σ1
n.

Proposition 4.1.9 For every n ≥ 1,

Σ1
n

⋃
Π1
n ⊆∆1

n+1.

Thus we have the following diagram, in which any pointclass is contained
in every pointclass to the right of it:

Σ1
1 Σ1

2 Σ1
3 · · ·

∆1
1 ∆1

2 ∆1
3 · · ·

Π1
1 Π1

2 Π1
3 · · ·

(The Hierarchy of Projective Sets)

Proof. We prove the result by induction on n. Let X be a Polish space
and A ⊆ X analytic. As ∆1

1 ⊆ Π1
1, it follows that Σ

1
1 ⊆ Σ1

2. Since Σ
1
1 is

closed under continuous preimages, the set C = A×X is analytic. Since

A = ∀XC,

A is in Π1
2. Hence A ∈ ∆1

2. The rest of the result now follows fairly easily
by induction.

Lemma 4.1.10 Let n ≥ 1, Γ either Σ1
n or Π1

n, and X a Polish space.
There is a U ⊆ NN×X in Γ such that A ⊆ X is in Γ if and only if A = Uα
for some α; i.e., U is universal for Γ(X).

Proof. The result is proved by induction. Suppose U ⊆ NN × X is
universal for Σ1

1(X). Then U c is universal for Π1
1(X). Let C ⊆ NN × (X ×

NN) be universal forΠ1
n(X×NN). As in 4.1.4, we see that ∃NN

C is universal
for Σ1

n+1(X), and its complement is universal for Π
1
n+1(X).

Theorem 4.1.11 Let X be an uncountable Polish space and n ≥ 1.



132 4. Analytic and Coanalytic Sets

(i) There is a set U ∈ Σ1
n(X ×X) such that for every A ∈ Σ1

n(X), there
is an x with A = Ux.

(ii) There is a subset of X that is in Σ1
n(X) but not in Π1

n(X).

Proof. The result is proved in exactly the same way as 4.1.5.

Exercise 4.1.12 Show that for any Polish space X and for any n ≥ 1,
there is no set U ∈∆1

n(X ×X) that is universal for ∆1
n(X).

We shall not be much interested in higher projective classes, as they are
not of much importance to the theory of Borel sets. Further, regularity
properties of projective sets, e.g., questions regarding their cardinalities,
measurability, etc., cannot be established without further set-theoretic as-
sumptions. This is beyond the scope of these notes.
The next result gives a very useful connection between the Souslin oper-

ation and analytic sets.

Theorem 4.1.13 Let X be a Polish space, d a compatible complete metric
on X, and A ⊆ X. The following statements are equivalent.

(i) A is analytic.

(ii) There is a regular system {Fs : s ∈ N<N} of closed subsets of X such
that for every α ∈ NN diameter(Fα|n)→ 0 and A = A({Fs}).

(iii) There is a system {Fs : s ∈ N<N} of closed subsets of X such that
A = A({Fs}).

Proof. (ii) implies (iii) is obvious.
(iii) =⇒ (i): Let {Fs} be a system of closed sets in X such that

A = A({Fs});

i.e.,
x ∈ A⇐⇒ ∃α∀n(x ∈ Fα|n).

Let
C = {(x, α) ∈ X × NN : ∀n(x ∈ Fα|n)}.

As
C =

⋂
n

⋃
{s:|s|=n}

(Fs × Σ(s)),

C is closed. Since A is the projection of C, it is analytic.
(i) =⇒ (ii): Let A ⊆ X be analytic. By 4.1.1, there is a continuous map

f : NN −→ X whose range is A. Take

Fs = cl(f(Σ(s))).
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Clearly, the system of closed sets {Fs : s ∈ N<N} is regular. Since f is
continuous, diameter(Fα|n) converges to 0 as n→∞.
Let x = f(α) ∈ A. Then for all n, x ∈ Fα|n. Thus A ⊆ A({Fs}).
To show the reverse inclusion, take any x ∈ A({Fs}). Let

x ∈ Fα|n = cl(f(Σ(α|n)))
for all n. Choose αn ∈ Σ(α|n) such that d(x, f(αn)) < 2−n. So, f(αn)→ x.
Since αn → α and f is continuous, f(αn) → f(α). Hence, x ∈ A, and the
result follows.

Theorem 4.1.14 The pointclass Σ1
1 is closed under the Souslin operation.

Proof. By 1.13.1, the Souslin operation is idempotent; i.e., for any family
F of sets A(A(F)) = A(F). Since Σ1

1 = A(F), where F is the family of
closed sets, the result follows.

Remark 4.1.15 Since there are analytic sets that are not coanalytic, Π1
1

is not closed under the Souslin operation.

Exercise 4.1.16 Let X be an uncountable Polish space and n ≥ 2. Show
that Σ1

n, Π
1
n, and ∆

1
n are closed under the Souslin operation.

Remark 4.1.17 For every Polish space X, there is a pair of analytic sets
U0, U1 ⊆ NN × X such that for any pair A0, A1 of analytic subsets of X
there is an α satisfying Ai = (Ui)α, i = 0, 1. To show the existence of such
a pair, fix an analytic set U ⊆ NN ×X universal for analytic subsets of X.
Let f(α) = (α0, α1) be a homeomorphism from NN onto NN × NN. Take

Ui = {(α, x) ∈ NN ×X : (αi, x) ∈ U}.
Since (NN)N and NN are also homeomorphic, we can say more. There exists
a sequence U0, U1, U2, . . . of analytic subsets of NN ×X such that for any
sequence A0, A1, A2, . . . of analytic subsets of X, there is an α ∈ NN with
(Ui)α = Ai for all i.

Exercise 4.1.18 Let X be an uncountable Polish space.

(i) Show that there is a sequence (Un) of analytic subsets of X ×X such
that for every sequence (An) of analytic subsets of X there is an
x ∈ X with An = (Un)x for all n.

(ii) Show that there is a set U ∈ A(Π1
1(N

N×X)) universal for A(Π1
1(X)).

Exercise 4.1.19 Show that for any uncountable Polish space X,
σ(Σ1

1(X)) is not closed under the Souslin operation.

In 2.2.13, we proved that a subset of NN × NN is closed if and only if it
is the body of a tree T on N × N. This gives us the following connection
between trees and coanalytic sets, which will be used often in the sequel.
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Proposition 4.1.20 Let A ⊆ NN. The following statements are equivalent.

(i) A is coanalytic.

(ii) There is a tree T on N× N such that

α ∈ A ⇐⇒ T [α] is well-founded
⇐⇒ T [α] is well-ordered with respect to ≤KB .

Proof. Let A ⊆ NN be a coanalytic set. Then Ac is analytic. Let C be a
closed set in NN×NN such that π1(C) = Ac, where π1 : NN×NN −→ NN is
the projection onto the first coordinate space. The existence of such a set
follows from 4.1.1. By 2.2.13, there is a tree T on N×N such that [T ] = C.
Now note that

α ∈ Ac ⇐⇒ ∃β((α, β) ∈ [T ])
⇐⇒ ∃β(β ∈ [T (α)])
⇐⇒ T [α] is not well-founded

Thus (ii) follows from (i).
(ii) =⇒ (i): Let A ⊆ NN satisfy (ii). Then Ac is the projection of [T ], and

so A is coanalytic.
We close this section by giving a beautiful application of the Borel iso-

morphism theorem.

Example 4.1.21 Let g : R× R −→ R be a Borel function. Define

f(x) = sup
y

g(x, y), x ∈ X.

Assume that f(x) <∞ for all x. The function f need not be Borel. To see
this, take an analytic set A ⊆ R that is not Borel. Suppose B ⊆ R × R is
a Borel set whose projection is A. Take g = χB .

It is interesting to note that we can characterize functions f : R −→ R

of the form f(x) = supy g(x, y), g Borel. Call a function f : R −→ R an
A-function if {x : f(x) > t} is analytic for every real number t.
Let f(x) = supy g(x, y), g : R × R −→ R Borel. (Assume f(x) < ∞.)

Then for every real t,

f(x) > t⇐⇒ (∃y ∈ R)(g(x, y) > t).

So, f is an A-function. Further, f dominates a Borel function. (A function
u : E −→ R is said to dominate v : E −→ R if v(e) ≤ u(e) for all e ∈ E.)
We show that the converse is true.

Proposition 4.1.22 (H. Sarbadhikari [99]) For every A-function f :
R −→ R dominating a Borel function there is a Borel g : R × R −→ R

such that f(x) = supy g(x, y).
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Proof. Let v : R −→ R be a Borel function such that v(x) ≤ f(x) for all
x. For n ∈ Z, let

Bn = {x ∈ R : n ≤ v(x) < n+ 1}.
Fix an enumeration {rm : m ∈ N} of the set of all rational numbers. Let

A = {(x, y) : f(x) > y}.
Since

A =
⋃
m

{(x, y) ∈ R× R : f(x) > rm > y}

and f is an A-function, A is analytic. By 4.1.1, there is a Borel set B ⊆
(R× R)× R whose projection is A. Define h : R3 −→ R by

h(x, y, z) =
{

y if (x, y, z) ∈ B,
n if x ∈ Bn & (x, y, z) ∈ R3 \B.

The function h is Borel, and

f(x) = sup
(y,z)

h(x, y, z).

Let u : R −→ R2 be a Borel isomorphism. Such a map exists by the Borel
isomorphism theorem. Define g by

g(x, y) = h(x, u(y)).

Remark 4.1.23 Later (4.11.6) we shall give an example of an A-function
f : R −→ R that does not dominate a Borel function.

4.2 Σ1
1 and Π1

1 Complete Sets

In this section we present a commonly used method to show that a set is
analytic or coanalytic but not Borel. Most often if a set is, say, Σ1

1, then it
has a suitable description to show that it is so. However, showing that it is
not Borel (say) is generally hard.
Let X be a Polish space and A ⊆ X. We say that A is Σ1

1-complete if A
is analytic and for every Polish space Y and every analytic B ⊆ Y , there is
a Borel map f : Y −→ X such that f−1(A) = B. Since there are analytic
sets that are not Borel, and since the class of Borel sets is closed under
Borel preimages, no Σ1

1-complete set is Borel. This gives us a technique
to show that an analytic set is non-Borel: We simply show that the set
under consideration is Σ1

1-complete. It may appear that we have made the
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problem more difficult. This is not the case. It has been shown that the
statement “every analytic non-Borel set is Σ1

1-complete” is consistent with
ZFC. Further, whether it is possible to prove the existence of such a set in
ZFC is still open.
Let X, Y be Polish spaces and A ⊆ X, B ⊆ Y . We say that A is Borel

reducible to B if there is a Borel map f : X −→ Y such that f−1(B) = A.
Note that if an analytic set A is Borel reducible to B and A is aΣ1

1-complete
set, then B is Σ1

1-complete. We define Π
1
1-complete sets analogously. All

the above remarks clearly hold for Π1
1-complete sets.

We now give a few illustrations of our method.

Example 4.2.1 We identify a tree T on N with its characteristic function
χT ∈ 2N<N

. So, we put

Tr = {T ∈ 2N<N

: T is a tree on N}.

Note that for any T ∈ 2N<N

,

T ∈ Tr ⇐⇒ (∀s ∈ N<N)(∀t ∈ N<N)(s ∈ T & t ≺ s =⇒ t ∈ T ).

Hence, Tr is a Gδ set in 2N<N

, where 2N<N

is equipped with the product of
discrete topologies on 2 = {0, 1}, and hence is a Polish space. Let

WF = {T ∈ Tr : T is well-founded}.
We show that WF is Π1

1-complete.
Observe that

T ∈WF ⇐⇒ T ∈ Tr & ∀β∃n(T (β|n) = 0).

Therefore, WF = ∀NN

E, where

E = {(T, β) ∈ 2N<N × NN : T ∈ Tr & ∃n(T (β|n) = 0)}.
It is quite easy to see that the set E is Borel. Hence, WF is coanalytic.
Now take any coanalytic set C in NN. By 4.1.20, there is a tree T on

N× N such that
α ∈ C ⇐⇒ T [α] is well-founded.

Define f : NN −→ Tr by
f(α) = T [α],

the section of T at α. The map f is continuous: Take any s ∈ N<N and
note that

f(α)(s) = 1⇐⇒ T (α||s|, s) = 1.
Thus πs ◦ f is continuous for all s, and so f is continuous.
As C = f−1(WF ), by the Borel isomorphism theorem it follows that

WF is Π1
1-complete.



4.2 Σ1
1 and Π1

1 Complete Sets 137

Example 4.2.2 We identify binary relations on N with points of 2N×N. As
before, we equip 2N×N with the product of discrete topologies on 2 = {0, 1}.
Let

LO = {α ∈ 2N×N : α is a linear order}.
It is easy to check that LO is Borel. Define

WO = {α ∈ 2N×N : α is a well-order}.

Arguing as in 4.2.1, we see that WO is coanalytic. We now show that
WO is Π1

1-complete. It is sufficient to show that there is a continuous map
R : Tr −→ 2N×N such that WF = R−1(WO).
Fix a bijection u : N −→ N<N. To each T ∈ Tr, associate a binary

relation R(T ) on N as follows:

k R(T ) l ⇐⇒ (u(k), u(l) �∈ T & k ≤ l)
∨(u(k) ∈ T & u(l) �∈ T )
∨(u(k), u(l) ∈ T & u(k) ≤KB u(l))

It is easy to check that T −→ R(T ) is a continuous map from Tr to
2N×N. Since a tree T on N is well-founded if and only if ≤KB is a well-order
on T (1.10.10.), WF = R−1(WO).

Exercise 4.2.3 Let

N = {α ∈ NN : α(i) > 0 for infinitely many i}.

Show the following

(i) N is Polish.

(ii) The set
IF ∗ = {K ∈ K(NN) : N

⋂
K �= ∅}

is Σ1
1-complete.

Exercise 4.2.4 Show that the set

{K ∈ K(R) : K ⊆ Q}

is Π1
1-complete, where K(R) is the space of all compact subsets of R

equipped with the Vietoris topology.

Proposition 4.2.5 Let X be an uncountable Polish space. Then

U(X) = {K ∈ K(X) : K is uncountable}

is Σ1
1-complete.
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Proof. We first show that U(X) ∈ Σ1
1. Let P (X) denote the set of all

nonempty perfect subsets of X. Then P (X) is Borel in K(X). To see this,
take a countable base (Vn) for X. We have

K is perfect ⇐⇒ ∀n(K ⋂
Vn �= ∅

=⇒ ∃k∃l(Vk, Vl ⊆ Vn
& Vk

⋂
Vl = ∅ & K

⋂
Vk,K

⋂
Vl �= ∅)).

So,
P (X) =

⋂
n

[Ac
n

⋃ ⋃
(k,l)∈Sn

(Ak

⋂
Al)],

where
An = {K ∈ K(X) : K

⋂
Vn �= ∅}

and
Sn = {(k, l) : Vk ⊆ Vn & Vl ⊆ Vn & Vk

⋂
Vl = ∅}.

Hence, P (X) is Borel. Let K ∈ K(X). By 2.6.3,

K is uncountable⇐⇒ (∃P ∈ K(X))(P ∈ P (X) & P ⊆ K).

By 2.4.11, the set

{(K,L) ∈ K(X)×K(X) : K ⊆ L}
is closed. Hence, U(X) ∈ Σ1

1.
It remains to show that U(X) is Σ1

1-complete. Since every uncountable
Polish space contains a Gδ set homeomorphic to NN, it is sufficient to prove
the result for X = NN. Let N be as in 4.2.3. Define f : NN −→ K(NN) by

f(α) = {β ∈ NN : β ≤ α pointwise}.
Then f is continuous. Further,

α ∈ N ⇐⇒ f(α) is uncountable.

Now consider the map g : K(K(NN)) −→ K(NN) defined by

g(K) =
⋃
K, K ∈ K(K(NN)).

The map g is continuous (2.4.11). Define

h(K) = g(f(K)), K ∈ K(NN).

The map h is continuous, and

IF ∗ = h−1({K ∈ K(NN) : K is uncountable}).
The result follows from 4.2.3.



4.2 Σ1
1 and Π1

1 Complete Sets 139

Corollary 4.2.6 Let X be an uncountable Polish space. Then

{K ∈ K(X) : K is countable}
is Π1

1-complete.

Proposition 4.2.7 (Mazurkiewicz) The set DIFF of everywhere differ-
entiable functions f : [0, 1] −→ R is Π1

1-complete. In particular, it is a
coanalytic, non-Borel subset of C[0, 1].

Proof.We know that the map (f, x) −→ f(x) is continuous on C[0, 1]×
X. From this it easily follows that DIFF is Π1

1. We now show that WF
is Borel reducible to DIFF . This will complete the proof.
Let s −→ 〈s〉 be a bijection from N<N onto N. For each s ∈ N<N, define

an open interval Js ⊆ [0, 1] and a nonempty closed interval Ks satisfying
the following conditions.

(i) Ks and Js are concentric.

(ii) |Ks| ≤ 2−〈s〉(|Js| − |Ks|).
(iii) Jsˆn ⊆ K

(L)
s , where K(L)

s is the left half of Ks.

(iv) Jsˆn
⋂
Jsˆm = ∅, if n �= m.

Let K(R)
s denote the right half of Ks. So the K

(R)
s ’s are pairwise disjoint.

Also, for every α ∈ NN,
⋂
k Jα|k =

⋂
kKα|k =

⋂
kK

(L)
α|k is a sigleton. For

any tree T on N, set
GT =

⋃
α∈[T ]

⋂
k

Jα|k.

Clearly,
T ∈WF ⇐⇒ GT = ∅. (∗)

Further,
GT =

⋃
α∈[T ]

⋂
k

K
(L)
α|k =

⋂
k

⋃
s∈T

⋂
Nk

Js.

For each closed interval I = [a, b] ⊆ [0, 1], let ϕI : [0, 1] −→ [0, |I|] be a
function in DIFF that is positive precisely on (a, b), and ϕI(a+b2 ) = b− a.
Let T be a tree on N and x ∈ [0, 1]. Define

FT (x) =
∑
s∈T

ϕ
K

(R)
s
(x).

Since 0 ≤ ϕ
K

(R)
s
(x) ≤ |K(R)

s | ≤ 2−〈s〉, FT is a continuous function.
T −→ FT is a continuous map from Tr to C[0, 1]: Let S and T be two

trees on N such that

T
⋂
{s ∈ Tr : 〈s〉 < N} = S

⋂
{s ∈ Tr : 〈s〉 < N}.
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Then, for any x ∈ [0, 1],

|FT (x)− FS(x)| ≤
∑

〈s〉≥N
(ϕKR

S
(x)− ϕKR

T
(x)) ≤ 2−N .

Hence, T −→ FT is continuous.
Our proof will be complete if we show that

T ∈WF ⇐⇒ FT ∈ DIFF.

By (∗) it is sufficient to show that for every x ∈ [0, 1],

x �∈ GT ⇐⇒ FT is not differentiable at x.

Let x ∈ GT . Choose α ∈ [T ] such that x ∈ K
(L)
α|k for every k. Let

lk = |Kα|k|, and let ck be the midpoint of K(R)
α|k . Since x �∈ K

(R)
s for any s,

FT (x) = 0. Also FT (ck+ lk/4) = 0. So
FT (ck+lk/4)−FT (x)

ck+lk/4−x = 0. On the other

hand, |FT (ck)−FT (x)
ck−x | = |FT (ck)

ck−x | ≥ 2
3 . Since ck, ck + lk → x, it follows that

f is not differentiable at x.
Now assume that x �∈ GT . Then there exists a positive integer N such

that for no s ∈ T with 〈s〉 ≥ N , x ∈ Js. Let s ∈ T with 〈s〉 ≥ N . Then for
any h �= 0,

|
ϕ

K
(R)
s

(x+h)−ϕ
K

(R)
s

(x)

h | =
ϕ

K
(R)
s

(x+h)

h

≤ |K(R)
s |

|Js|−|Ks|
≤ 2−〈s〉.

For any n ≥ N , set

Fn
T (x) =

∑
s∈T,〈s〉≤n

ϕ
K

(R)
s
(x).

We have

FT (x+ h)− FT (x)
h

− Fn
T (x+ h)− Fn

T (x)
h

≤ 2−n.

Since Fn
T is differentiable at x, it follows that

lim sup
h→0

FT (x+ h)− FT (x)
h

− lim inf
h→0

FT (x+ h)− FT (x)
h

≤ 2−n+1.

Letting n→∞, we see that FT is differentiable at x.
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4.3 Regularity Properties

In this section we show that analytic sets have nice structural properties;
e.g., they are measurable with respect to all finite measures, they have the
Baire property, and they satisfy the continuum hypothesis. We also discuss
the possible cardinalities of coanalytic sets. These are very useful facts, and
subsequently we give several applications of these.
In 3.5.22, we proved that if (X,B, µ) is a complete σ-finite measure space,

then B is closed under the Souslin operation. We also proved that the σ-
algebra of sets with the Baire property is closed under the Souslin operation.
Using these and 4.1.14, we get the following two theorems.

Theorem 4.3.1 Let µ be a σ-finite measure on (X,BX), X Polish. Then
every analytic subset of X is µ-measurable.

Theorem 4.3.2 Every analytic subset of a Polish space has the Baire
property .

Exercise 4.3.3 Let X be an uncountable Polish space and B either the
σ-algebra of subsets of X having the Baire property or the completion
BXµ

, where µ is a continuous probability on BX . Show that no σ-algebra
A satisfying

σ(Σ1
1) ⊆ A ⊆ B

is countably generated.

As mentioned earlier, we shall give several applications of these results in
the sequel. At present we use it to give a solution to a problem of Ulam[121].
Recall that in Chapter 3 we considered the following problem: Is

P(R)
⊗

P(R) = P(R× R)?

We showed that under CH the answer to this question is yes. In the same
spirit, Ulam[121] asked the following question: Is

σ(Σ1
1(R))

⊗
σ(Σ1

1(R)) = σ(Σ1
1(R× R))?

The answer to this question is no.

Theorem 4.3.4 (B. V. Rao[95]) Let X be an uncountable Polish space
and U ⊆ X ×X universal analytic. Then

U �∈ P(X)
⊗

B,

where B is as in 4.3.3.

Proof. Suppose U ∈ P(X)⊗B. We shall get a contradiction. From
3.1.7, there are C0, C1, C2, . . . ⊆ X and D0, D1, D2, . . . in B such that
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U ∈ σ({Ci × Di : i ∈ N}). Let Y be an uncountable Borel subset of X
such that each Di

⋂
Y is Borel. In particular, every section (U

⋂
(X×Y ))x,

x ∈ X, is Borel. Let E be an analytic non-Borel set contained in Y . Since
U is universal,

E = Ux0 = (U
⋂
(X × Y ))x0

for some x0 ∈ X. We have arrived at a contradiction.
Next we show that analytic sets satisfy the continuum hypothesis.

Theorem 4.3.5 Every uncountable analytic set contains a homeomorph
of the Cantor set and hence is of cardinality c.

Proof. Let X be a Polish space and f : NN −→ X a continuous map
whose range is uncountable. We first show that there is a Cantor scheme
{Fs : s ∈ 2<N} of closed subsets of NN such that whenever |s| = |t| and
s �= t, f(Fs)

⋂
f(Ft) = ∅.

Since the range of f is uncountable, we get an uncountable Z ⊆ NN such
that f |Z is one-to-one. By the Cantor – Bendixson theorem (2.6.2), we can
further assume that Z is dense-in-itself. Take a compatible complete metric
d < 1 on NN. We define a system {Us : s ∈ 2<N} of nonempty open subsets
of NN satisfying the following conditions:

(i) diameter(Us) < 2−|s|;

(ii) Us
⋂
Z �= ∅;

(iii) cl(Usˆε) ⊆ Us, ε = 0, 1; and

(iv) whenever |s| = |t| and s �= t, f(cl(Us))
⋂
f(cl(Ut)) = ∅. In particular,

cl(Us)
⋂
cl(Ut) = ∅.

We define such a system by induction on |s|. Take Ue = X. Suppose Us
has been defined for some s. Since Z is dense-in-itself and Us open, Us

⋂
Z

has at least two distinct points, say x0, x1. Then f(x0) �= f(x1). Let W0
andW1 be disjoint open sets containing f(x0) and f(x1) respectively. Since
f is continuous, there are open sets Usˆ0 and Usˆ1 satisfying the following
conditions:

(a) xε ∈ Usˆε ⊆ cl(Usˆε) ⊆ Us, ε = 0 or 1;

(b) diameter(Usˆε) < 1
2|s|+1 ; and

(c) f(cl(Usˆε)) ⊆Wε, ε = 0 or 1.

(d) In particular, f(cl(Usˆ0))
⋂
f(cl(Usˆ1)) = ∅.

Put Fs = cl(Us). Let C = A({Fs}). Then C is homeomorphic to the
Cantor set, and f |C, being one-to-one and continuous, is an embedding.
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Remark 4.3.6 The above proof shows more: Let X, Y be Polish spaces
and f : X −→ Y a continuous map with range uncountable. Then there is
a homeomorph of the Cantor set C ⊆ X such that f |C is one-to-one.

We now give some consequences of 4.3.5 (and 4.3.6).

Proposition 4.3.7 Let X be a Polish space and A ⊆ X. The following
statements are equivalent.

(i) A is analytic.

(ii) There is a closed set C ⊆ X × NN such that

A = {x ∈ X : Cx is uncountable}.

(iii) There is a Polish space Y and an analytic set B ⊆ X × Y such that

A = {x ∈ X : Bx is uncountable}.

Proof. (i) =⇒ (ii): Let f : NN −→ X be a continuous map with range A
and π1 : NN × NN −→ NN the projection map. Note that π1 is continuous
and π−1

1 (α) uncountable for all α. Since NN × NN is homeomorphic to NN,
this shows that there is a continuous map h : NN −→ NN such that h−1(α)
is uncountable for all α. Take C = graph(f ◦ h).
(iii) is a special case of (ii).
(iii) =⇒ (i): By (4.3.6), we have the following: Let P , Q be Polish spaces

and f : P −→ Q a continuous map. The range of f is uncountable if and
only if there is a countable dense-in-itself subset Z of P such that f |Z is
one-to-one.
Note also that the set

D = {(xn) ∈ (NN)N : {xn : n ∈ N} is dense-in-itself}

is a Gδ set in (NN)N.
Now let X, Y and B be as in (iii). Let f : NN −→ X×Y be a continuous

map with range B. By (a),

Bx is uncountable ⇐⇒ (∃(zn) ∈ D)(∀i∀j(i �= j =⇒ f(zi) �= f(zj)),
&∀k(πX(f(zk)) = x)),

where πX : X × Y −→ X is the projection map. The result follows from
(b).
We know that if X is a separable metric space, Y a metrizable space,

and f : X −→ Y a continuous map, then f(X) is separable. Using 4.3.5,
we now show that this result is true even for Borel f when X is analytic.
The beautiful proof given below is due to S. Simpson.
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Theorem 4.3.8 (S. Simpson [79]) Let X be an analytic subset of a Polish
space, Y a metrizable space, and f : X −→ Y a Borel map. Then f(X) is
separable.

Proof. Without any loss of generality, we assume that X is Polish and
Y = f(X). Suppose Y is not separable. Then there is an uncountable
closed discrete subspace Z of Y . As |X| = c, |Y | ≤ c, and hence |Z| ≤ c.
Let X ′ = f−1(Z). Note that X ′ is Borel. Now take any A ⊆ R of the same
cardinality as Z that does not contain any uncountable closed set. We have
proved the existence of such a set in 3.2.8. Let g be any one-to-one map
from Z onto A. Since Z is discrete, g is continuous. Clearly, g ◦ f is Borel.
As A = g(f(X ′)), A is an uncountable analytic set not containing a perfect
set. This contradicts 4.3.5.

Corollary 4.3.9 Every Borel homomorphism ϕ : G −→ H from a com-
pletely metrizable group G to a metrizable group H is continuous.

Proof. Let (gn) be a sequence in G converging to g. Replacing G by the
closed subgroup generated by {gn : n ∈ N}, we assume that G is Polish.
By 4.3.8, ϕ(G) is separable. The result follows from 3.5.9.
As another application of 4.3.8, we give a partial answer to a question

raised by A. H. Stone [120]: Let X, Y be metrizable spaces and f : X −→ Y
a Borel map. Is there an ordinal α < ω1 such that f is of class α? The
answer to this question is clearly yes if Y is second countable. By 4.3.8, Y
is separable if X is analytic. So, Stone’s question has a positive answer if
X is analytic. This problem is open even for coanalytic X!
Finally, we apply 4.3.5 to give a partial solution to a well-known problem

in set theory. A set A of reals has strong measure zero if for every
sequence (an) of positive real numbers, there exists a sequence (In) of open
intervals such that |In| ≤ an and A ⊆ ⋃

n In.

Proposition 4.3.10 (i) Every countable set of reals has strong measure
zero.

(ii) Every strong measure zero set is of (Lebesgue) measure zero.

(iii) The family of all strong measure zero sets forms a σ-ideal.

Proof. (i) and (ii) are immediate consequences of the definition. We
prove (iii) now. Let (An) be a sequence of strong measure zero sets. Take
any sequence (an) of positive real numbers. Choose pairwise disjoint infinite
subsets I0, I1, I2, . . . of N whose union is N. For each n choose open intervals
Inm, m ∈ In, such that |Inm| ≤ am and An ⊆

⋃
m∈In

Inm. Note that⋃
n

An ⊆
⋃
n∈N

⋃
m∈In

Inm.

The proof of (iii) is clearly seen now.
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Here is another simple but useful fact about strong measure zero sets.

Proposition 4.3.11 Let A ⊆ [0, 1] be a strong measure zero set and f :
[0, 1] −→ R a continuous map. Then the set f(A) has strong measure zero.

Proof. Let (an) be any sequence of positive real numbers. We have to
show that there exist open intervals Jn, n ∈ N, such that |Jn| ≤ an and
f(A) ⊆ ⋃

n Jn. Since f is uniformly continuous, for each n there is a positive
real number bn such that whenever X ⊆ [0, 1] is of diameter at most bn,
the diameter of f(X) is at most an. Since A has strong measure zero, there
are open intervals In, n ∈ N, such that |In| ≤ bn and A ⊆ ⋃

n In. Take
Jn = f(In).
Here are some interesting questions on strong measure zero sets. Is there

an uncountable set of reals that is not a strong measure zero set? Do all
measure zero sets have strong measure zero? We consider the second ques-
tion first.

Example 4.3.12 It is easy to see that there is no sequence (In) of open
intervals such that the length of In is at most 3−(n+1) and (In) cover the
Cantor ternary set C. Hence, C is not a strong measure zero set. It follows
that not all measure zero sets have strong measure zero.

From 4.3.12 and 4.3.11 we get the following interesting result.

Proposition 4.3.13 No set of reals containing a perfect set has strong
measure zero.

The Borel conjecture [20]: No uncountable set of reals is a strong
measure zero set.
From 4.3.13 and 4.3.5, we now have the following.

Proposition 4.3.14 No uncountable analytic A ⊆ R has strong measure
zero.

Thus, no analytic set can be a counterexample to the Borel conjecture. It
has been shown that the Borel conjecture is independent of ZFC. The proof
of this is obviously beyond the scope of this book. We refer the interested
reader to [9]. Here, under the continuum hypothesis, we give an example
of an uncountable strong measure zero set.

Exercise 4.3.15 (i) Show that there is a set A of reals of cardinality c
such that A

⋂
C is countable for every closed, nowhere dense set.

(Such a set A is called a Lusin set.)

(ii) Show that every Lusin set is a strong measure zero set.

Does CH hold for coanalytic sets? This cannot be decided in ZFC.
However, in ZFC we can say something about the cardinalities of coanalytic
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sets—a coanalytic set is either countable or is of cardinality ℵ1 or c. We
prove these facts now.
Let T be a well-founded tree on N. Recall the definition of the rank

function ρT : T −→ ON given in Chapter 1:

ρT (u) = sup{ρT (v) + 1 : u ≺ v, v ∈ T}, u ∈ T.

(We take sup(∅) = 0.) Note that ρT (u) = 0 if u is terminal in T .
We extend this notion for ill-founded trees too. Let T be an ill-founded

tree and s ∈ N<N. Define

ρT (s) =



0 if s �∈ T ,
ρTs(e) if s ∈ T & Ts is well-founded,
ω1 otherwise.

Note that T is well-founded if and only if ρT (e) < ω1.

Lemma 4.3.16 Let T be a tree on N×N and ξ < ω1. For every s ∈ N<N,

Cξ
s = {α ∈ NN : ρT [α](s) ≤ ξ}

is Borel.

Proof. We prove the result by induction on ξ. Note that

C0
s = {α ∈ NN : ∀i((α|(|s|+ 1), sˆi) �∈ T )}.

So, C0
s is Borel (in fact closed) for all s. Since for any countable ordinal

ξ > 0,
Cξ
s =

⋂
i

⋃
η<ξ

Cη
sˆi,

the proof is easily completed by transfinite induction.

Theorem 4.3.17 Every coanalytic set is a union of ℵ1 Borel sets.

Proof. Let X be Polish and C ⊆ X coanalytic. By the Borel isomor-
phism theorem (3.3.13), without any loss of generality we may assume that
X = NN. By 4.1.20, there is a tree T on N× N such that

α ∈ C ⇐⇒ T [α] is well-founded.

So,
α ∈ C ⇐⇒ ρT [α](e) < ω1.

Therefore,
C =

⋃
ξ<ω1

Cξ
e ,

where the Cξ
e are as in 4.3.16.

The sets Cξ
e , ξ < ω1, defined in the above proof are called the con-

stituents of C. Since CH holds for Borel sets, we now have the following
result.
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Theorem 4.3.18 A coanalytic set is either countable or of cardinality ℵ1
or c.

The following question remains: Does CH hold for coanalytic sets? An-
other related question is, Is there an uncountable coanalytic set that does
not contain a perfect set (equivalently, an uncountable Borel set)? Gödel[45]
showed that in the universe L of constructible sets, which is a model of
ZFC, there is an uncountable coanalytic set that does not contain a perfect
set. (See also [49], p. 529.) On the other hand, under “analytic determi-
nacy” ([53], p. 206) every uncountable coanalytic set contains a perfect
set. Hence under this hypothesis every uncountable coanalytic set is of car-
dinality c. “Analytic determinacy” can be proved from the existence of
large cardinals. Thus, the statement “there is an uncountable coanalytic
set not containing a perfect set” cannot be decided in ZFC. Any further
discussion on this topic is beyond the scope of these notes.

4.4 The First Separation Theorem

The separartion theorems and the dual results—the reduction theorems—
are among the most important results on analytic and coanalytic sets, with
far-reaching consequences on Borel sets.

Theorem 4.4.1 (The first separation theorem for analytic sets) Let A
and B be disjoint analytic subsets of a Polish space X. Then there is a
Borel set C such that

A ⊆ C and B
⋂

C = ∅. (∗)

(If ( ) is satisfied, we say that C separates A from B.)
The proof of this theorem is based on the following combinatorial lemma.

Lemma 4.4.2 Suppose E =
⋃
nEn cannot be separated from F =

⋃
m Fm

by a Borel set. Then there exist m, n such that En cannot be separated
from Fm by a Borel set.

Proof. Suppose for every m,n there is a Borel set Cmn such that

En ⊆ Cmn and Fm
⋂

Cmn = ∅.

It is fairly easy to check that the Borel set

C =
⋃
n

⋂
m

Cmn

separates E from F .



148 4. Analytic and Coanalytic Sets

Proof of 4.4.1. Let A and B be two disjoint analytic subsets of X.
Suppose there is no Borel set C such that

A ⊆ C and B
⋂

C = ∅.

We shall get a contradiction. Let f : NN −→ A and g : NN −→ B be
continuous surjections. We shall get α, β ∈ NN such that f(Σ(α|n)) cannot
be separated from g(Σ(β|n)) by a Borel set for any n ∈ N.
We first complete the proof assuming that α, β satisfying the above

properties have been defined. Since A and B are disjoint, f(α) �= g(β). Since
f and g are continuous, there exist disjoint open sets U and V containing
f(α) and g(β) respectively. By the continuity of f and g, there exists an n ∈
N such that f(Σ(α|n)) ⊆ U and g(Σ(β|n)) ⊆ V . In particular, f(Σ(α|n))
is separated from g(Σ(β|n)) by a Borel set. This is a contradiction.
Definition of α, β: We proceed by induction.
Since A =

⋃
f(Σ(n)) and B =

⋃
g(Σ(m)), by 4.4.2 there exist α(0)

and β(0) such that f(Σ(α(0))) cannot be separated from g(Σ(β(0))) by a
Borel set. Suppose α(0), α(1), . . . , α(k) and β(0), β(1), . . . , β(k) satisfying
the above conditions have been defined. Since

f(Σ(α(0), α(1), . . . , α(k))) =
⋃
n

f(Σ(α(0), α(1), . . . , α(k), n))

and

g(Σ(β(0), β(1), . . . , β(k))) =
⋃
m

g(Σ(β(0), β(1), . . . , β(k),m)),

by 4.4.2 again we get α(k+1) and β(k+1) with the desired properties.

Theorem 4.4.3 (Souslin) A subset A of a Polish space X is Borel if and
only if it is both analytic and coanalytic; i.e., ∆1

1(X) = BX .
Proof. The “only if” part is trivial. Suppose both A and Ac are analytic.

Since A is the only set separating A from Ac, the “if part” immediately
follows from 4.4.1.

Proposition 4.4.4 Suppose A0, A1, . . . are pairwise disjoint analytic sub-
sets of a Polish space X. Then there exist pairwise disjoint Borel sets
B0, B1, . . . such that Bn ⊇ An for all n.

Proof. By 4.4.1, for each n there is a Borel set Cn such that

An ⊆ Cn and Cn

⋂ ⋃
m�=n

Am = ∅.

Take
Bn = Cn

⋂ ⋂
m�=n

(X \ Cm).
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Theorem 4.4.5 Let E ⊆ X × X be an analytic equivalence relation on
a Polish space X. Suppose A and B are disjoint analytic subsets of X.
Assume that B is invariant with respect to E (i.e., B is a union of E-
equivalence classes). Then there is an E-invariant Borel set C separating
A from B.

Proof. First we note the following. Let D be an analytic subset of X
and D∗ the smallest invariant set containing D. Since

D∗ = πX(E
⋂
(D ×X)),

where πX : X ×X −→ X is the projection to the second coordinate space,
D∗ is analytic.
We show that there is a sequence (An) of invariant analytic sets and a

sequence (Bn) of Borel sets such that

(i) A ⊆ A0,

(ii) An ⊆ Bn ⊆ An+1, and

(iii) B
⋂
Bn = ∅.

Take A0 = A∗. Since B is invariant, A0
⋂
B = ∅. By 4.4.1, let B0 be a

Borel set containing A0 and disjoint from B. Suppose Ai, Bi, 0 ≤ i ≤ n,
satisfying (i), (ii), and iii) have been defined. Put An+1 = B∗

n. Since B is
invariant, An+1

⋂
B = ∅. By 4.4.1, let Bn+1 be a Borel set containing An+1

and disjoint from B.
Having defined (An), (Bn), let C =

⋃
nBn. Clearly, C is a Borel set

containing A and disjoint from B. Since C =
⋃
nAn, it is also invariant.

Exercise 4.4.6 (Preiss [92]) Fix a positive integer M. Let CB(M) be the
smallest family of subsets of RC satisfying the following conditions.

(a) CB(M) contains all open (closed) convex subsets of RC.

(b) CB(M) is closed under countable intersection.
(c) For every nondecreasing sequence (Bn) in CB(M), ⋃

nBn ∈ CB(M).

Let A and B be any two subsets of RC. Say that A is separated from B
by a set in CB(M) if A ⊆ C ⊆ Bc for some C ∈ CB(M).

(i) Suppose A =
⋃
mAm, Am ⊆ Am+1, and B =

⋃
nBn. Assume that

A is not separated from B by a set in CB(M). Show that there exist
integers m and n such that Am is not separated from Bn by a set in
CB(M).
In the rest of this exercise we assume that A and B are analytic.



150 4. Analytic and Coanalytic Sets

(ii) Let f : NN −→ A and g : NN −→ B be continuous surjections. Suppose
A is not separated from B by a set in CB(M). Show that there exist
α, β ∈ NN such that for every k, f(Σ∗(α|k)) is not separated from
g(Σ(β|k)) by a set in CB(M), where Σ∗(α|k) = {γ ∈ NN : ∀i <
k(γ(i) ≤ α(i))}.

(iii) Now assume that A is convex and disjoint from B. Show that A is
separated from B by a set in CB(M).
(Hint: The convex hull of any compact set in RC is compact.)

(iv) Show that CB(M) equals the set of all convex Borel subsets of RC.

4.5 One-to-One Borel Functions

In this section we give some consequences of the results proved in the last
section.

Proposition 4.5.1 Let A be an analytic subset of a Polish space, Y a
Polish space, and f : A −→ Y a one-to-one Borel map. Then f : A −→
f(A) is a Borel isomorphism.

Proof. Let B ⊆ A be Borel in A. We need to show that f(B) is Borel in
f(A). As both B and C = A \B are analytic and f Borel, f(B) and f(C)
are analytic. Since f is one-to-one, these two sets are disjoint. So, by 4.4.1,
there is a Borel set D ⊆ Y such that f(B) ⊆ D and f(C)

⋂
D = ∅. Since

f(B) = D
⋂
f(A), the result follows.

Theorem 4.5.2 Let X, Y be Polish spaces, A ⊆ X analytic, and f : A −→
Y any map. The following statements are equivalent

(i) f is Borel measurable.

(ii) graph(f) is Borel in A× Y .

(iii) graph(f) is analytic.

Proof.We only need to show that (iii) implies (i). The other implications
are quite easy to see. Let U be an open set in Y . As

f−1(U) = πX(graph(f)
⋂
(X × U)),

where πX : X × Y −→ X is the projection map, it is analytic. Similarly,
f−1(U c) is analytic. By 4.4.1, there is a Borel set B ⊆ X such that

f−1(U) ⊆ B and B
⋂

f−1(U c) = ∅.

Since f−1(U) = B
⋂
A, it is Borel in A, and the result follows.
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Exercise 4.5.3 Let X be a separable Banach space and X1 a Borel sub-
space of X. Suppose there is a Borel subspace X2 of X such that

(i) X1
⋂
X2 = {0}, and

(ii) every x ∈ X can be expressed in the form x1+x2, where x1 ∈ X1 and
x2 ∈ X2.

Show that X1 is closed in X.
(Hint: Using 4.5.2 show that the map x −→ x1 is Borel measurable.

Now argue as in 3.5.9 and conclude that the map x −→ x1 is, in fact,
continuous.)

Solovay [110] gave an example of a coanalytic set C ⊆ NN and a non-Borel
measurable function f : C ×R −→ 2N whose graph is Borel in C ×R× 2N.
This example is based on a coding of Borel subsets of R that we describe
now in some detail.

Solovay’s Coding of Borel Sets

Let (ri) be an enumeration of the rationals and let J be the pairing
function on N× N defined by

J(m,n) = 2m(2n+ 1).

We define the coding recursively as follows:

1. α ∈ NN codes [ri, rj ] if α(0) ≡ 0 (mod 3), α(1) = i, and α(2) = j.

2. Suppose αi ∈ NN codes Bi ⊆ R, i = 0, 1, 2, . . .; then α ∈ NN codes
⋃
iBi

if α(0) ≡ 1 (mod 3) and α(J(m,n)) = αm(n).

3. Suppose β ∈ NN codes B, α(0) ≡ 2 (mod 3), and α(n+1) = β(n). Then
α codes Bc.

4. α codes B ⊆ R only as required by 1 – 3.

Note the following.

a. Every α ∈ NN codes at most one subset of R.

b. Every Borel subset of R is coded by some α ∈ NN. (One shows this
by showing that the class of all sets having a code contains all [ri, rj ]
and is closed under countable unions and complementation.)

c. If a subset of R is coded by α, it is Borel. (This is true because the
class of all α ∈ NN that code a Borel set B ⊆ R is closed under 1 –
3.)
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Next, we define a function Φ : NN × N −→ NN with the property that
if α codes a Borel set B, then Φ(α, ·) recovers the Borel sets from which
B is constructed. For this definition, we fix an enumeration (sn), without
repetitions, of N<N such that sn ≺ sm =⇒ n ≤ m. So s0 is the empty
sequence. The definition of Φ(α, n) will proceed by induction on n.
Set

Φ(α, 0) = α, α ∈ NN.

Let n > 0 and suppose that Φ(α,m) has been defined for all α ∈ NN and
all m < n. Since n > 0, sn is of positive length. Let m < n and u be such
that sn = smˆu. Now define for i ∈ N

Φ(α, n)(i) =



0 if Φ(α,m)(0) ≡ 0 (mod 3),
Φ(α,m)(J(u, i)) if Φ(α,m)(0) ≡ 1 (mod 3),
Φ(α,m)(i+ 1) if Φ(α,m)(0) ≡ 2 (mod 3).

It is easy to see that the graph of Φ is Borel. Hence, Φ is Borel measurable
by 4.5.2. Also, by induction on n, we see that if α codes a Borel set, then
for all n, Φ(α, n) codes a Borel set.
For β ∈ NN, define β ∈ NN such that for every n ∈ N,

sβ(n) = (β(0), β(1), . . . , β(n− 1)).

Plainly, the map β −→ β is continuous. Now define a coanalytic set

C = {α ∈ NN : (∀β)(∃n)Φ(α, β(n)) = 0}.
It is easily seen that C is closed under 1 – 3. Hence, if α ∈ NN codes a
Borel set, then α ∈ C. Conversely, if α fails to code a Borel set, then by
induction, one can construct a function β : N −→ N such that for all n,
Φ(α, β(n)) fails to code a Borel set. But then, for all n, Φ(α, β(n)) �= 0.
We now proceed to give an example of a function with domain coanalytic

whose graph is Borel and that is not Borel measurable.
Let ϕ : N × N −→ N be the function satisfying sϕ(n,i) = sn ˆ i. Let

E ⊆ R× 2N be defined as follows:

(α, x, γ) ∈ E ⇐⇒ (∀n)[{Φ(α, n)(0) ≡ 0(mod 3)
=⇒ {γ(n) = 1⇐⇒ (∃i)(∃j)(Φ(α, n)(1) = i

&Φ(α, n)(2) = j&x ∈ [ri, rj ])}]
&(∀n)[{Φ(α, n)(0) ≡ 1(mod 3)
=⇒ {γ(n) = 1⇐⇒ (∃i)(γ(ϕ(n, i)) = 1)}]
&(∀n)[{Φ(α, n)(0) ≡ 2(mod 3)
=⇒ {γ(n) = 1⇐⇒ γ(ϕ(n, 0)) = 0)}].

Since Φ is Borel, E is Borel. Further, for every α ∈ C and every x ∈ R,
there is a unique γ ∈ 2N such that (α, x, γ) ∈ E. Thus E

⋂
(C ×R× 2N) is

the graph of a function f : C ×R −→ 2N, say, that is Borel in C ×R× 2N.
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We show that f is not Borel measurable. Towards a contradiction, assume
that f is Borel measurable on C × R. Consider the set

F = {(α, x) ∈ C × R : f(α, x)(0) = 0}.

According to the observations made in preceeding paragraphs, the condi-
tion “α ∈ C and f(α, x)(0) = 0” states that x does not belong to the Borel
set coded by α. Since f is Borel measurable, F is Borel in C ×R, so there
must exist a Borel subset D of NN × R such that F = D

⋂
(C × R). Fix a

Borel isomorphism h from R onto NN. Let

B = {x ∈ R : (h(x), x) ∈ D}.

Plainly, B is a Borel subset of R. So, there is α∗ ∈ C such that α∗ codes
B. Set x∗ = h−1(α∗). Then

x∗ ∈ B ⇐⇒ (α∗, x∗) ∈ D
⇐⇒ (α∗, x∗) ∈ F
⇐⇒ f(α∗, x∗)(0) = 0
⇐⇒ x∗ �∈ the Borel set coded by α∗

⇐⇒ x∗ �∈ B,

a contradiction.

Theorem 4.5.4 Let X, Y be Polish spaces, A a Borel subset of X, and
f : A −→ Y a one-to-one Borel map. Then f(A) is Borel.

Proof. Replacing X by X × Y , A by graph(f), and f by πY |graph(f),
without any loss of generality, we assume that f is continuous. Since every
Borel set is a one-to-one continuous image of a closed subset of NN (3.3.17),
we further assume that X = NN and that A is a closed set.
For every s ∈ N<N, we get a Borel subset Bs of Y such that for every

s, t ∈ N<N,

(i) f(Σ(s)
⋂
A) ⊆ Bs ⊆ cl(f(Σ(s)

⋂
A)),

(ii) s ! t =⇒ Bs ⊆ Bt, and

(iii) whenever s �= t and |s| = |t|, Bs

⋂
Bt = ∅.

We first complete the proof assuming that such a system {Bs : s ∈ N<N}
of Borel sets exists. Let

D =
⋂
n

⋃
|s|=n

Bs.

Then D is Borel. We show that

f(A) = D.
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Let α ∈ A. Then f(α) ∈ Bα|n for all n. Thus, f(A) ⊆ D. For the reverse
inclusion, let y ∈ D. By (ii) and (iii), there is an α such that y ∈ Bα|n
for every n. Since Bα|n ⊆ cl(f(Σ(α|n)⋂A)), we get an αn ∈ Σ(α|n)

⋂
A

such that d(y, f(αn)) < 2−n. Clearly, αn → α. As A is closed, α ∈ A. Since
f is continuous, f(α) = limn f(αn) = y. Hence, y ∈ f(A).
It remains to show that a system of Borel sets {Bs : s ∈ N<N} satisfying

(i) – (iii) exists. We proceed by induction on the length of s.
Take Be = cl(f(A)). Suppose Bs has been defined. Since f |A is one-

to-one, f(Σ(s ˆ 0)
⋂
A), f(Σ(s ˆ 1)

⋂
A), f(Σ(s ˆ 2)

⋂
A), . . . are pairwise

disjoint. Further, they are analytic. By 4.4.4, there exist pairwise disjoint
Borel sets B′

sˆn ⊇ f(Σ(sˆn)
⋂
A). Take

Bsˆn = Bs

⋂
B′
sˆn

⋂
cl(f(Σ(sˆn)

⋂
A)).

Corollary 4.5.5 Let X be a standard Borel space and Y a metrizable
space. Suppose there is a one-to-one Borel map f from X onto Y . Then Y
is standard Borel and f a Borel isomorphism.

Proof. By 4.3.8, Y is separable. The result follows from 4.5.4.

Exercise 4.5.6 Let T and T ′ be two Polish topologies on X such that
T ′ ⊆ σ(T ). Show that σ(T ) = σ(T ′).

Theorem 4.5.7 (Blackwell – Mackey theorem, [13]) Let X be an analytic
subset of a Polish space and A a countably generated sub σ-algebra of the
Borel σ-algebra BX . Let B ⊆ X be a Borel set that is a union of atoms of
A. Then B ∈ A.
Proof. Let {Bn : n ∈ N} be a countable generator of A. Consider the

map f : X −→ 2N defined by

f(x) = (χB0(x), χB1(x), . . .), x ∈ X.

Then A = f−1(B2N). In particular, f : X −→ 2N is Borel measurable. So,
f(B) and f(Bc) are disjoint analytic subsets of 2N. By 4.4.1, there is a Borel
set C containing f(B) and disjoint from f(Bc). Clearly, B = f−1(C), and
so it belongs to A.

Remark 4.5.8 The condition that A is countably generated cannot be
dropped from the above result. To see this, let A be the countable – co-
countable σ-algebra on R. By 3.1.16, A is not countably generated. As any
Borel set is a union of atoms of A, the above theorem does not hold for A.
Remark 4.5.9 In the next chapter we shall show that 4.5.7 is not true for
coanalytic X.
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Corollary 4.5.10 Let X be an analytic subset of a Polish space and A1,
A2 two countably generated sub σ-algebras of BX with the same set of
atoms. Then A1 = A2. In particular, if A is a countably generated sub
σ-algebra containing all the singletons, then A = BX .

4.6 The Generalized First Separation Theorem

Theorem 4.6.1 (The generalized first separation theorem, Novikov[90])
Let (An) be a sequence of analytic subsets of a Polish space X such that⋂
An = ∅. Then there exist Borel sets Bn ⊇ An such that

⋂
Bn = ∅.

(If (An) satisfies the conclusion of this result, we call it Borel separated.)
As in the proof of the first separation theorem, the proof of this result is

also based on a combinatorial lemma.

Lemma 4.6.2 Let (En) be a sequence of subsets of X, k ∈ N, and Ei =⋃
nEin for i ≤ k. Suppose (En) is not Borel separated. Then there exist

n0, n1, . . . , nk such that the sequence E0n0 , E1n1 , . . . , Eknk
, Ek+1, Ek+2, . . .

is not Borel separated.

Proof. We prove the result by induction on k.
Initial step: k = 0. Suppose the result is not true. Hence, for every n,
there is a sequence (Bin)i∈N of Borel sets such that

(i)
⋂
iBin = ∅,

(ii) B0n ⊇ E0n, and

(iii) Bin ⊇ Ei for all i.

Let
Bi =

⋃
nBin if i = 0,

=
⋂
nBin if i > 0.

Then Bi ⊇ Ei, the Bi’s are Borel and
⋂
Bi = ∅. This contradicts the

hypothesis that (En) is not Borel separated, and we have proved the result
for k = 0.
Inductive step. Suppose k > 0 and the result is true for all integers less
than k. By the induction hypothesis, there are integers n0, n1, . . . , nk−1 such
that E0n0 , E1n1 , . . . , Ek−1nk−1 , Ek, Ek+1, . . . is not Borel separated. By the
initial step, there is an nk such that E0n0 , E1n1 , . . . , Eknk

, Ek+1, Ek+2, . . .
is not Borel separated.
Proof of 4.6.1. (Mokobodzki [86]) Let (An) be a sequence of analytic

sets that is not Borel separated and such that
⋂
nAn = ∅. For each n, fix a

continuous surjection fn : NN −→ An. We get a sequence α0, α1, . . . in NN

such that for every k > 0 the sequence

f0(Σ(α0|k)), f1(Σ(α1|(k − 1))), . . . , fk−1(Σ(αk−1|1)), Ak, Ak+1, . . .
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is not Borel separated.
To see that such a sequence exists we proceed by induction. Write

A0 =
⋃
n f0(Σ(n)). By 4.6.2, there exists α0(0) ∈ N such that

the sequence f0(Σ(α0(0))), A1, A2, . . . is not Borel separated. Write
f0(Σ(α0(0))) =

⋃
m f0(Σ(α0(0)m)) and A1 =

⋃
n f1(Σ(n)). Ap-

ply 4.6.2 again to get α0(1), α1(0) ∈ N such that the sequence
f0(Σ(α0(0)α0(1))), f1(Σ(α1(0))), A2, A3, . . . is not Borel separated. Pro-
ceeding similarly we get the sequence α0, α1, α2, . . . satisfying the desired
conditions.
Since

⋂
An = ∅, there exist i < j such that fi(αi) �= fj(αj). Since fi

and fj are continuous, there exist disjoint open sets Ui, Uj in X such that
fi(αi) ∈ Ui and fj(αj) ∈ Uj . Using the continuity of fi and fj again, we get
a large enough k such that fi(Σ(αi|k− i)) ⊆ Ui and fj(Σ(αj |k− j)) ⊆ Uj .
Thus the sequence (Bn) of Borel sets, where

Bn =
{

Un if n = i or j,
X otherwise,

separates f0(Σ(α0|k)), f1(Σ(α1|(k−1))), . . . , fk−1(Σ(αk−1|1)), Ak, Ak+1, . . .,
which is a contradiction.

Corollary 4.6.3 Let (An) be a sequence of analytic subsets of a Polish
space X such that lim supAn = ∅. Then there exist Borel sets Bn ⊇ An

such that lim supBn = ∅.
Remark 4.6.4 Later in this chapter we shall show that 4.6.3 is not true
for coanalytic An’s.

Theorem 4.6.5 (Weak reduction principle for coanalytic sets) Let
C0, C1, C2, . . . be a sequence of coanalytic subsets of a Polish space such
that

⋃
Cn is Borel. Then there exist pairwise disjoint Borel sets Bn ⊆ Cn

such that
⋃
Bn =

⋃
Cn.

Proof. Let An = X \Cn, where X =
⋃
n Cn. Then (An) is a sequence of

analytic sets such that
⋂
nAn = ∅. By 4.6.1, there exist Borel sets Dn ⊇ An

such that
⋂
nDn = ∅. Take

Bn = B′
n \

⋃
m<n

B′
m,

where B′
n = X \Dn.

Exercise 4.6.6 Let E be an analytic equivalence relation on a Polish
space X. Suppose A0, A1, A2, . . . are invariant analytic subsets of X such
that

⋂
An = ∅. Show that there exist invariant Borel sets Bn ⊇ An with⋂

nBn = ∅. Conclude that if C0, C1, C2, . . . is a sequence of invariant coan-
alytic sets whose union is Borel, then there exist pairwise disjoint invariant
Borel sets Bn ⊆ Cn with

⋃
Bn =

⋃
Cn.

(Hint: Use 4.4.5 and 4.6.1.)
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4.7 Borel Sets with Compact Sections

Throughout this section, X and Y are fixed Polish spaces and (Vn) a count-
able base for Y .

Theorem 4.7.1 (Saint Raymond[97]) Let A0 and A1 be disjoint analytic
subsets of X × Y with the sections (A0)x, x ∈ X, closed in Y . Then there
is a sequence (Bn) of Borel subsets of X such that

A1 ⊆
⋃
n

(Bn × Vn) and A0

⋂ ⋃
n

(Bn × Vn) = ∅. (∗)

Proof. By 4.4.1, there is a Borel set containing A1 and disjoint from A0.
So, without any loss of generality, we assume that A1 is Borel. For each n,
let

Cn = {x ∈ X : Vn ⊆ (A0)cx}.
Then Cn is coanalytic and

(A0)c =
⋃
n

(Cn × Vn).

Note that ((Cn × Vn)
⋂
A1) is a sequence of coanalytic sets whose union is

Borel. Hence, by 4.6.5, there exist Borel sets Dn ⊆ (Cn × Vn)
⋂
A1 such

that ⋃
Dn =

⋃
n

(A1

⋂
(Cn × Vn)) = A1.

By 4.4.1, there exist Borel sets Bn such that

πX(Dn) ⊆ Bn ⊆ Cn,

where πX : X ×Y −→ X is the projection map. It is now fairly easy to see
that (Bn) satisfies ( ).
As a direct consequence of 4.7.1, we get the following structure theorem

for Borel sets with open sections.

Theorem 4.7.2 (Kunugui, Novikov) Suppose B ⊆ X × Y is any Borel
set with sections Bx open, x ∈ X. Then there is a sequence (Bn) of Borel
subsets of X such that

B =
⋃
(Bn × Vn).

Proof. Apply 4.7.1 to A0 = Bc and A1 = B.

Corollary 4.7.3 Let A0 and A1 be disjoint analytic subsets of X×Y with
sections (A0)x and (A1)x closed for all x ∈ X. Then there exist disjoint
Borel sets B0 and B1 with closed sections such that A0 ⊆ B0 and A1 ⊆ B1.
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Corollary 4.7.4 Suppose B ⊆ X × Y is a Borel set with the sections Bx

closed. Then there is a Polish topology T finer than the given topology on
X generating the same Borel σ-algebra such that B is closed relative to the
product topology on X × Y , X being equipped with the new topology T .
Proof. By 4.7.2, write

Bc =
⋃
n

(Bn × Vn),

the Bn’s Borel. By 3.2.5, take a finer Polish topology T on X generating
the same Borel σ-algebra such that Bn is T -open.

Exercise 4.7.5 Let A0 and A1 be disjoint analytic subsets of X ×Y with
sections (A0)x compact. Show that there exists a Borel set B0 in X × Y
with compact sections separating A0 from A1.

Exercise 4.7.6 [102] Let X, Y be Polish and A0, A1 ⊆ X × Y disjoint
analytic. Assume that the sections (A0)x, (A1)x are closed. Show that there
exists a Borel map u : X×Y −→ [0, 1] such that y −→ u(x, y) is continuous
for all x and

u(x) =
{
0 if x ∈ A0,
1 if x ∈ A1.

In the next section we shall show that 4.7.6 does not hold for A0, A1
coanalytic.

Exercise 4.7.7 [102] Let X, Y be Polish, B ⊆ X × Y Borel with sections
closed, and f : B −→ [0, 1] a Borel map such that y −→ f(x, y) is continu-
ous for all x. Show that there is a finer Polish topology T on X generating
the same Borel σ-algebra such that when X is equipped with the topology
T , B is closed and f continuous. Conclude that there is a Borel extension
F : X × Y −→ [0, 1] of f such that y −→ F (x, y) is continuous for all x.
Generalize this with the range space [0, 1] replaced by any compact con-

vex subset of Rn.

Remark 4.7.8 We can generalize the concluding part of 4.7.7 for analytic
B. This is done by imitating the usual proof of the Tietze extension theorem
for normal spaces and using 4.7.6 repeatedly. We invite the reader to carry
out the exercise. (See [102].)

We give below an example showing that 4.7.7 does not hold for coanalytic
B.

Example 4.7.9 (H. Sarbadhikari) Let A ⊆ [0, 1] be an analytic non-Borel
set and E ⊆ [0, 1] × NN a closed set whose projection is A. Set B =
E

⋃
(([0, 1] \A)×NN) and f : B −→ [0, 1] the characteristic function of E.

We claim that there is no Borel extension F : [0, 1]×NN −→ [0, 1] of f such
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that y −→ F (x, y) is continuous. Suppose not. Consider C = F−1((0, 1]).
Then C is a Borel set with sections Cx open and whose projection is A.
Hence A is Borel. (See the paragraph below.) We have arrived at a contra-
diction.

We have seen that the projection of a Borel set need not be Borel. We
give below some conditions on the sections of a Borel set under which its
projection is Borel.
Let B ⊆ X×Y be a Borel set. Assume that the sections Bx are open in Y .

Then πX(B) is Borel. To see this, take a countable dense set {rn : n ∈ N}
in Y . Note that

x ∈ πX(B)⇐⇒ ∃n(x, rn) ∈ B,

i.e., πX(B) =
⋃
n{x ∈ X : (x, rn) ∈ B}. Hence, it is Borel.

We have also seen that πX(B) is Borel if the Borel set B ⊆ X × Y
satisfies any one of the following conditions:

(i) For every x ∈ πX(B), the section Bx contains exactly one point (4.5.4).

(ii) For every x ∈ πX(B), Bx is nonmeager (3.5.18).

(iii) For every x ∈ πX(B), P (x,Bx) > 0, where P is any transition prob-
ability on X × Y (3.4.24).

Exercise 4.7.10 Let X be a Polish space and B ⊆ X × Rn a Borel set
with convex sections. Show that πX(B) is Borel.

Theorem 4.7.11 (Novikov) Let X and Y be Polish spaces and B a Borel
subset of X × Y with sections Bx compact. Then πX(B) is Borel in X.

Proof. (Srivastava) Since every Polish space is homeomorphic to a Gδ

subset of the Hilbert cube H, without any loss of generality, we assume that
Y is a compact metric space. Note that the sections Bx are closed in Y .
By 4.7.4, there is a finer Polish topology on X generating the same Borel
σ-algebra and making B closed in X×Y . Hence, by 2.3.24, πX(B) is closed
in X, X being equipped with the new topology. But the Borel structure of
X is the same with respect to both the topologies. The result follows.
Using 4.7.2, we give another elementary proof of this important result.

Alternative Proof of 4.7.11. (Srivastava) As above, we assume that Y
is compact. By 4.7.2, write

(X × Y ) \B =
⋃
n

(Bn × Vn),

the Bn’s Borel, the Vn’s open. Now note that

X \ πX(B) =
⋃

{F⊆N:F is finite &
⋃

n∈F
Vn=Y }

⋂
n∈F

Bn.
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Corollary 4.7.12 Let X, Y be Polish spaces with Y σ-compact (equiva-
lently, locally compact). Then the projection of every Borel set B in X ×Y
with x-sections closed in Y is Borel.

Proof. Write Y =
⋃
n Yn, Yn compact. Then

πX(B) =
⋃
n

πX(B
⋂
(X × Yn)).

Now apply 4.7.11.

4.8 Polish Groups

The theory of Borel sets is very useful in analysis (see [4], [54], [72], [73],
[124], etc.). In this section we present some very basic results on Polish
groups that are often used in analysis. Some more applications are given
in the next chapter.

Theorem 4.8.1 Let (G, ·) be a Polish group and H a closed subgroup.
Suppose E = {(x, y) : x · y−1 ∈ H}; i.e., E is the equivalence relation
induced by the right cosets. Then the σ-algebra of invariant Borel sets is
countably generated.

Proof. Let {Un : n ∈ N} be a countable base for the topology of G. Put

Bn =
⋃
y∈H

y · Un.

So, the Bn’s are Borel (in fact, open). We show that {Bn : n ∈ N} generates
B.
Let H1 and H2 be two distinct cosets. Since H is closed, H1 and H2

are closed. Since they are disjoint, there is a basic open set Un such that
Un

⋂
H1 �= ∅ and Un

⋂
H2 = ∅. Then H1 ⊂ Bn and Bn

⋂
H2 = ∅. It follows

that the right cosets are precisely the atoms of σ({Bn : n ∈ N}). The result
now follows from 4.5.7.
In the next chapter we shall give a proof of 4.8.1 without using the theory

of analytic sets.
It is interesting to note that the converse of 4.8.1 is also true.

Theorem 4.8.2 (Miller[84]) Let G be a Polish group and H a Borel sub-
group. Suppose the σ-algebra of invariant Borel sets is countably generated.
Then H is closed.

We need a few preliminary results to prove the above theorem.
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Proposition 4.8.3 Let X be a Polish space and G a group of homeomor-
phisms of X such that for every pair U , V of nonempty open sets there is
a g ∈ G with g(U)

⋂
V �= ∅. Suppose A is a G-invariant Borel set; i.e.,

g(A) = A for all g ∈ G. Then either A or Ac is meager in X.

Proof. Suppose neither A nor Ac is meager in X. Then there exist
nonempty open sets U , V such that A and Ac are comeager in U and V
respectively. By our hypothesis, there is a g ∈ G such that g(U)

⋂
V �= ∅.

LetW = g(U)
⋂
V . It follows thatW is meager. This contradicts the Baire

category theorem.
Let x ∈ X. The set

Gx = {g ∈ G : g · x = x}

is called the stabilizer of x. Clearly, Gx is a subgroup of G.

Theorem 4.8.4 (Miller[84]) Let (G, ·) be a Polish group, X a second
countable T1 space, and (g, x) −→ g · x an action of G on X. Suppose
that for a given x, the map g −→ g · x is Borel. Then the stabilizer Gx is
closed.

Proof. Let H = cl(Gx). It is fairly easy to see that we can replace G
by H. Hence, without loss of generality we assume that Gx is dense in G.
Since X is second countable and T1, Gx is Borel. Therefore, by 3.5.13,

we shall be done if we show that Gx is nonmeager. Suppose not. We shall
get a contradiction. Take a countable base (Un) for X. Let f(g) = g ·x. As
f is Borel, f−1(Un) = An, say, is Borel. For every h ∈ Gx, An · h = An.
Since X is T1, for any two g, h we have

g · x = h · x⇐⇒ ∀n(g ∈ An ⇐⇒ h ∈ An).

Hence, for any g ∈ G

gGx =
⋂
{An : g ∈ An}.

Applying 4.8.3 to the group of homeomorphisms of G induced by right mul-
tiplication by elements of Gx, we see that An is either meager or comeager.
Since Gx is meager, there exists n such that g ∈ An and An is meager.
Hence,

G =
⋃
{An : An meager}.

This contradicts the Baire category theorem, and our result is proved.

Remark 4.8.5 A close examination of the proof of 4.8.4 shows that it
holds when X is a countably generated measurable space with singletons
as atoms.
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Proof of 4.8.2. Let X = G/H, the set of right cosets, and q : G −→
G/H the quotient map. Equip G/H with the largest σ-algebra making q
Borel measurable. By our hypothesis, X is a countably generated measur-
able space with singletons as atoms. Consider the action (g, g′H) −→ g·g′H
of G on X. Let x = H. Then the stabilizer

Gx = {g ∈ G : g · x = x} = H.

Since g −→ g · x is Borel, the result follows from 4.8.5.

Theorem 4.8.6 Let G be a Polish group, X a Polish space, and a(g, x) =
g · x an action of G on X. Assume that g · x is continuous in x for all g
and Borel in g for all x. Then the action is continuous.

Proof. By 3.1.30, the action a : G × X −→ X is Borel. Let (Vn) be
a countable base for X. Put Cn = a−1(Vn). Then Cn is Borel with open
sections. By 4.7.2, write

Cn =
⋃
m

(Bnm ×Wnm),

theBnm’s Borel, theWnm’s open. By 3.5.1,Bnm has the Baire property. Let
Inm be a meager set in G such that Bnm∆Inm is open. Put I =

⋃
nm Inm.

Then I is meager in G and a|(G \ I)×X is continuous.
Now take a sequence (gk, xk) in G×X converging to (g, x), say. We need

to show that gk · xk → g · x. Let

J =
⋃
k

I · g−1
k

⋃
I · g−1.

Since G is a topological group, J is meager in G. By the Baire category
theorem, G �= J . Take any h ∈ G \ J . Then h · g, h · gk ∈ G \ I. As gk → g,
h · gk → h · g. Since a|(G \ I) ×X is continuous, (h · gk) · xk → (h · g) · x.
Since the action is continuous in the second variable,

gk · xk = h−1 · ((h · gk) · xk)→ h−1 · ((h · g) · x) = g · x.

Exercise 4.8.7 Generalise 4.8.6 for completely metrizable groups G and
completely metrizable X that are not necessarily separable.

It is worth noting that in the above proof we used only the following: G
has a Polish topology such that the multiplication is separately continuous
in each variable. Now observe the following result.

Lemma 4.8.8 If (G, ·) is a group with a Polish topology such that the
group operation (g, h) −→ g · h is Borel, then g −→ g−1 is continuous.
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Proof. Since (g, h) −→ g · h is Borel, the graph
{(g, h) : g · h = e}

of g −→ g−1 is Borel. Hence, by 4.5.2, g −→ g−1 is Borel measurable. An
imitation of the proof of 3.5.9 shows that g −→ g−1 is continuous.
From these observations we get the following result.

Proposition 4.8.9 If (G, ·) is a group with a Polish topology such that
the group operation is separately continuous in each variable, then G is a
topological group.

Proof. In view of 4.8.8, we have only to show that the group operation
is jointly continuous. This we get immediately by applying 4.8.6 to X = G
and action g · x the group operation.
This result is substantially generalized as follows.

Theorem 4.8.10 (S. Solecki and S. M. Srivastava[109]) Let (G, ·) be a
group with a Polish topology such that h −→ g · h is continuous for every
g ∈ G, and g −→ g · h Borel for all h. Then G is a topological group.

Proof. By 4.8.9, we only have to show that the group operation g · h
is jointly continuous. A close examination of the proof of 4.8.6 shows that
this follows from the following result.

Lemma 4.8.11 Let G satisfy the hypothesis of our theorem. Then for ev-
ery meager set I and every g,

Ig = {h · g : h ∈ I}
is meager.

Proof.
Claim. If I is meager in G, so is I−1 = {h ∈ G : h−1 ∈ I}.
Assuming the claim, we prove the lemma as follows. Let I be meager in

G and g ∈ G. By the claim, I−1 is meager. Since the group operation is
continuous in the second varible, J = g−1 · I−1 is meager. As I · g = J−1,
it is meager by our claim.
Proof of the claim. Let I be meager. Since every meager set is con-

tained in a meager Fσ, without any loss of generality we assume that I is
Borel. By 3.1.30, the group operation (g, h) −→ g · h is a Borel map. Since
the graph of g −→ g−1 is Borel, g −→ g−1 is Borel measurable (4.5.2).
Hence, (g, h) −→ g−1 · h is Borel measurable. Let

Î = {(h, g) : g−1 · h ∈ I}.
Since Î is a Borel set, it has the Baire property. Now, for every g ∈ G,

Îg = {h ∈ G : g−1 · h ∈ I} = g · I.
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Hence, by our hypothesis, Îg is meager for every g. Therefore, by the Kura-
towski – Ulam theorem (3.5.16), the set {h : Îh is meager} is comeager and
hence nonempty by the Baire category theorem. In particular, there exists
h ∈ G such that Îh = h · I−1 is meager. It follows that I−1 = h−1(hI−1) is
meager.

Remark 4.8.12 S. Solecki and S. M. Srivastava have shown that 4.8.10
can be generalized as follows: Let (G, ·) be a group with a topology that is
metrizable, separable, and Baire. Suppose the multiplication g · h is con-
tinuous in h for all g and Baire measurable in g for all h. Then G is a
topological group. (See [109] for details and applications of this result.)

The following example shows that 4.8.10 is not necessarily true if the
group operation g ·h is Borel but not continuous in any one of the variables.
Example 4.8.13 Consider the additive group (R,+) of real numbers. Let
(R, T ) be the topological sum (R \ {0}, usual topology)⊕{0} So, T is
generated by the usual open sets and {0}. Clearly, T is a Polish topology on
R inducing the usual Borel σ-algebra. In particular, the addition (x, y) −→
x+y is Borel. If (R, T ) were a topological group it would be discrete, which
is not the case.

The next example shows that we cannot drop the condition of measura-
bility of the group operation g · h in one of the variables from 4.8.10. Note
that if G were, moreover, abelian, the result is trivially true in this general-
ity. Also, in Solovay’smodel of ZF every set has the Baire property. So, we
cannot refute this statement without AC. The next example shows that
under AC, the measurability condition in one of the variables cannot be
dropped.

Example 4.8.14 (G. Hjorth) Under AC, there is a discontinuous group
isomorphism ϕ : R −→ R. Take G to be R× R with the product topology
and the group operation defined by

(r, s) · (p, q) = (r + 2ϕ(s)p, s+ q),

i.e., the group is a semidirect product of two copies of R with respect to
the homomorphism ϕ̄ : R −→ Aut(R) naturally induced by ϕ, ϕ̄(s)(p) =
2ϕ(s)p.

4.9 Reduction Theorems

In Section 2, we showed that a subset C of a Polish space X is coanalytic if
and only if there is a Borel map f : X −→ Tr such that x ∈ C ⇐⇒ f(x) is
well-founded. Then, to each x we assigned an ordinal α < ω1, namely the
rank of the tree f(x), and used it to compute the possible cardinalities of
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coanalytic sets. This assignment satisfies some definability conditions that
are of fundamental importance.
A norm on a set S is a map ϕ : S −→ ON. (Recall that ON denotes

the class of all ordinal numbers (Chapter 1)). Let ϕ be a norm on S. Let
≤ϕ be the binary relation on S defined by

x ≤ϕ y ⇐⇒ ϕ(x) ≤ ϕ(y).

Then ≤ϕ is (i) reflexive, (ii) transitive, (iii) connected; i.e., for every x, y ∈
S, at least one of x ≤ϕ y or y ≤ϕ x holds, and (iv) there is no sequence
(xn) of elements in S such that xn+1 <ϕ xn for all n, where

x <ϕ y ⇐⇒ ϕ(x) < ϕ(y)⇐⇒ x ≤ϕ y & ¬y ≤ϕ x.

A binary relation satisfying i) – iv) is called a prewellordering on S.
Let X be a Polish space and A ⊆ X coanalytic. A norm ϕ on A is called

a Π1
1-norm if there are binary relations ≤Π1

1
ϕ ∈ Π1

1 and ≤Σ1
1

ϕ ∈ Σ1
1 on X such

that for y ∈ A,

x ∈ A & ϕ(x) ≤ ϕ(y)⇐⇒ x ≤Π1
1

ϕ y ⇐⇒ x ≤Σ1
1

ϕ y.

The following is the main result of this section.

Theorem 4.9.1 (Moschovakis) Every Π1
1 set A in a Polish space X ad-

mits a Π1
1-norm ϕ : A −→ ω1.

Its proof is given later in the section.
The following two lemmas are very useful. We give only sketches of their

proofs as they are straghtforward verifications.

Lemma 4.9.2 Let X be a Polish space and A ⊆ X coanalytic. A norm
ϕ : A −→ ON is a Π1

1-norm if and only if there are binary relations ≤Σ1
1

ϕ ,
and <

Σ1
1

ϕ on X, both in Σ1
1, such that for every y ∈ A,

x ∈ A & ϕ(x) ≤ ϕ(y)⇐⇒ x ≤Σ1
1

ϕ y

and
x ∈ A & ϕ(x) < ϕ(y)⇐⇒ x <

Σ1
1

ϕ y.

Proof.We prove the “only if” part first. Let ≤Π1
1

ϕ and ≤Σ1
1

ϕ witness that
ϕ is a Π1

1-norm on A. Define <Σ1
1

ϕ by

x <
Σ1

1
ϕ y ⇐⇒ ¬y ≤Π1

1
ϕ x & x ≤Σ1

1
ϕ y.

To prove the converse, assume that ≤Σ1
1

ϕ and <
Σ1

1
ϕ are given as above.

Define
x ≤Π1

1
ϕ y ⇐⇒ x ∈ A & ¬y <

Σ1
1

ϕ x.
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Let A ⊆ X and ϕ be a norm on A. Define ≤∗
ϕ and <∗

ϕ on X by

x ≤∗
ϕ y ⇐⇒ x ∈ A & (y �∈ A or (y ∈ A & ϕ(x) ≤ ϕ(y)))

and
x <∗

ϕ y ⇐⇒ x ∈ A & (y �∈ A or (y ∈ A & ϕ(x) < ϕ(y))).

Lemma 4.9.3 Let X be a Polish space, A ⊆ X coanalytic, and ϕ a norm
on A. Then ϕ is a Π1

1-norm if and only if both ≤∗
ϕ, <

∗
ϕ are coanalytic.

Proof. We first prove the “only if” part. Let ϕ be a Π1
1-norm on A and

≤Π1
1

ϕ and ≤Σ1
1

ϕ witness this. For x, y in X, note that

x ≤∗
ϕ y ⇐⇒ x ∈ A & [x ≤Π1

1
ϕ y or ¬y ≤Σ1

1
ϕ x]

and
x <∗

ϕ y ⇐⇒ x ∈ A & ¬y ≤Σ1
1

ϕ x.

Thus ≤∗
ϕ and <∗

ϕ are in Π
1
1.

Conversely, assume that ≤∗
ϕ and <∗

ϕ are in Π
1
1. Take ≤Π1

1
ϕ to be ≤∗

ϕ itself

and define ≤Σ1
1

ϕ by

x ≤Σ1
1

ϕ y ⇐⇒ ¬(y <∗
ϕ x).

Example 4.9.4 Let X = 2N×N and A = WO. For x ∈ WO, Let |x| < ω1
be the order type of x.
For x ∈ 2N×N, define

m <x n⇐⇒ x(m,n) = 1 & x(n,m) = 0.

For x, y in 2N×N, set

x ≤Σ1
1

|·| y ⇐⇒ ∃z ∈ NN∀m∀n[m <x n⇐⇒ z(m) <y z(n)]

and
x <

Σ1
1

|·| y ⇐⇒ ∃k∃z ∈ NN∀m∀n[z(m) <y k

&(m <x n⇐⇒ z(m) <y z(n))].

Thus, x ≤Σ1
1

|·| y if and only if there is an order-preserving map from x to

y, and x <
Σ1

1
|·| y if and only if there is an order-preserving map from x into

an initial segment of y. The sets ≤Σ1
1

|·| and <
Σ1

1
|·| are clearly Σ

1
1. Further, for

y ∈WO,
x ≤Σ1

1
|·| y ⇐⇒ x ∈WO & |x| ≤ |y|,
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and
x <

Σ1
1

|·| y ⇐⇒ x ∈WO & |x| < |y|.
Therefore, by 4.9.2, | · | is a Π1

1-norm on WO, which we shall call the
canonical norm on WO.

Exercise 4.9.5 Let X = 2N<N

and A = WF . Show that T −→ ρT , the
rank of T , is a Π1

1-norm on WF .

Example 4.9.6 Let X be a Polish space and C the set of all nonempty
countable compact subsets of X. In 2.5.13, for each K ∈ C we defined ρ(K)
to be the first ordinal α such that the α th Cantor – Bendixson derivative
Kα of K is empty. We show that K −→ ρ(K) is a Π1

1-norm on C, where
C ⊆ K(X), K(X) being equipped with the Vietoris topology.
For any α ∈ 2N×N, let

D(α) = {m ∈ N : α(m,m) = 1},
LO∗ = {α ∈ LO : α(0,m) = 1 for every m ∈ D(α)},

and
WO∗ = {α ∈WO : α(0,m) = 1 for every m ∈ D(α)}.

Thus, LO∗ is the set of all α that encode linear orders on subsets of N for
which 0 is the least element. This is Borel. Similarly, WO∗ is the set of
all α that encode well-orders on subsets of N having 0 as the first element.
WO∗ is a coanalytic set. Using the fact thatWO is not analytic, one shows
easily that WO∗ is not analytic.
Now define two analytic sets R,S ⊆ LO∗ ×K(X) by

R(α,K) ⇐⇒ α ∈ LO∗ & [∃f ∈ K(X)N(f(0) = K
&∀m ∈ D(α)[f(m) �= ∅
&{m �= 0 −→ ∀n(n <∗

α m −→ f(m) ⊆ f(n)′)}])],
and

S(α,K) ⇐⇒ α ∈ LO∗ & [∃f ∈ K(X)N(f(0) = K
&∀m ∈ D(α)[f(m) �= ∅
&(m �= 0 −→ f(m) =

⋂
n<∗

αm
f(n)′)]

&
⋂
m∈D(α) f(m)

′ = ∅)],
where n <∗

α m⇐⇒ α(n,m) = 1 & α(m,n) = 0.
Using 3.3.9 it is fairly easy to see that R and S are analytic. Further, if

α ∈WO∗ and K ∈ K(X) is countable, then

R(α,K)⇐⇒ ρ(K) ≥ |α|+ 1
and

S(α,K)⇐⇒ ρ(K) = |α|+ 1.
Now take a Borel map α −→ α′ from LO∗ to LO∗ such that
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(i) α ∈WO∗ ⇐⇒ α′ ∈WO∗, and

(ii) |α′| = |α|+ 1 for α ∈WO∗.

Define analytic binary relations ≤ρ, <ρ on K(X) by

K ≤ρ L⇐⇒ ∃α(R(α,L) & S(α,K))

and
K <ρ L⇐⇒ ∃α(R(α′, L) & S(α,K)).

It is straightforward to verify that for any nonempty countable compact
set L,

K is nonempty countable compact & ρ(K) ≤ ρ(L)⇐⇒ K ≤ρ L

and

K is nonempty countable compact & ρ(K) < ρ(L)⇐⇒ K <ρ L.

Hence, by 4.9.2, ρ is a Π1
1-norm on C.

Proof of 4.9.1. By 4.2.2, there exists a Borel measurable function f :
X −→ 2N×N such that

x ∈ A⇐⇒ f(x) ∈WO.

Define a norm ϕ : A −→ ON by

ϕ(x) = |f(x)|, x ∈ A,

where | · | is the canonical Π1
1-norm on WO defined in 4.9.4. It is easy to

check that ϕ is a Π1
1-norm on A.

Remark 4.9.7 Let ϕ : A −→ ω1 be a Π1
1-norm on A and y ∈ A. Then

{x ∈ A : ϕ(x) ≤ ϕ(y)} is ∆1
1 and so by Souslin’s theorem (4.4.3), Borel.

Thus every coanalytic set is a union of ℵ1 Borel sets. This is a result we
obtained earlier. The present proof is essentially the same as the one given
earlier.

Theorem 4.9.8 (Boundedness theorem for Π1
1-norms) Suppose A is a Π1

1
set in a Polish space X and ϕ a norm on A as defined in 4.9.1. Then for
every Σ1

1 set B ⊆ A, sup{ϕ(x) : x ∈ B} < ω1.
Hence, A is Borel if and only if sup{ϕ(x) : x ∈ A} < ω1.

Proof. Suppose sup{ϕ(y) : y ∈ B} = ω1. Take any Π1
1 set C that is not

Σ1
1. Fix a Borel function g such that

x ∈ C ⇐⇒ g(x) ∈WO.
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Then,
x ∈ C ⇐⇒ ∃y(y ∈ B & |g(x)| ≤ ϕ(y))

⇐⇒ ∃y(y ∈ B & g(x) ≤Σ1
1

|.| f(y)),

where f is as in 4.9.1. This contradicts the fact that C is not Σ1
1. Hence,

sup{ϕ(x) : x ∈ B} < ω1.

If A is Borel, then taking B to be A, we see that sup{ϕ(x) : x ∈ A} < ω1.
On the other hand, if sup{ϕ(x) : x ∈ A} < ω1, then A is a union of
countably many Borel sets of the form {x ∈ A : ϕ(x) = ξ}, ξ < ω1. So A is
Borel.

Remark 4.9.9 This result gives an alternative proof of the first separation
theorem for analytic sets (4.4.1).

The Borel isomorphism theorem says that any two uncountable Borel
sets are isomorphic. Are any two analytic non-Borel sets isomorphic? Are
any two coanalytic non-Borel sets isomorphic? We discuss these questions
now.

Exercise 4.9.10 LetX and Y be uncountable Polish spaces. Suppose U ⊆
X×X and V ⊆ Y ×Y are universal analytic. Show that U and V are Borel
isomorphic.

Example 4.9.11 (A. Maitra and C. Ryll-Nardzewski[76]) Let X, Y be
uncountable Polish spaces. Let U ⊆ X×X be universal analytic and C ⊆ Y
an uncountable coanalytic set not containing a perfect set. We mentioned
earlier that Gödel’s axiom of constructibility implies the existence of such a
set. The set C does not contain any uncountable Borel set. Take A = Y \C.
Then U and A are not Borel isomorphic. Here is a proof. Suppose they are
Borel isomorphic. Take a Borel isomorphism f : U −→ A. By 3.3.5, there
exist Borel sets B1 ⊇ U , B2 ⊇ A and a Borel isomorphism g : B1 −→ B2
extending f . Let ϕ be a Π1

1 norm on U c as defined in 4.9.8. It is easy
to verify that for uncountably many ξ < ω1, {(x, y) ∈ U c : ϕ(x, y) =
ξ} is uncountable. By 4.9.8, sup{ϕ(x, y) : (x, y) ∈ Bc

1} < ω1. Therefore,
B1 \ U contains an uncountable Borel set. It follows that C contains an
uncountable Borel set, which is not the case. Hence, U and A are not Borel
isomorphic.

Exercise 4.9.12 Show that the statement “any two analytic non-Borel
sets are isomorphic” is equivalent to “any two coanalytic non-Borel sets
are isomorphic.”

Remark 4.9.13 J. Steel has shown that under “analytic determinacy”
any two analytic non-Borel sets are isomorphic. Hence, the statement “any
two analytic non-Borel sets are isomorphic” cannot be decided in ZFC.
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Theorem 4.9.14 (The reduction principle for coanalytic sets) (Kura-
towski) Let (An) be sequence of Π1

1 sets in a Polish space X. Then there is
a sequence (A∗

n) of Π
1
1 sets such that they are pairwise disjoint, A

∗
n ⊆ An,

and
⋃
nA

∗
n =

⋃
nAn.

Proof. Consider A ⊆ X × N given by

(x, n) ∈ A⇐⇒ x ∈ An.

Clearly, A is Π1
1 with projection

⋃
nAn. Let ϕ be a Π1

1-norm on A. Define
A∗ ⊆ X × N by

(x, n) ∈ A∗ ⇐⇒ (x, n) ∈ A & ∀m[(x, n) ≤∗
ϕ (x,m)]

& ∀m[(x, n) <∗
ϕ (x,m) or n ≤ m].

Thus, for each x in the projecton of A we first look at the set of integers
n with (x, n) ∈ A such that ϕ(x, n) is the minimum. Then we choose the
least among these integers. Note that A∗ is Π1

1, A
∗ ⊆ A, and for every

x ∈ ⋃
nAn there is exactly one n such that (x, n) ∈ A∗. Let

A∗
n = {x : (x, n) ∈ A∗}.

Clearly, A∗
n is Π

1
1. It is easy to check that the A∗

n’s are pairwise disjoint
and

⋃
nA

∗
n =

⋃
nAn.

Corollary 4.9.15 Let X be Polish and A0, A1 coanalytic subsets of X.
Then there exist pairwise disjoint coanalytic sets A∗

0, A
∗
1 contained in A0,

A1 respectively such that A∗
0
⋃
A∗

1 = A0
⋃
A1.

Proof. In the above theorem, take An = ∅ for n > 1.

Remark 4.9.16 Let B =
⋃
nAn be Borel. As

A∗
n = B \

⋃
i�=n

A∗
i ,

it is Σ1
1. So each A∗

n is Borel by Souslin’s theorem (4.4.3). This gives an
alternative proof of 4.6.1.

The following examples show that analytic sets do not satisfy the re-
duction principle and the separation theorems are not true for coanalytic
sets.

Example 4.9.17 Let U0, U1 be a universal pair of analytic subsets of
NN × NN (4.1.17). Suppose there exist pairwise disjoint analytic sets V0 ⊆
U0, V1 ⊆ U1 such that V0

⋃
V1 = U0

⋃
U1. By the first separation theorem

for analytic sets, (4.4.1), there is a Borel set B containing V0 and disjoint
from V1. We claim that B is universal Borel, which contradicts 3.6.9. To
prove our claim, take any Borel E ⊆ NN. Since U0, U1 is a universal pair of
analytic sets, there is an α such that E = (U0)α and Ec = (U1)α. Plainly,
E = Bα.
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Exercise 4.9.18 Let C0, C1 be a universal pair of coanalytic subsets of
NN × NN. By reduction principle for coanalytic sets, there exist disjoint
coanalytic sets D0, D1 such that Di ⊆ Ci, i = 0 or 1 and D0

⋃
D1 =

C0
⋃
C1. Show that there is no Borel set B containing D0 and disjoint

from D1.

Using the above idea, we also get a very useful parametrization of Borel
sets.

Theorem 4.9.19 Let X be a Polish space. Then there exist sets C ∈
Π1

1(N
N) and V ∈ Π1

1(N
N × X), U ∈ Σ1

1(N
N × X) such that for every

α ∈ C, Uα = Vα and

∆1
1(X) = {Uα : α ∈ C}.

In particular, there are a coanalytic set and an analytic set contained in
NN ×X that are universal for ∆1

1(X).

Proof. Let W0, W1 be coanalytic subsets of NN ×X such that for every
pair (C0, C1) of sets in Π1

1(X) there is an α with Ci = (Wi)α, i = 0 or 1.
By the reduction principle for coanalytic sets, (4.9.15), there are pairwise
disjoint coanalytic sets Vi ⊆Wi, i = 0 or 1, such that V0

⋃
V1 =W0

⋃
W1.

Define
C = {α : ∀x((α, x) ∈ V0

⋃
V1)}.

So, C is coanalytic. Take V = V0 and U = V c
1 . A routine argument shows

that C, U , and V have the desired properties. So, we have proved the first
part of the result.
To see the second part, note that V

⋂
(C×X) is a coanalytic set universal

for ∆1
1(X), and its complement is an analytic set universal for ∆

1
1(X).

Exercise 4.9.20 Show that in 4.9.19 we cannot replace C ∈ Π1
1 by C ∈

Σ1
1.

The next example shows that 4.7.6 cannot be generalized for coanalytic
sets A0, A1.

Example 4.9.21 Let C0 and C1 be disjoint coanalytic subsets of I = [0, 1]
that are not Borel separated; i.e., there is no Borel set containing C0 and
disjoint from C1. Let

A0 = (I × {0})
⋃
(C0 × [0, 3/4])

and
A1 = (I × {1})

⋃
(C1 × [1/4, 1]).

Clearly, A0, A1 are disjoint coanalytic sets with sections closed. Suppose
there is a Borel map u : I × I −→ I such that u|B is the characteristic
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function of A1, where B = A0
⋃
A1. Then, the set

E = {x ∈ I : u(x, 1/2) = 0}
is Borel and separates C0 from C1.

4.10 Choquet Capacitability Theorem

In this section we introduce the notion of a capacity, and prove the Cho-
quet capacitability theorem. The notion of a capacity was introduced by
Choquet [30]. It lies in the heart of the theory of analytic sets [33]. It is
used particularly in stochastic process and potential theory [34], [38].
A capacity on a Polish space X is a set-map I : P(X) −→ [0,∞]

satisfying the following conditions.

(i) I is ”monotone”; i.e., A ⊆ B =⇒ I(A) ≤ I(B).

(ii) A0 ⊆ A1 ⊆ A2 ⊆ · · · =⇒ lim I(An) = I(A), where A =
⋃
nAn. (We

express this by saying that “I is going up”.)

(iii) I(K) <∞ for every compact K ⊆ X.

(iv) For every compact K and every t > 0, I(K) < t implies that there is
an open set U ⊇ K such that I(U) < t. (We express this by saying
that “I is right-continuous over compacta”.)

Example 4.10.1 Let µ be a finite Borel measure on a Polish space X and
µ∗ the associated outer measure. Thus, for any A ⊆ X,

µ∗(A) = inf{µ(B) : B ⊇ A,B Borel}.
It is easy to check that µ∗ is a capacity on X.

Example 4.10.2 (Separation capacity) Let X be a polish space. Define
I : P(X ×X) −→ {0, 1} by

I(A) =
{
0 if π1(A)

⋂
π2(A) = ∅,

1 otherwise,

where π1 and π2 are the two projection maps on X ×X. For A ⊆ X ×X,
set

R[A] = π1(A)× π2(A);

i. e., R[A] is the smallest rectangle containing A. Clearly, I(A) = 0 if and
only if R[A] is disjoint from the diagonal in X×X. It is easy to verify that
I is a capacity on X×X. Later in this section, using this capacity we shall
give a rather beautiful proof of the first separation theorem for analytic
sets. Because of this, I is called the separation capacity on X ×X.
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Example 4.10.3 Let X and Y be Polish spaces and f : X −→ Y a
continuous map. Suppose that I is a capacity on Y . Define

If (A) = I(f(A)), A ⊆ X.

It easy to see that If is a capacity on X.

We can generalize 4.10.1 as follows.

Proposition 4.10.4 Let I be a capacity on a Polish space X and that
I∗ : P(X) −→ [0,∞] be defined by

I∗(A) = inf{I(B) : B ⊇ A,B Borel}.

Then I∗ is a capacity on X.

Proof. Clearly, I∗ is monotone. Further, I∗ and I coincide on Borel sets.
As I is a capacity, it follows that I∗(K) < ∞ for every compact K and
that I∗ is right-continuous over compacta.
To show that I∗ is going up, take any nondecreasing sequence (An) of

subsets of X. Set A =
⋃
nAn. Note that for every C ⊆ X, there is a

Borel D ⊇ C such that I∗(C) = I(D). Hence, for every n there is a Borel
Bn ⊇ An such that I(Bn) = I∗(An). Replacing Bn by

⋂
m≥nBm, we may

assume that (Bn) is nondecreasing. Set B =
⋃
nBn. Clearly,

I(B) ≥ I∗(A) ≥ I∗(An) = I(Bn)

for every n. Since I is going up, lim I(Bn) = I(B). It follows that
lim I∗(An) = I∗A).

Exercise 4.10.5 Let I be a capacity on a Polish space X. Suppose (Kn)
is a nonincreasing sequence of compact subsets of X decreasing to, say, K.
Show that I(Kn) converges to I(K).

Example 4.10.6 Consider I : P(NN) −→ {0, 1} defined by

I(A) =
{
0 if A is contained in a Kσ set,
1 otherwise.

Then I satisfies the conditions (i), (ii), and (iii) of the definition of a ca-
pacity. Further, if (Kn) is a nonincreasing sequence of compact sets with
intersection, say, K, then I(Kn) → I(K). But since no open set in NN is
contained in a Kσ, I is not right-continuous over compacta.

Exercise 4.10.7 Suppose X is a compact metric space and I : P(X) −→
[0,∞] satisfies the conditions (i), (ii), and (iii) of the definition of a capacity.
Further, assume that whenever (Kn) is a nonincreasing sequence of compact
sets with intersection K, I(Kn)→ I(K). Show that I is a capacity.
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We now introduce the key notion of this section. Let X be a Polish space,
I a capacity on X, and A ⊆ X. We say that A is I-capacitable if

I(A) = sup{I(K) : K ⊆ A compact}.
The set A is called universally capacitable if it is I-capacitable with
respect to all capacities I on X.

Exercise 4.10.8 Let X and Y be Polish spaces and f : X −→ Y a contin-
uous map. Assume that A ⊆ X is universally capacitable. Show that f(A)
is universally capacitable.

Remark 4.10.9 This is almost the only known stability property of the
class of universally capacitable sets. For instance, later in this section we
shall show that the complement of a universally capacitable set need not
be universally capacitable.

Proposition 4.10.10 Let I be a capacity on a Polish space X and A ⊆ X
universally capacitable. Then

I(A) = I∗(A),

where I∗ is as defined in 4.10.4.

Proof. By 4.10.4, I∗ is a capacity. Now note the following.

I∗(A) = sup{I∗(K) : K ⊆ A compact} (as A is I∗ − capacitable)
= sup{I(K) : K ⊆ A compact}
= I(A) (as A is I − capacitable)

Proposition 4.10.11 NN is universally capacitable.

Proof. For any s = (n0, n1, . . . , nk−1) ∈ N<N, set

Σ∗(s) = {α ∈ NN : (∀i < k)(α(i) ≤ ni)}.
Take any capacity I on NN and a real number t such that I(NN) > t. To
prove our result, we shall show that there is a compact set K such that
I(K) ≥ t.
Since the sequence (Σ∗(n)) increases to NN, there is a natural number n0

such that I(Σ∗(n0)) > t. Again, since (Σ∗(n0n)) increases to Σ∗(n0), there
is a natural number n1 such that I(Σ∗(n0n1)) > t. Proceeding similarly,
we get a sequence n0, n1, n2, . . . of natural numbers such that

I(Σ∗(n0n1 . . . nk−1)) > t

for every k. Now consider

K = {α ∈ NN : α(i) ≤ ni for every i}.
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Clearly, K is compact. We claim that I(K) ≥ t. Suppose not. Since I is
right-continuous over compacta, there is an open set U ⊇ K such that
I(U) < t. It is not very hard to show that U ⊇ Σ∗(n0n1 . . . nk−1)) for some
k. Since I is monotone, we have arrived at a contradiction.

Theorem 4.10.12 (Choquet capacitability theorem [30], [107]) Every an-
alytic subset of a Polish space is universally capacitable.

Proof. Let X be a Polish space and A ⊆ X analytic. Let I be any
capacity on X. Suppose I(A) > t. Let f : NN −→ X be a continuous map
with range A. By 4.10.11, there is a compact K ⊆ NN such that If (K) > t.
Plainly I(f(K)) > t, and our result is proved.
The next result will show that the notion of a capacity is quite relevant

to the theory of analytic sets.

Proposition 4.10.13 Let X be a Polish space and I the separation ca-
pacity on X ×X as defined in 4.10.2. Assume that a rectangle A1 ×A2 be
universally capacitable. If I(A1 × A2) = 0, then there is a Borel rectangle
B = B1 ×B2 containing A1 ×A2 of I-capacity 0.

Proof of 4.10.13. Set C0 = A1×A2. By 4.10.10, there is a Borel C1 ⊇ C0
such that I(C1) = 0. Set C2 = R[C1]. (Recall that R[A] denotes the smallest
rectangle containing A.) Clearly I(C2) = 0. Since C2 is analytic, by 4.10.12,
it is universally capacitable. By 4.10.10, there is a Borel C3 ⊇ C2 such that
I(C3) = 0. Set C4 = R[C3]. Proceeding similarly, we get a nondecreasing
sequence (Cn) of subsets of X ×X such that Cn is a rectangle for even n
and Cn’s are Borel for odd n. Further I(Cn) = 0 for all n. Take B =

⋃
n Cn.

Here are a few applications of the above result. By 4.10.12 and 4.10.13,
we immediately get an alternative proof of the first separation theorem
for analytic sets. To see another application, let A1 and A2 be two disjoint
coanalytic subsets of an uncountable Polish space that cannot be separated
by disjoint Borel sets(4.9.18). By 4.10.13, the coanalytic set A1×A2 is not
universally capacitable. Thus, the complement of a universally capacitable
set need not be universally capacitable.

4.11 The Second Separation Theorem

In this section we prove yet another separation theorem for analytic sets.
In the next section we apply it and show that every countable-to-one Borel
map is bimeasurable.

Theorem 4.11.1 (Second separation theorem for analytic sets) (Kura-
towski) Let X be a Polish space and A, B two analytic subsets. There
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exist disjoint coanalytic sets C and D such that

A \B ⊆ C and B \A ⊆ D.

Proof. By 4.1.20, there exist Borel maps f : X −→ LO, g : X −→ LO
such that f−1(WO) = Ac and g−1(WO) = Bc.
For α, β in LO, define

α � β ⇐⇒ ∃f ∈ NN(f |D(α) is one-to-one
&∀m∀n(α(m,n) = 1⇐⇒ β(f(m), f(n)) = 1)).

(Recall that for any α ∈ NN, n ∈ D(α) ⇐⇒ α(n, n) = 1.) So � is an
analytic subset of NN × NN.
Let

C = Bc
⋂
{x ∈ X : f(x) � g(x)}c

and
D = Ac

⋂
{x ∈ X : g(x) � f(x)}c.

Clearly, C and D are coanalytic. We claim that C and D are disjoint.
Suppose not. Take any x ∈ C

⋂
D. Then both f(x) and g(x) are in WO.

Therefore, either |f(x)| ≤ |g(x)| or |g(x)| ≤ |f(x)|. Since x ∈ C
⋂
D, this

is impossible.
Finally, we show that A \ B ⊆ C. Let x ∈ A \ B. Then, of course,

x ∈ Bc. As f(x) �∈ WO and g(x) ∈ WO, there is no order-preserving one-
to-one map from D(f(x)) into D(g(x)). So, x ∈ C. Similarly it follows that
B \A ⊆ D.

Exercise 4.11.2 Let A, B be analytic subsets of a Polish space X and
f, g : X −→ LO Borel maps such that f−1(WO) = Ac and g−1(WO) = Bc.
Define βA : X −→ ω1 + 1 by

βA(x) =
{ |f(x)| if x ∈ Ac,

ω1 otherwise.

Define βB : X −→ ω1 + 1 analogously. Show that

{x ∈ X : βA(x) ≤ βB(x)} ∈ Σ1
1.

Corollary 4.11.3 Suppose X is a Polish space and (An) a sequence of
analytic subsets of X. Then there exists a sequence (Cn) of pairwise disjoint
coanalytic sets such that

An \
⋃
m�=n

Am ⊆ Cn.



4.11 The Second Separation Theorem 177

Proof. By the second separation theorem, for each n there exist pairwise
disjoint coanalytic sets C ′

n and D′
n such that

An \
⋃
m�=n

Am ⊆ C ′
n and

⋃
m�=n

Am \An ⊆ D′
n.

Take
Cn = C ′

n

⋂ ⋂
m�=n

D′
m.

Proposition 4.11.4 Suppose X is a Polish space and (An) a sequence
of analytic subsets of X. Then there exists a sequence (Cn) of coanalytic
subsets of X such that

An \ lim supAm ⊆ Cn (1)

and
lim supCn = ∅. (2)

Proof. For each n, set βn = βAn , where βAn is as defined in 4.11.2. Let

Qnm = {x ∈ X : βn(x) ≤ βm(x)}.

Qnm is analytic by 4.11.2. Take

Cn = [lim sup
m

{Qnm}]c.

Then Cn is coanalytic and

x �∈ Cn ⇐⇒ ∃η ⊆ N(η infinite, & x ∈
⋂
m∈η

Qnm). (∗)

Proof of (1): Let x ∈ An \ lim supAm. Then βn(x) = ω1. Let η be any
infinite subset of N. Find m ∈ η such that x �∈ Am. Then βm(x) < ω1 =
βn(x). So, x �∈ Qnm. By ( ) x ∈ Cn.
Proof of (2): Suppose lim supCn �= ∅. Take any x ∈ lim supCn. Choose

an infinite subset η of N such that x ∈ Cn for all n ∈ η. Choose n0 ∈ η
such that βn0(x) = min{βn(x) : n ∈ η}. So, x �∈ Cn0 by ( ). This is a
contradiction. Hence, lim supCn = ∅.
Remark 4.11.5 (J. Jayne, A. Maitra, and C. A. Rogers) The generalized
first separation principle (4.6.1) does not hold for coanalytic sets. This
follows from the fact that the following statement does not hold in general.
(Q)Whenever (Cn) is a sequence of coanalytic subsets of an uncountable

Polish space X such that lim supCn = ∅, there exist Borel sets Bn in X
such that Cn ⊆ Bn and lim supBn = ∅.
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Assume (Q). Find a sequence (Un) of analytic subsets of X ×X univer-
sal for sequences of analytic subsets of X (4.1.18). Apply 4.11.4 to these
analytic sets Un. We will get coanalytic subsets Cn of X ×X such that

Un \ lim supUm ⊆ Cn,

and
lim supCn = ∅.

By (Q), there exist Borel sets Bn in X×X such that Cn ⊆ Bn for all n and
lim supBn = ∅. Choose 2 < α < ω1 such that every Bi is of additive class
α. To establish our claim we now show that 3.6.14 is false for α. Towards
proving this, let (En) be a sequence of multiplicative class α sets in X such
that lim supEi = ∅. Choose σ ∈ NN such that Ei = (Ui)σ for each i. Then

(lim supUi)σ = lim sup(Ui)σ = lim supEi = ∅.

So,
∀i(Ei = (Ui)σ ⊆ (Ci)σ ⊆ (Bi)σ)

and
lim sup(Bi)σ = ∅.

Since the sets (Bi)σ are of additive class α, we have shown that 3.6.14 does
not hold. Thus (Q) is false.

Exercise 4.11.6 Show that there is an A-function f : R −→ R that does
not dominate a Borel function.

4.12 Countable-to-One Borel Functions

Theorem 4.12.1 Let X be a Borel subset of a Polish space, Y Polish, and
f : X −→ Y Borel. Then

Zf = {y ∈ Y : f−1(y) is a singleton}

is coanalytic.

Proof. We first prove the result in case X is a closed subset of NN and
f continuous.
For s ∈ N<N, let

As = f(Σ(s)
⋂

X) and Bs = f(X \ Σ(s)).

Then
As =

⋃
nAsˆn,

Bsˆn ⊇ Bs,
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and
Bs =

⋃
{t:|s|=|t| & s�=t} At.

Note that {As \ Bs : |s| = k} is a pairwise disjoint family for any k.
Further, {As \Bs : s ∈ N<N} is a regular system. Also, as f is continuous,
for any α ∈ X,

{f(α)} =
⋂
k

Aα|k =
⋂
k

cl(Aα|k).

Now,

Zf =
⋃
α[{f(α)} \ f(X \ {α})]

=
⋃
α[

⋂
k f(X

⋂
Σ(α|k)) \ f(⋃k(X \ Σ(α|k)))]

=
⋃
α

⋂
k(Aα|k \Bα|k).

By 4.11.3, for each k there is a family {Cs : |s| = k} of pairwise disjoint
coanalytic sets such that

As \Bs ⊆ Cs.

Replacing Cs by
⋂
t�s Ct, we assume that {Cs : s ∈ N<N} is regular. Let

C∗
s = Cs

⋂
(cl(As) \Bs).

Then
As \Bs ⊆ C∗

s ⊆ cl(As) \Bs. (∗)
Further, for any s and any m,

C∗
sˆm = [cl(Asˆm) \Bsˆm]

⋂
Csˆm

⊆ [cl(As) \Bs]
⋂
Cs

= C∗
s

This shows that {C∗
s : s ∈ N<N} is regular and

(|s| = |t| & s �= t) =⇒ C∗
s

⋂
C∗
t = ∅.

By ( ),
Zf ⊆

⋃
α

⋂
k

C∗
α|k ⊆

⋃
α

⋂
k

(cl(Aα|k) \Bα|k).

For every α ∈ NN, we have
⋂
k(cl(Aα|k) \Bα|k) =

⋂
k cl(Aα|k)

⋂ ⋂
k B

c
α|k

=
⋂
k Aα|k

⋂ ⋂
k B

c
α|k

=
⋂
k(Aα|k \Bα|k)

⊆ Zf
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Hence,
Zf =

⋃
α

⋂
k

C∗
α|k.

By 1.12.3, ⋃
α

⋂
k

C∗
α|k =

⋂
k

⋃
|s|=k

C∗
s ,

and the result in the special case follows.
For the general case, note that by 3.3.15 and 2.6.9, graph(f) is a one-

to-one continuous image of a closed subset D of NN. Now apply the above
case to X = D and f = πY ◦ g, where g : D −→ graph(f) is a continuous
bijection and πY : X × Y is the projection onto Y .

Corollary 4.12.2 Let X, Y be Polish spaces and B ⊆ X × Y a Borel set.
Then the set

Z = {x ∈ X : Bx is a singleton}
is coanalytic.

Theorem 4.12.3 (Lusin[71]) If X, Y are Polish and B a Borel subset of
X × Y such that for every x ∈ X the section Bx is countable, then πX(B)
is Borel.

Proof. Let E ⊆ NN be a closed set andf : E −→ X × Y a one-to-one
continuous map from E onto B. Consider g = πX ◦f . For every x ∈ πX(B),
g−1(x) is a countable closed subset of E. Hence, by the Baire category
theorem, g−1(x) has an isolated point. Let gs = g|Σ(s), s ∈ N<N. As

πX(B) =
⋃
s

Zgs ,

it is coanalytic by 4.12.1. The result follows from Souslin’s theorem.
In the next chapter we shall present the result of Lusin in its full general-

ity: Every analytic subset of the product of two Polish spaces X and Y with
the sections Ex countable can be covered by countably many Borel graphs.

Theorem 4.12.4 Suppose X, Y are Polish spaces and f : X −→ Y is a
countable-to-one Borel map. Then f(B) is Borel for every Borel set B in
X.

Proof. The result follows from 4.12.3 and the identity

f(B) = πY (graph(f)
⋂
(B × Y )).

It is interesting to note that the converse of the above theorem is also
true.



4.12 Countable-to-One Borel Functions 181

Theorem 4.12.5 (Purves [93]) Let X be a standard Borel space, Y Polish,
and f : X −→ Y a bimeasurable map. Then

{y ∈ Y : f−1(y) is uncountable}

is countable.

We need a lemma.

Lemma 4.12.6 Let X be a standard Borel space, Y Polish, and A ⊆ X ×
Y analytic with πX(A) uncountable. Suppose that for every x ∈ πX(A),
the section Ax is perfect. Then there is a C ⊆ πX(A) homeomorphic to
the Cantor set and a one-to-one Borel map f : C × 2N −→ A such that
πX(f(x, α)) = x for every x and every α.

Granting the Lemma, the proof is completed as follows.

Proof of 4.12.5. Assume that f−1(y) is uncountable for uncountably
many y. We shall show that there is a Borel B ⊆ X such that f(B) is not
Borel.
Case 1: f is continuous.
Fix a countable base (Un) for the topology of X. Let G = graph(f). For

each n, let
En = {y ∈ Y : Un

⋂
Gy is countable}

and
A = G \

⋃
n

(Un × En).

By 4.3.7, En is coanalytic. Hence, A is analytic. Further, πY (A) is un-
countable and Ay is perfect for every y ∈ πY (A). By 4.12.6, there is a
homeomorph of the Cantor set C contained in πY (A) and a one-to-one
Borel map g : 2N × C −→ A such that πY (g(α, y)) = y. Let D be a Borel
subset of 2N×C such that πC(D) is not Borel and let B = πX(g(D)). Since
πX ◦ g is one-to-one, B is Borel by 4.5.4. Since f(B) = πC(D), the result
follows in this case.
The general case follows from case 1 by replacing X by graph(f) and f

by πY |graph(f).
Proof of 4.12.6.
Fix a compatible complete metric on Y and a countable base (Un) for

the topology of Y . For each s ∈ 2<N, we define a map ns(x) : πX(A) −→ N

satifying the following conditions.

(i) x −→ ns(x) is σ(Σ1
1)-measurable,

(ii) diameter(Uns(x)) < 1
2|s| ,

(iii) Uns(x)
⋂
Ax �= ∅ for all x ∈ πX(A),
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(iv) cl(Unsˆε(x)) ⊆ Uns(x), ε = 0 or 1, and

(v) cl(Unsˆ0(x))
⋂
cl(Unsˆ1(x)) = ∅.

Such a system of functions is defined by induction on |s|. This is a fairly
routine exercise, which we leave for the reader. Now fix a continuous proba-
bility measure P on X such that P (πX(A)) = 1. Since every set in σ(Σ1

1) is
P -measurable and since πX(A) is uncountable, there is a homeomorph C of
the Cantor set contained in πX(A) such that ns|C is Borel measurable for
all s ∈ 2<N. Take x ∈ C and α ∈ 2N. Note that

⋂
k Unα|k(x) is a singleton,

say {y}. Put f(x, α) = (x, y). The map f has the desired properties.
The above proof is due to R. D. Mauldin [81].



5
Selection and Uniformization
Theorems

In this chapter we present some measurable selection theorems. Selection
theorems are needed in several branches of mathematics such as probability
theory, stochastic processes, ergodic theory, mathematical statistics ([17],
[34], [89], [18], etc.), functional analysis, harmonic analysis, representation
theory of groups and C∗-algebras ([4], [6], [7], [35], [36], [37], [40], [50],
[54], [72], [73], [124], etc.), game theory, gambling, dynamic programming,
control theory, mathematical economics ([55], [78], etc.). Care has been
taken to present the results in such a way that they are readily applicable
in a variety of situtations. It is impossible to present a satisfactory account
of applications in a book of this size. We shall be content with giving some
applications that do not require much background beyond what has been
developed in this book. From time to time we give some references, where
interested readers will find more applications.
The axiom of choice states that every family {Ai : i ∈ I} of nonempty

sets admits a choice function. For most purposes this is of no use. For
instance, if X and Y are topological spaces and f : X −→ Y a continuous
map, one might want a continuous map s : Y −→ X such that f ◦ s is
the identity map. This is not always possible: For the map f(t) = eit from
R onto S1 no such continuous s exists. (Why?) Conditions under which a
continuous selection exists are very stringent and not often met. Interested
readers can consult [82] for some very useful continuous selection theorems.
On the other hand, measurable selections exist under fairly mild conditions.
Note that the map f : R −→ S1 defined above admits a Borel selection S.
In what follows, we systematically present most of the major measurable
selection theorems.
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5.1 Preliminaries

A multifunction G : X −→ Y is a map with domain X and whose values
are nonempty subsets of Y . For A ⊂ Y , we put

G−1(A) = {x ∈ X : G(x)
⋂

A �= ∅}.

The set
{(x, y) ∈ X × Y : y ∈ G(x)}

will be called the graph of the multifunction G. It will be denoted by
gr(G). We have

G−1(A) = πX(gr(G)
⋂
(X ×A)).

A selection of a multifunction G : X −→ Y is a point map s : X −→ Y
such that s(x) ∈ G(x) for every x ∈ X.
Let A be a class of subsets of X. We shall consider only the cases where

A is a σ-algebra or X a Polish space and A one of the additive class
Σ0
α(X). Let Y be a Polish space. A multifunction G : X −→ Y is called

A-measurable (strongly A-measurable) if G−1(U) ∈ A for every open
(closed) set U in Y . In particular, a point map g : X −→ Y is A-measurable
if g−1(U) ∈ A for all open U in Y . We shall drop the prefix A from these
notions if there is no scope for confusion.

Remark 5.1.1 Suppose X is a measurable space, Y a Polish space and
F (Y ) the space of all nonempty closed sets in Y with the Effros Borel
structure. Then a closed-valued multifunction G : X −→ Y is measurable
if and only if G : X −→ F (Y ) is measurable as a point map.

A multifunction G : X −→ Y is called lower-semicontinuous (upper-
semicontinuous) if G−1(U) is open (closed) for every open (closed) set
U ⊆ Y . Let X, Y be topological spaces and g : Y −→ X a continuous open
(closed) onto map. Then G(x) = g−1(x) is lower semicontinuous (upper
semicontinuous).

Lemma 5.1.2 Suppose Y is metrizable, G : X −→ Y strongly A-
measurable, and A closed under countable unions. Then G is A-measurable.
Proof. Let U be open in Y . Since Y is metrizable, U is an Fσ set in Y .

Let U =
⋃
n Cn, Cn closed. Then

G−1(U) =
⋃
n

G−1(Cn).

Since G is strongly A-measurable and A closed under countable unions,
G−1(U) ∈ A.
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Exercise 5.1.3 Let X and Y be Polish spaces and A = BX . Give an
example of a closed-valued, A-measurable multifunction G : X −→ Y that
is not strongly A-measurable.
Lemma 5.1.4 Suppose (X,A) is a measurable space, Y a Polish space,
and G : X −→ Y a closed-valued measurable multifunction. Then gr(G) ∈
A⊗BY .
Proof. Let (Un) be a countable base for Y . Note that

y �∈ G(x)⇐⇒ ∃n[G(x)
⋂

Un = ∅ & y ∈ Un].

Therefore,
(X × Y ) \ gr(G) =

⋃
n

[(G−1(Un))c × Un],

and the result follows.

Exercise 5.1.5 Show that the converse of 5.1.4 is not true in general.

Exercise 5.1.6 Let X and Y be Polish spaces and A a sub σ-algebra of
BX . Show that every compact-valued multifunction G : X −→ Y whose
graph is in A⊗BY is A-measurable.
The problem of selection occurs in several forms. Let B ⊆ X × Y . A set

C ⊆ B is called a uniformization of B if for every x ∈ X, the section Cx

contains at most one point and πX(C) = πX(B). In other words, C ⊆ B
is a uniformization of B if it is the graph of a function f : πX(B) −→ Y .
Such a map f will be called a section of B.
One of the most basic problems we shall address is the following: When

does a Borel set in the product of two Polish spaces admit a Borel uni-
formization? Let X, Y be Polish and B ⊆ X ×Y Borel. Suppose B admits
a Borel uniformization C. Then πX |C is a one-to-one continuous map with
range πX(B). Hence, by 4.5.1, πX(B) is Borel. Blackwell([16]) showed that
this condition is not sufficient.

Example 5.1.7 (Blackwell[16]) Let C1, C2 be two disjoint coanalytic sub-
sets of [0, 1] that cannot be separated by Borel sets. The existence of such
sets has been shown in (4.9.17). Let Bi be a closed subset of [0, 1] × Σ(i)
whose projection is [0, 1] \ Ci, i = 1 or 2. Take B = B1

⋃
B2. Then B

is a closed subset of [0, 1] × NN whose projection is [0, 1]. Suppose there
exists a Borel section f : [0, 1] −→ NN of B. Then f−1(Σ(2)) is a Borel set
containing C1 and disjoint from C2. But no such Borel set exists. Thus B
does not admit a Borel uniformization.

Exercise 5.1.8 Show that a Borel set B ⊆ X × Y admits a Borel uni-
formization if and only if πX(B) is Borel and B admits a Borel section.
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Two questions now arise: (i) Under what conditions does a Borel set
admit a Borel uniformization? (ii) Can we uniformize any Borel set by a
set that is nice in some way? An answer to the second question was given
by Von Neumann. We shall present Von Neumann’s theorem in Section 5.
In subsequent sections, we shall discuss the first problem in detail.
A partition Π of a set X is a family of pairwise disjoint nonempty sub-

sets of X whose union is X. There is an obvious one-to-one correspondence
between partitions of X and equivalence relations on X. We shall go back
anf forth between the two notions without any explicit mention. Let Π be
a partition of X and A ⊂ X. We put

A∗ =
⋃
{P ∈ Π : A

⋂
P �= ∅}.

Therefore, A∗ is the smallest invariant set containing A, called the satu-
ration of A.
Let X be a Polish space and A a family of subsets of X. A partition

Π is called A-measurable if the saturation of every open set is in A. Let
Π be a partition of a Polish space X. We call Π closed, Borel, etc. if it
is closed, Borel, etc. in X × X. It is said to be lower-semicontinuous
(upper-semicontinuous) if the saturation of every open (closed) set is
open (closed).
A cross section of Π is a subset S of X such that S

⋂
A is a singleton

for every A ∈ Π. A section of Π is a map f : X −→ X such that for any
x, y in X,

(a) x Π f(x), and

(b) x Π y =⇒ f(x) = f(y).

To each section f we canonically associate a cross section

S = {x ∈ X : x = f(x)}

of Π.

Proposition 5.1.9 Suppose X is a Polish space andΠ a Borel equivalence
relation on X. Then the following statements are equivalent.

(i) Π has a Borel section.

(ii) Π admits a Borel cross section.

Proof. If f is a Borel section of Π, then the corresponding cross section
is clearly Borel. On the other hand, let S be a Borel cross section of Π. Let
f(x) be the unique point of S equivalent to x. It is clearly a section of Π.
Note that

y = f(x)⇐⇒ x Π y & y ∈ S.
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Therefore, as Π and S are Borel, the graph of f is Borel. Hence, f is Borel
measurable by 4.5.2.
A partition Π is called countably separated if there is a Polish space

Y (or equivalently, a standard Borel space Y ) and a Borel map f : X −→ Y
such that

x Π x′ ⇐⇒ f(x) = f(x′).

Exercise 5.1.10 Let Π be a partition of a Polish space X. Show that the
following statements are equivalent.

(i) Π is countably separated.

(ii) There is a Polish space Y and a sequence of Borel maps fn : X −→ Y
such that

∀x, y(x Π y ⇐⇒ ∀n(fn(x) = fn(y))).

(iii) There is a sequence (Bn) of invariant Borel subsets of X such that

∀x, y(x Π y ⇐⇒ ∀n(x ∈ Bn ⇐⇒ y ∈ Bn));

that is,
X × Y \Π =

⋃
n

(Bn ×Bc
n).

Proposition 5.1.11 Every closed equivalence relationΠ on a Polish space
X is countably separated.

Proof. Take any countable base (Un) for the topology of X. For every
x, y in X such that (x, y) �∈ Π, there exist basic open sets Un and Um
containing x and y respectively with Un×Um ⊆ (X×Y )\Π. In particular,
U∗
n is disjoint from Um. Since U∗

n is the projection onto the first coordinate
axis of πX(Π

⋂
(X × Un)), which is Borel, U∗

n is analytic. Thus U
∗
n is an

invariant analytic set disjoint from Um. Hence, by 4.4.5, there exists an
invariant Borel set Bn containing U∗

n and disjoint from Um. It is now fairly
easy to see that

X × Y \Π =
⋃
n

(Bn ×Bc
n).

The result follows from 5.1.10.

Proposition 5.1.12 Every Borel measurable partition of a Polish space
into Gδ sets is countably separated.

Proof. Let X be a Polish space and Π a Borel measurable partition
of X into Gδ sets. Take Y = F (X), the Effros Borel space of X. Then
Y is standard Borel (3.3.10). For x ∈ X, let [x] be the equivalence class
containing x and p(x) = cl([x]). For any open U ⊆ X,

{x ∈ X : p(x)
⋂

U �= ∅} = U∗,
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which is Borel, since Π is measurable. Therefore, p : X −→ Y is Borel
measurable (5.1.1). We now show that:

x ≡ y ⇐⇒ p(x) = p(y). (∗)
Clearly, x ≡ y =⇒ p(x) = p(y). Suppose x �≡ y but p(x) = p(y). Then [x]
and [y] are two disjoint dense Gδ sets in p(x). This contradicts the Baire
category theorem, and we have proved ( ). Thus, p : X −→ Y witnesses
the fact that Π is countably separated.

Remark 5.1.13 In the above proposition, let (Un) be a countable base for
the topology of X. Let x �≡ y. By ( ), there exists a basic open set Un that
intersects precisely one of p(x), p(y), and so it intersects precisely one of
[x], [y]. It follows that U∗

n contains exactly one of x, y. Conversely, assume
that x ≡ y. Since the U∗

n’s are invariant, we have ∀n(x ∈ U∗
n ⇐⇒ y ∈ U∗

n).
Thus, we see that for x, y in X,

x ≡ y ⇐⇒ ∀n(x ∈ U∗
n ⇐⇒ y ∈ U∗

n).

We shall use this observation later in proving some cross section theorems.

LetΠ be a partition of a Polish spaceX and letX/Π denote the set of all
Π-equivalence classes. Suppose q : X −→ X/Π is the canonical quotient
map. X/Π equipped with the largest σ-algebra making q measurable is
called the quotient Borel space. So the quotient σ-algebra consists of
all subsets E of X/Π such that q−1(E) is Borel in X. The quotient of a
standard Borel space by an equivalence relation need not be isomorphic to
the Borel σ-algebra of a metric space. However, we have the following.

Exercise 5.1.14 Show that if Π is a countably separated partition of a
Polish space X, then the quotient Borel space X/Π is Borel isomorphic to
an analytic set in a Polish space.

Exercise 5.1.15 (i) Give an example of a countably separated partition
of a Polish space that does not admit a Borel cross section.

(ii) Give an example of a closed equivalence relation on a Polish space X
that does not admit a Borel cross section.

Lemma 5.1.16 Let Π be a Borel partition of a Polish space X. The fol-
lowing statements are equivalent.

(i) Π is countably separated.

(ii) The σ-algebra B∗ of Π-invariant Borel sets is countably generated.

Proof. (i) implies (ii): Let Π be countably separated. Take a Polish
space Y and f : X −→ Y a Borel map such that

x Π x′ ⇐⇒ f(x) = f(x′).
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We show that B∗ = f−1(BY ), which will then show that Π satisfies (ii).
Clearly, B∗ ⊇ f−1(BY ). To prove the reverse inclusion, let B ⊆ X be an
invariant Borel set. Then f(B) and f(Bc) are disjoint analytic subsets of
Y . By the first separation principle for analytic sets (4.4.1), there is a Borel
set C such that

f(B) ⊆ C and C
⋂

f(Bc) = ∅.

Therefore, B = f−1(C) ∈ f−1(BY ). Hence, (i) implies (ii).
(ii) implies (i): Let B∗ be countably generated. Take any countable

generator (An) of B∗. Note that the atoms of B∗ are precisely the Π-
equivalence classes. Therefore, for any x, x′ in X,

x Π x′ ⇐⇒ ∀n(x ∈ An ⇐⇒ x′ ∈ An).

From this and 5.1.10, it follows that (ii) implies (i).

5.2 Kuratowski and Ryll-Nardzewski’s Theorem

In this section we present a fairly general measurable selection theorem for
closed-valued multifunctions and give some applications. The result is due
to Kuratowski and Ryll-Nardzewski[63]. Because of its general nature, it
can be used in a variety of situations.
In 5.2.1 – 5.2.3, Y is a Polish space, d < 1 a compatible complete metric

on Y , X a nonempty set, and L an algebra of subsets of X.

Theorem 5.2.1 (Kuratowski and Ryll-Nardzewski [63]) Every Lσ-
measurable, closed-valued multifunction F : X −→ Y admits an Lσ-
measurable selection.

To prove this, we need two lemmas. The first lemma is a straightforward
generalization of the reduction principle for additive Borel classes (3.6.10).
The second one generalizes the fact that the uniform limit of a sequence of
class α functions is of class α (3.6.5 (ii)).

Lemma 5.2.2 Suppose An ∈ Lσ. Then there exist Bn ⊆ An such that the
Bn’s are pairwise disjoint elements of Lσ and

⋃
nAn =

⋃
nBn.

Proof. Write
An =

⋃
m

Cnm,

Cnm ∈ L. Enumerate {Cnm : n,m ∈ N} in a single sequence, say (Di). Set

Ei = Di \
⋃
j<i

Dj .
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Clearly, Ei ∈ L. Take

Bn =
⋃
{Ei : Ei ⊆ An&(∀m < n)(Ei �⊆ Am)}.

Lemma 5.2.3 Suppose fn : X −→ Y is a sequence of Lσ-measurable func-
tions converging uniformly to f : X −→ Y . Then f is Lσ-measurable.
Proof. Replacing (fn) by a subsequence if necessary, we assume that

∀x∀n(d(f(x), fn(x)) < 1/(n+ 1)).

Let F be a closed set in Y and

Fn = cl({y ∈ Y : d(y, F ) < 1/(n+ 1)}).
Then

f(x) ∈ F ⇐⇒ ∀nfn(x) ∈ Fn;

i.e., f−1(F ) =
⋂
n f

−1
n (Fn) ∈ Lδ, and our result is proved.

Proof of 5.2.1. Inductively we define a sequence (sn) of Lσ-measurable
maps from X to Y such that for every x ∈ X and every n ∈ N,

(i) d(sn(x), F (x)) < 2−n, and

(ii) d(sn(x), sn+1(x)) < 2−n.

To define (sn) we take a countable dense set (rn) in Y . Define s0 ≡ r0.
Let n > 0. Suppose that for every m < n, sm satisfying conditions (i) and
(ii) have been defined. Let

Ek = {x ∈ X : d(sn−1(x), rk) < 2−n+1 & d(rk, F (x)) < 2−n}.
So,

Ek = s−1
n−1(B(rk, 2

−n+1))
⋂

F−1(B(rk, 2−n)),

where B(y, r) denotes the open ball in Y with center y and radius r. It
follows that Ek ∈ Lσ.
Further,

⋃
k Ek = X. To see this, take any x ∈ X. As d(sn−1(x), F (x)) <

2−n+1, there is a y in F (X) such that d(y, sn−1(x)) < 2−n+1. Since (rk) is
dense, there exists an l such that d(rl, y) < 2−n and d(rl, sn−1(x)) < 2−n+1.
Then x ∈ El.
By 5.2.2, there exist pairwise disjoint sets Dk ⊆ Ek in Lσ such that⋃
kDk =

⋃
k Ek = X. Define

sn(x) = rk if x ∈ Dk.

It is easy to check that the sequence (sn) thus defined satisfies conditions
(i) and (ii).
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By (ii), (sn) converges uniformly on X, say to s. By 5.2.3, s is Lσ-
measurable. Since, d(s(x), F (x)) = lim d(sn(x), F (x)) = 0 and F (x) is
closed, s(x) ∈ F (x).

Corollary 5.2.4 Let X be a Polish space and F (X) the space of nonempty
closed subsets of X with Effros Borel structure. Then there is a measurable
s : F (X) −→ X such that s(F ) ∈ F for all F ∈ F (X).

Proof. Apply 5.2.1 to the multifunction G : F (X) −→ X, where G(F ) =
F , with L the Effros Borel σ-algebra on F (X).

Corollary 5.2.5 Let (T, T ) be a measurable space and Y a separable met-
ric space. Then every T -measurable, compact-valued multifunction F :
T −→ Y admits a T -measurable selection.
Proof. Let X be the completion of Y . Then F as a multifunction from

T to X is closed-valued and T -measurable. Apply 5.2.1 now.
Corollary 5.2.6 Suppose Y is a compact metric space, X a metric space,
and f : Y −→ X a continuous onto map. Then there is a Borel map
s : X −→ Y of class 2 such that f ◦ s is the identity map on X.

Proof. Let F (x) = f−1(x), x ∈ X, and L = ∆0
2. For any closed set C

in Y ,
F−1(C) = πX(graph(f)

⋂
(X × C)).

Therefore, by 2.3.24, F−1(C) is closed. Hence, F is Lσ-measurable. Now
apply 5.2.1.

Proposition 5.2.7 (A. Maitra and B. V. Rao[77]) Let T be a nonempty
set, L an algebra on T , and X a Polish space. Suppose F : T −→ X is a
closed-valued Lσ-measurable multifunction. Then there is a sequence (fn)
of Lσ-measurable selections of F such that

F (t) = cl({fn(t) : n ∈ N}), t ∈ T.

Proof. Fix a countable base {Un : n ∈ N} for the topology of X and fix
also an Lσ-measurable selection f for F . For each n, Tn = F−1(Un) ∈ Lσ.
Write Tn =

⋃
m Tnm, Tnm ∈ L. Define Fnm : Tnm −→ X by

Fnm(t) = cl(F (t)
⋂

Un), t ∈ Tnm.

By 5.2.1, there is an Lσ|Tnm-measurable selection hnm for Fnm. Define

fnm(t) =
{

hnm(t) if t ∈ Tnm,
f(t) otherwise.

Then each fnm is Lσ-measurable. Further,
F (t) = cl{fnm(t) : n,m ∈ N}, t ∈ T.
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In the literature, results of the above type, showing the existence of a
dense sequence of measurable selections, are called Castaing’s theorems
[27]. The technique of A. Maitra and B. V. Rao given above can be used to
prove such results in various other situations. Finally, we have the following
result.

Theorem 5.2.8 (Srivastava[115]) Let T , L, X, and F be as in 5.2.7. Then
there is a map f : T × NN −→ X such that

(i) for every α ∈ NN, t −→ f(t, α) is Lσ-measurable, and
(ii) for every t ∈ T , f(t, ·) is a continuous map from NN onto F (t).

We shall only sketch a proof of this theorem. Readers are invited to work
out the details.

Exercise 5.2.9 Let T , L, X, and F be as above. Suppose s : T −→ X is
an Lσ-measurable selection for F and ε > 0. Show that the multifunction
G : T −→ X defined by

G(t) = cl(F (t)
⋂

B(s(t), ε)), t ∈ T,

is Lσ-measurable.
Proof of 5.2.8 Fix a complete compatible metric d on X. Applying 5.2.9

and 5.2.7 repeatedly, for each s ∈ N<N, we get an Lσ-measurable selection
fs : T −→ X for F satisfying the following condition: For every s ∈ N<N

and every t ∈ T , {fsˆn(t) : n ∈ N} is dense in F (t)
⋂
B(fs(t), 1/2−|s|)).

Note that for every α ∈ NN and every t ∈ T , the sequence (fα|n(t)) is
Cauchy and hence convergent. Take f : T × NN −→ X defined by

f(t, α) = lim
n

fα|n(t).

In the hypothesis of the selection theorem of Kuratowski and Ryll-
Nardzewski (5.2.1), further assume that F is strongly Lσ-measurable. Then
F is Lσ-measurable (5.1.2). Therefore, F admits an Lσ-measurable selec-
tion. The next theorem, due to S. Bhattacharya and S. M. Srivastava[12],
shows that in this case we can say more. We shall use this finer selection
theorem to prove a beautiful invariance property of Borel pointclasses.

Theorem 5.2.10 (S. Bhattacharya and S. M. Srivastava [12]) Let F :
X −→ Y be closed-valued and strongly Lσ-measurable. Suppose Z is a
separable metric space and g : Y −→ Z a Borel map of class 2. Then there
is an Lσ-measurable selection f of F such that g ◦ f is Lσ-measurable.
Proof. Let (Un) be a countable base for the topology of Z. Write

g−1(Un) =
⋃
mHnm, the Hnm’s closed. Also, take a countable base (Wn)

for Y and write Wn =
⋃
m Cnm, the Cnm’s closed. Let B be the smallest
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family of subsets of Y closed under finite intersections, containing each
Hnm and each Cnm. Let T ′ be the topology on Y with B a base. Note that
T ′ is finer than T , the original topology of Y . By Observations 1 and 2
of Section 2, Chapter 3, we see that T ′ is a Polish topology on Y . Note
that with Y equipped with the topology T ′, g is continuous and F Lσ-
measurable. By 5.2.1, there is an Lσ-measurable selection f of F . This f
works.

Theorem 5.2.11 Let X, Y be compact metric spaces, f : X −→ Y a
continuous onto map. Suppose A ⊆ Y and 1 ≤ α < ω1. Then

f−1(A) ∈ Π0
α(X)⇐⇒ A ∈ Π0

α(Y ).

To prove this we need a lemma.

Lemma 5.2.12 Let X, Y , and f be as in 5.2.11. Suppose 1 ≤ α < ω1, Z
is a separable metric space, and g : X −→ Z is a Borel map of class α.
Then there is a class 2 map s : Y −→ X such that g ◦ s is of class α and
f(s(y)) = y for all y.

Proof. Let F (y) = f−1(y), y ∈ Y . Then F : Y −→ X is an upper-
semicontinuous closed-valued multifunction. By 5.2.1 there is a selection
s of F that is Borel of class 2. This s works if either α = 1 (i.e., if g is
continuous) or if α ≥ ω0 (in this case g ◦ s is of class 1 + α = α). So, we
need to prove the result for 2 ≤ α < ω0 only. We prove this by induction
on α.
For α = 2 we get this by 5.2.10. Let n ≥ 2, and the result is true for

α = n. Let g : X −→ Z be of class n+1. By 3.6.15, there is a sequence (gn)
of Borel measurable functions from X to Z of class n converging pointwise
to g. By 3.6.5, h = (gn) : X −→ ZN is of class n. So, by the induction
hypothesis, there is a selection s of F of class 2 such that h ◦ s is of class
n. In particular, each gn ◦ s is of class n. As gn ◦ s→ g ◦ s pointwise, g ◦ s
is of class (n+ 1) by 3.6.5.
Proof of 5.2.11 We need to prove the “only if” part of the result only.
Let f−1(A) ∈ Π0

α(X). There is a sequence (An) of ambiguous class α sets
such that f−1(A) =

⋂
nAn. Define g : X −→ 2N by

g(x) = (χA0(x), χA1(x), χA2(x), . . .).

The map g is of class α. By 5.2.12, there is a class 2 map s : Y −→ X such
that g ◦ s is of class α and f(s(y)) = y. As

A = (g ◦ s)−1(1),

where 1 is the constant sequence 1, it is of multiplicative class α.
For a more general version of this theorem see [12].
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5.3 Dubins – Savage Selection Theorems

In this section we present a selection theorem due to Schäl[103], [104] that
is very useful in dynamic programming, gambling, discrete-time stochastic
control, etc.

Theorem 5.3.1 (Schäl) Suppose (T, T ) is a measurable space and let Y
be a separable metric space. Suppose G : T −→ Y is a T -measurable
compact-valued multifunction. Let v be a real-valued function on gr(G),
the graph of G, that is the pointwise limit of a nonincreasing sequence (vn)
of T ⊗BY |gr(G)-measurable functions on gr(G) such that for each n and
each t ∈ T , vn(t, .) is continuous on G(t). Let

v∗(t) = sup{v(t, y) : y ∈ G(t)}, t ∈ T.

Then there is a T -measurable selection g : T −→ Y for G such that

v∗(t) = v(t, g(t))

for every t ∈ T .

In the dynamic programming literature, theorems of the above type are
called Dubins – Savage selection theorems. Theorem 5.3.1 is the culmina-
tion of many attempts to improve on the original result of Dubins and
Savage[39]. For applications and discussions on this selection theorem see
[74], [104].

Proof of 5.3.1. (Burgess and Maitra[24]) Without any loss of generality
we assume that Y is Polish. Fix a complete metric d on Y compatible with
its topology. By 5.2.7, we get T -measurable selections gn : T −→ Y of G
such that

G(t) = cl({gn(t) : n ∈ N}), t ∈ T.

Then v∗(t) = sup{v(t, gn(t)) : n ∈ N}. Hence, v∗ is T -measurable.
We first prove the result when v is T ⊗BY |gr(G)-measurable with v(t, .)

continuous for all t. Set

H(t) = {y ∈ G(t) : v(t, y) = v∗(t)}, t ∈ T.

Clearly, H is a compact-valued multifunction. Let C be any closed set in
Y and let

Cn = {y ∈ Y : d(y, C) < 1/n}, n ≥ 1.

We easily check that

{t : H(t)
⋂

C �= ∅} =
⋂
n

⋃
i

{t : v(t, gi(t)) > v∗(t)− 1/n and gi(t) ∈ Cn}.
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It follows that H is T -measurable. To complete the proof in the special
case, apply the Kuratowski and Ryll-Nardzewski selection theorem (5.2.1)
and take any T -measurable selection g for H.
We now turn to the general case. By the above case, for each n there is

a T -measurable selection gn : T −→ Y of G such that

vn(t, gn(t)) = sup{vn(t, y) : y ∈ G(t)}
for every t ∈ T . For t ∈ T , set

H(t) = {y ∈ G(t) : there is a subsequence (gni(t)) such that gni(t)→ y}.
Since G(t) is nonempty and compact, so is H(t). We now show that H is
T -measurable. Let C be closed in Y . Then

{t ∈ T : H(t)
⋂

C �= ∅} =
⋂
k≥1

⋃
m>k

{t ∈ T : d(gm(t), C) < 1/k}.

It follows that H is T -measurable. By the Kuratowski and Ryll-Nardzewski
selection theorem, there is a T -measurable selection g of H.
To complete the proof, fix t ∈ T . Then, there is a subsequence gni(t)

such that gni(t)→ g(t). By our hypothesis and 2.3.28, we have

lim
i

vni(t, gni(t)) ≤ v(t, g(t)).

It follows that
v(t) = v(t, g(t)).

Example 5.3.2 It is not unreasonable to conjecture that 5.3.1 remains
true even for v that are T ⊗BY |gr(G)-measurable such that v(t, .) is upper-
semicontinuous for every t. However, this is not true. Recall that in the
last chapter, using Solovay’s coding of Borel sets, we showed that there is
a coanalytic set T and a function g : T −→ 2N whose graph is relatively
Borel in T × 2N but that is not Borel measurable. Take T = BT , G(t) = 2N

(t ∈ T ), and v : T × 2N −→ R the characteristic function of graph(g).

5.4 Partitions into Closed Sets

In this section we prove several cross section theorems for partitions of
Polish spaces into closed sets and give some applications of these results.

Theorem 5.4.1 (Effros [40]) Every lower-semicontinuous or upper-
semicontinuous partition Π of a Polish space X into closed sets admits
a Borel measurable section f : X −→ X of class 2. In particular, they
admit a Gδ cross section.
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Proof. In 5.2.1, take Y = X, L the family of invariant sets that are
simultaneously Fσ and Gδ, and F (x) = [x], the equivalence class containing
x. So, there is an Lσ-measurable selection f : X −→ X of F . This means
that f is a Borel measurable section of Π of class 2. The corresponding
cross section S = {x ∈ X : x = f(x)} is a Gδ cross section of Π.

Theorem 5.4.2 (Effros – Mackey cross section theorem) Suppose H is a
closed subgroup of a Polish group G and Π the partition of G consisting
of all the right cosets of H. Then Π admits a Borel measurable section of
class 2. In particular, it admits a Gδ cross section.

Proof. Note that for any open set U in G,

U∗ =
⋃
{g · U : g ∈ H}.

So, U∗ is open. Thus Π is lower semicontinuous. The result follows from
Effros’s cross section theorem (5.4.1).

Theorem 5.4.3 Every Borel measurable partition Π of a Polish space X
into closed sets admits a Borel measurable section f : X −→ X. In partic-
ular, it admits a Borel cross section.

Proof. Let A be the σ-algebra of all invariant Borel subsets of X and
F : X −→ X the multifunction that assigns to each x ∈ X the member
of Π containing x. By our assumptions, F is A-measurable. By 5.2.1, we
get a measurable selection f for F . Note that f is a section of Π. The
corresponding cross section S = {x ∈ X : x = f(x)} of Π is clearly a Borel
cross section of Π.
This is one of the most frequently used cross section theorems. As an

application we consider the classical problem of classifying complex irre-
ducible n × n matrices with respect to the unitary equivalence. We refer
the reader to [4] for the terminology used here.
Define an equivalence relation ∼ on irr(n) by A ∼ B if and only if A

and B are unitarily equivalent; i.e., there is an unitary n × n matrix U
such that A = UBU∗. The quotient Borel space irr(n)/ ∼ is called the
classification space for irreducible n × n matrices. The classification
problem is the problem of finding a countable and complete set of unitary
invariants. This amounts to finding suitable real- or complex-valued Borel
functions fi, i ∈ N, on irr(n) such that for every A, B in irr(n),

A ∼ B ⇐⇒ ∀i(fi(A) = fi(B)).

Several countable and complete sets of unitary invariants have been found.
(See [4], p. 74.) In particular, ∼ is countably separated. Therefore, by 2.4.5
and 5.1.14, the classification space irr(n)/ ∼ is Borel isomorphic to an
analytic subset of a Polish space. Using our results, we can say more.
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Theorem 5.4.4 The classification space irr(n)/ ∼ is standard Borel.

Proof. Fix any irreducible A. Then the ∼-equivalence class [A] contain-
ing A equals

π1{(B,U) ∈ irr(n)× U(n) : A = UBU∗},
where π1 : irr(n) × U(n) −→ irr(n) is the projection map to the first
coordinate space. (Recall that U(n) denotes the set of all n × n unitary
matrices.) As the set

{(B,U) ∈ irr(n)× U(n) : A = UBU∗}
is closed and U(n) compact, [A] is closed by 2.3.24.
Now let O be any open set in irr(n). Its saturation is⋃

U∈U(n)

{A ∈ irr(n) : UAU∗ ∈ O},

which is open. Thus ∼ is a lower-semicontinuous partition of irr(n) into
closed sets. By 5.4.3, let C be a Borel cross section of ∼. Then q|C is a one-
to-one Borel map from C onto irr(n)/ ∼, where q : irr(n) −→ irr(n)/ ∼ is
the canonical quotient map. By the Borel isomorphism theorem (3.3.13), q
is a Borel isomorphism, and our result is proved.
We give some more applications of 5.4.2. Recall that if G is a Polish

group, H a closed subgroup, and E the equivalence relation induced by
the right cosets, then the σ-algebra of invariant Borel sets is countably
generated. Elsewhere (4.8.1) we used the theory of analytic sets to prove
this result. As an application of 5.4.2 we give an alternative proof of this
fact without using the theory of analytic sets. As a second application we
show that the orbit of any point under a Borel action is Borel.
An alternative proof of 4.8.1. Let G, H, and Π be as in 5.4.2. Let B

be the σ-algebra of invariant Borel sets. As proved in 5.4.2, there is a Borel
section s : G −→ G of Π. Then,

B = {s−1(B) : B ∈ BG}.
Hence, B is countably generated.
Theorem 5.4.5 (Miller[84]) Let (G, ·) be a Polish group, X a Polish
space, and a(g, x) = g · x an action of G on X. Suppose for a given x ∈ X
that g −→ g · x is Borel. Then the orbit

{g · x : g ∈ G}
of x is Borel.

Proof. Let H = Gx be the stabilizer of x. By 4.8.4, H is closed in G. Let
S be a Borel cross section of the partition Π consisting of the left cosets of
H. The map g −→ g · x restricted to S is one-to-one, Borel, and onto the
orbit of x. The result follows from 4.5.4.
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5.5 Von Neumann’s Theorem

In Section 1, we showed that a Borel set need not admit a Borel uniformiza-
tion. So, what is the best we can do? Von Neumann answered this question,
and his theorem has found wide application in various areas of mathemat-
ics. He showed that every Borel set admits a coanalytic uniformization and
something more: It admits a section that is measurable with respect to
all continuous probability measures (such functions are called universally
measurable) and that is Baire measurable.
The following reasonably simple argument shows that an analytic uni-

formization of a Borel set must be Borel. Hence, a Borel set need not have
an analytic uniformization.

Proposition 5.5.1 Let X, Y be Polish spaces, B ⊆ X × Y Borel, and C
an analytic uniformization of B. Then C is Borel.

Proof. We show that C is also coanalytic. The result will then follow
from Souslin’s theorem. That C is coanalytic follows from the following
relation:

(x, y) ∈ C ⇐⇒ (x, y) ∈ B & ∀z((x, z) ∈ C =⇒ y = z).

Before we prove Von Neumann’s theorem, we make a simple observation.
Let C be a nonempty closed set in NN. Then there exists a unique point
α in C such that for all β �= α in C, there exists an n ∈ N such that
α(n) < β(n) and for all m < n, α(m) = β(m); i.e., α is the lexicographic
minimum of the elements of C. To show the existence of such an α, we
define a sequence (αn) in C by induction as follows. Let α0 be any point
of C such that

α0(0) = min({β(0) : β ∈ C}).
Having defined αi for i < n, let

αn ∈ C
⋂
Σ(α0(0), α1(1), . . . , αn−1(n− 1))

be such that

αn(n) = min{β(n) : β ∈ C
⋂
Σ(α0(0), α1(1), . . . , αn−1(n− 1))}.

(αn) converges to some point α. Since C is closed, α ∈ C. Clearly, α is the
lexicographic minimum of C.

Theorem 5.5.2 (Von Neumann[124]) Let X and Y be Polish spaces, A ⊆
X×Y analytic, and A = σ(Σ1

1(X)), the σ-algebra generated by the analytic
subsets of X. Then there is an A-measurable section u : πX(A) −→ Y of
A.
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Proof. Let f : NN −→ A be a continuous surjection. Consider

B = {(x, α) ∈ X × NN : πX(f(α)) = x}.
Then B is a closed set with πX(B) = πX(A). For x ∈ πX(A), define g(x)
to be the lexicographic minimum of Bx; i.e.,

g(x) = α ⇐⇒ (x, α) ∈ B
&∀β{(x, β) ∈ B =⇒
∃n[α(n) < β(n) and ∀m < n(α(m) = β(m))]}.

By induction on |s|, we prove that g−1(Σ(s)) ∈ A for every s ∈ N<N.
Since {Σ(s) : s ∈ N<N} is a base for NN, it follows that g is A-measurable.
Suppose g−1(Σ(t)) ∈ A and s = tˆk, k ∈ N. Then for any x,

x ∈ g−1(Σ(s)) ⇐⇒ x ∈ g−1(Σ(t))
& ∃α((x, α) ∈ B & s ≺ α)
& ∀l < k¬∃β((x, β) ∈ B & tˆl ≺ β).

Hence, g−1(Σ(s)) ∈ A. Now, define u(x) = πY (f(g(x))), x ∈ πX(A). Then
u is an A-measurable section of A.
Theorem 5.5.3 Every analytic subset A of the product of Polish spaces
X, Y admits a section u that is universally measurable as well as Baire
measurable.

Proof. The result follows from 5.5.2, 4.3.1, and 4.3.2.

Proposition 5.5.4 In 5.5.3, further assume that A is Borel. Then the
graph of the section u is coanalytic.

Proof. Note that

u(x) = y ⇐⇒ (x, y) ∈ A & (∀α ∈ NN)(∀β ∈ NN)([(x, α) ∈ B
&(x, β) ∈ B & f(α) = (x, y)] =⇒ α ≤lex β),

where ≤lex is the lexicographic ordering on B.
In a significant contribution to the theory, M. Kondô showed that every

coanalytic set can be uniformized by a coanalytic graph [56]. We present
this remarkable result in the last section of this chapter.

Example 5.5.5 Let A ⊆ X × Y be a Borel set whose projection is X
and that cannot be uniformized by a Borel graph. By 5.5.4, there is a
coanalytic uniformization C of A. By 5.5.1, C is not analytic. Now, the
one-to-one continuous map f = πX |C is not a Borel isomorphism. Thus
a one-to-one Borel map defined on a coanalytic set need not be a Borel
isomorphism, although those with domain analytic are (4.5.1).
Further, let B = {f−1(B) : B ∈ BX}. Then B is a countably generated

sub σ-algebra of BC containing all the singletons and yet different from BC .
This shows that in general, the Blackwell – Mackey theorem (4.5.10) does
not hold for a coanalytic set.
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Exercise 5.5.6 Let X, Y be Polish spaces and f : X −→ Y Borel. Show
that there is a coanalytic set C ⊆ X such that f |C is one-to-one and
f(C) = f(X).

The next theorem is a generalization of Von Neumann’s theorem. Its corol-
lary is essentially the form in which Von Neumann proved his theorem
originally.

Theorem 5.5.7 Let (X, E) be a measurable space with E closed under the
Souslin operation, Y a Polish space, and A ∈ E ⊗BY . Then πX(A) ∈ E,
and there is an E-measurable section of A.
Proof. By 3.1.7, there exists a countable sub σ-algebra D of E such that

A ∈ D⊗BY . Let (Bn) be a countable generator of D and χ : X −→ C the
map defined by

χ(x) = (χB0(x), χB1(x), χB2(x), . . .), x ∈ X.

Let Z = χ(X). Then χ is a bimeasurable map from (X,D) onto (Z,BZ).
Let

B = {(χ(x), y) ∈ Z × Y : (x, y) ∈ A}.
B is Borel in Z×Y . Take a Borel set C in C×Y such that B = C

⋂
(Z×Y ).

Let E = πC(C). Then E is analytic, and therefore it is the result of the
Souslin operation on a system {Es : s ∈ N<N} of Borel subsets of C. Note
that

πX(A) = χ−1(E) = A(χ−1({Es})).
Since E is closed under the Souslin operation, πX(A) ∈ E .
By 5.5.2, there is a σ(Σ1

1(C))-measurable section v : E −→ Y of C. Take
f = v ◦ χ. Then f is an E-measurable section of A.
Corollary 5.5.8 Let (X,A, P ) be a complete probability space, Y a Polish
space, and B ∈ A⊗BY . Then πX(B) ∈ A, and B admits an A-measurable
section.

Proof. Since A is closed under the Souslin operation, the result follows
from 5.5.7.
The reader is referred to [28] for some applications of Von Neumann’s

selection theorem.

5.6 A Selection Theorem for Group Actions

Many interesting partitions encountered in the representation theory of
groups and C∗-algebras are induced by group actions. In this section, we
show the existence of a Borel cross section for such partitions under a fairly
mild restriction. This remarkable result is due to J. P. Burgess.
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Theorem 5.6.1 (Burgess[23]) Let a Polish group G act continuously on
a Polish space X, inducing an equivalence relation EG. Suppose EG is
countably separated. Then it admits a Borel cross section.

Proof. Fix a sequence of invariant Borel sets Z0, Z1, Z2, . . ., closed under
complementation, such that for all x, y ∈ X,

xEGy ⇐⇒ ∀m(x ∈ Zm ⇐⇒ y ∈ Zm). (0)

Also, fix a complete metric d compatible with the topology of X.
The construction of the required cross section proceeds in four steps.
Step 1. For each s ∈ N<N of even length, we define a Borel set A(s).
Case 1. s = e, the empty sequence. Set A(e) = X.
Case 2. Let s = (m,n) be a sequence of length 2. Set

A((m,n)) =
{

Zm if n = 0,
X \ Zm otherwise.

Case 3. s = tˆmˆn, where t has length ≥ 2 and A(t) is a closed set. For
such t we define A(tˆmˆn) for all m and n at once. For each m we let
{A(tˆmˆn) : n ∈ N} be a family of closed sets of d-diameter < 1/(m+ 1)
whose union is A(t). Note that in every case so far we have

A(t) =
⋂
m

⋃
n

A(tˆmˆn). (1)

Case 4. s = tˆmˆn, where t has length ≥ 2 and A(t) is not a closed set.
Again, for such t we define all A(tˆmˆn) at once.
First we introduce by induction on countable ordinals α a slight modi-

fication of the usual hierarchies of Borel sets. Let M0 be the family of all
closed subsets of X. For a countable ordinal α > 0, letMα be the family of
all sets of the form

⋂
m

⋃
nWmn with Wmn ∈

⋃
β<αMβ . ThusM1 = Π0

3,
M2 = Π0

5. For present purposes, the rank of a Borel set W will mean the
least α with W ∈ Mα. Now, let A(t) be of rank α > 0. Choose Borel sets
A(tˆmˆn) of rank < α satisfying (1) above. This completes the first step
of the construction.
Step 2. Let us fix an enumeration s0, s1, s2, . . . of nonempty members

of N<N such that sm � sn =⇒ m ≤ n. Let Fn be the set of all functions
from {s0, s1, . . . , sn−1} to N. (So F0 contains only the empty function ∅.)
Let F =

⋃
n Fn and let F∞ be the set of all functions from {si : i ∈ N}

to N. Throughout this proof, the letters σ, τ with or without suffix will
range over F . We say that τ is an immediate proper extension of σ,
and write σ ? τ , if for some n, σ ∈ Fn, we have τ ∈ Fn+1 and τ extends
σ.
For ψ ∈ F ⋃F∞ and s = (m0,m1, . . . ,mk−1) ∈ domain(ψ) we define

ψ+(s) = (m0, n0,m1, n1, . . . ,mk−1, nk−1),
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where n0 = ψ((m0)), n1 = ψ((m0,m1)), . . ., nk−1 = ψ(s).
To complete the second step of the construction, we define B(σ) to be the

intersection of all A(σ+(s)) for s ∈ domain(σ). Using all these definitions,
we see that

B(σ) =
⋃
σ�τ

B(τ). (2)

Further, by Step 1, Case 2,

x ∈ B(σ)&(m) ∈ domain(σ) =⇒ (a ∈ Zm ⇐⇒ σ((m)) = 0). (3)

The following fact is one of the two important observations that give a clue
to defining the required cross section.
(A) Suppose ∅ = σ0 ? σ1 ? σ2 ? · · · is a sequence in F such that each

B(σn) �= ∅. Then ⋂
nB(σn) is a singleton.

To see this, recall that

B(σn) =
⋂
{A(σ+

n (si)) : i < n} =
⋂
{A(ψ+(si)) : i < n},

where ψ ∈ F∞ is the union of the σn’s.
Set

Ln =
⋂
{A(ψ+(si)) : i < n and A(ψ+(si)) is closed}.

Then the Ln are closed, Ln+1 ⊆ Ln, and Ln contains B(σn) and hence
is nonempty. Further, the d − diameter(Ln) → 0. To see this, consider for
any given m the sets A(ψ+(m)), A(ψ+(m,m)), A(ψ+(m,m,m)), . . .. By
Step 1, Case 4 of our construction, the ranks of these sets decrease until at
some step we reach a closed set; then by Step 1, Case 3, at the very next
step we get a closed set of diameter ¡ 1/(m+1). By the Cantor intersection
theorem there is an x ∈ X such that

⋂
n Ln = {x}.

To prove our claim (A) we show that x ∈ A(ψ+(s)) for all s. This is
established by induction on the rank of the set involved.
We know already that the claim holds for sets of rank 0; i.e., for closed

sets. Suppose then that A(ψ+(s)) has rank α > 0, and assume as induction
hypothesis that the claim holds for sets of rank < α, e.g., for the various
A(ψ+(s) ˆm ˆn). For any m, letting n = ψ(s ˆm), we have ψ+(sˆm) =
ψ+(s) ˆm ˆ n. Hence A(ψ+(sˆm)) is of rank less than α, and so by the
induction hypothesis,

x ∈ A(ψ+(sˆm)) = A(ψ+(s)ˆmˆn).

This shows that

x ∈
⋂
m

⋃
n

A(ψ+(s)ˆmˆn) = A(ψ+(s)),

as required to prove the claim.
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Step 3. Let us define
C(σ) = B(σ)∆,

the Vaught transform of B(σ). By 3.5.19, C(∅) = X, and each C(σ) is
invariant and Borel. Further,

C(σ) =
⋃
σ�τ

C(τ). (4)

Now, if x ∈ C(σ), then by the Baire category theorem, some g ·x ∈ B(σ);
so applying (3) above and recalling that the Zm are invariant, we conclude
that

x ∈ C(σ)&(m) ∈ domain(σ) =⇒ (a ∈ Zm ⇐⇒ σ((m)) = 0). (5)

Step 4.We say that σ lexicographically precedes τ , and write σ P τ ,
if for some n and i < n we have σ ∈ Fn, τ ∈ Fn, σ(sj) = τ(sj) for all j < i
and σ(si) < τ(si). The relation P well-orders each Fn. Let

D(σ) = C(σ) \
⋃
{C(τ) : τ P σ}.

Thus D(σ) is an invariant Borel set with D(∅) = X, and by (4) and (5) we
have

D(σ) = Σσ�τD(τ) (6)

and

x ∈ D(σ) & (m) ∈ domain(σ) =⇒ (x ∈ Zm ⇐⇒ σ((m)) = 0). (7)

In (6), Σ denotes disjoint union.
Now we make the second crucial observation. Though we do not need it

in its full strngth, this together with (A) gives a good clue to defining the
required cross section.
(B) Let K be an EG-equivalence class. From (6) it is evident that there

exists a sequence ∅ = σ0 ? σ1 ? σ2 ? · · · of elements of F such that
K ⊆ D(σn) for each n, but K

⋂
D(σ) = ∅ for any other σ ∈ F . Then

K =
⋂
nD(σn).

Since K ⊆ ⋂
nD(σn), we take any x ∈ X \K and show that x �∈ D(σn)

for some n. Since {Zn : n ∈ N} is closed under complementation, by (0),
there is an m such that K ⊆ Zm but x �∈ Zm. Take a large enough n
such that (m) ∈ domain(σn). Suppose x ∈ D(σn). We shall arive at a
contradiction. Since x �∈ Zm, σn((m)) > 0 by (7). On the other hand, take
any y ∈ K ⊆ Zm. Then y ∈ D(σn). So σn((m)) = 0, and we have arrived
at a contradiction.
Finally, we are in a position to introduce the Borel set

S =
⋂
n

⋃
σ∈Fn

(B(σ)
⋂

D(σ)).
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We aim to show that S is a cross section of EG. To this end we consider
an arbitrary EG-equivalence class K and verify that S

⋂
K is a singleton.

Take a sequence ∅ = σ0 ? σ1 ? σ2 ? · · · of elements of F such that
K ⊆ D(σn) for each n, but K

⋂
D(σ) = ∅ for any other σ ∈ F . As before,

let ψ ∈ F∞ be the union of these σn.
Since K ⊆ D(σn) ⊆ C(σn), K

⋂
B(σn) �= ∅. In particular, B(σn) �=

∅. Therefore, ⋂
nB(σn) = {x} for some x ∈ X by (A). By (3), for any

m, x ∈ Zm ⇐⇒ ψ((m)) = 0. On the other hand, by (7), for any m,
K ⊆ Zm ⇐⇒ ψ((m)) = 0. But then by (0), x ∈ K. This implies that
x ∈ ⋂

nD(σn). Now it is easily seen that S
⋂
K = {x} as required.

5.7 Borel Sets with Small Sections

We have seen that a Borel set with projection a Borel set need not admit
a Borel uniformization. However, under suitable conditions on the sections
of the Borel set, there does exist a Borel uniformization. Such results are
among the most basic results on Borel sets, and in the next few sections
we present several such results.
Generally, the conditions on sections under which a Borel uniformization

exists can be divided into two kinds: large-section conditions and small-
section conditions. A large-section condition is one where sections do not
belong to a σ-ideal having an appropriate computability property, e.g.,
the σ-ideal of meager sets or the σ-ideal of null sets. A small section-
condition is one where sections do belong to a σ-ideal having an appropriate
computability property, e.g., the σ-ideal of countable sets or the σ-ideal of
Kσ sets. In this section we prove two very famous uniformization theorems
for Borel sets with small sections.

Theorem 5.7.1 (Novikov [90]) Let X, Y be Polish spaces and A a count-
ably generated sub σ-algebra of BX . Suppose B ∈ A⊗BY is such that the
sections Bx are compact. Then πX(B) ∈ A, and B admits an A-measurable
section.

Proof. Since the projection of a Borel set with compact sections is Borel
(4.7.11), πX(B) is Borel. Since πX(B) is a union of atoms of A, by the
Blackwell – Mackey theorem (4.5.7), it is in A.
Let U be an open set in Y . Write U =

⋃
n Fn, the Fn’s closed. Then

πX(B
⋂
(X × U)) =

⋃
n

πX(B
⋂
(X × Fn)).

Hence, by 4.7.11 and 4.5.7, πX(B
⋂
(X ×U)) ∈ A. It follows that the mul-

tifunction x −→ Bx defined on πX(B) is A-measurable. The result follows
from the selection theorem of Kuratowski and Ryll-Nardzewski (5.2.1).
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Theorem 5.7.2 (Lusin) Let X, Y be Polish spaces and B ⊆ X ×Y Borel
with sections Bx countable. Then B admits a Borel uniformization.

Proof. By 3.3.17, there is a closed set E in NN and a one-to-one contin-
uous map f : E −→ X × Y with range B. Set

H = {(x, α) ∈ X × E : πX(f(α)) = x}.
Then H is a closed set in X × NN with sections Hx countable. Further,
πX(B) = πX(H). Fix a countable base (Vn) for NN. Let

Zn = {x ∈ X : Hx

⋂
Vn is a singleton}.

By 4.12.2, Zn is coanalytic. Each Hx is countable and closed, and so if
nonempty must have an isolated point. Therefore,⋃

n

Zn = πX(H) = πX(B).

Hence, πX(B) is both coanalytic and analytic, and so by Souslin’s theorem,
Borel. By the weak reduction principle for coanalytic sets (4.6.5), there exist
pairwise disjoint Borel sets Bn ⊆ Zn such that

⋃
nBn =

⋃
n Zn. Let

D =
⋃
n

[(Bn × Vn)
⋂

H].

Then D is a Borel uniformization of H. Let g : D −→ X ×X be the map
defined by g(x, α) = f(α). Since g is one-to-one, the set

C = {f(α) : (x, α) ∈ D}
is Borel (4.5.4). It clearly uniformizes B.

Proposition 5.7.3 Let X be a Polish space and Π a countably separated
partition of X with all equivalence classes countable. Then Π admits a
Borel cross section.

Proof. Let Y be a Polish space and f : X −→ Y a Borel map such that

x Π x′ ⇐⇒ f(x) = f(x′).

Define
B = {(y, x) ∈ Y ×X : f(x) = y}.

Then B is a Borel set with sections By countable. By 5.7.2, πY (B) is Borel
and there is a Borel section g : πY (B) −→ X of B. Note that g is one-to-
one. Take S to be the range of g. Then S is Borel by 4.5.4. Evidently, it is
a cross section of Π.
In Section 6 of this chapter we shall generalize this result to partitions

of Polish spaces into Kσ sets.
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5.8 Borel Sets with Large Sections

Let X and Y be Polish spaces. A map I : X −→ P(P(Y )) is called Borel
on Borel if for every Borel B ⊆ X × Y , the set

{x ∈ X : Bx ∈ I(x)}
is Borel. The following are some important Borel on Borel maps.

Example 5.8.1 Let P be a transition probability on X×Y ; X, Y Polish.
By 3.4.24, the map I : X −→ P(P(Y )) defined by

I(x) = {N ⊆ Y : P (x,N) = 0}
is Borel on Borel.

Example 5.8.2 Let X, Y be Polish spaces and I(x) the σ-ideal of all
meager sets in Y . By 3.5.18, I is Borel on Borel.
Example 5.8.3 Let X, Y be Polish spaces and G : X −→ Y a closed-
valued Borel measurable multifunction. Define I : X −→ P(P(Y )) by

I(x) = {I ⊆ Y : I is meager in G(x)}.
By imitating the proof of 3.5.18 we can show the following:
For every open set U in Y and every Borel set B in X × Y , the sets

B∗U = {x ∈ X : G(x)
⋂

U �= ∅
& Bx

⋂
G(x)

⋂
U is comeager in G(x)

⋂
U}

and

B∆U = {x ∈ X : G(x)
⋂

U �= ∅
& Bx

⋂
G(x)

⋂
U is nonmeager in G(x)

⋂
U}

are Borel.
It follows that I is Borel on Borel.

Theorem 5.8.4 (Kechris [52]) Let X, Y be Polish spaces. Assume that
x −→ Ix is a Borel on Borel map assigning to each x ∈ X a σ-ideal Ix
of subsets of Y . Suppose B ⊆ X × Y is a Borel set such that for every
x ∈ πX(B), Bx �∈ Ix. Then πX(B) is Borel, and B admits a Borel section.

Proof. Since x −→ Ix is Borel on Borel,
πX(B) = {x : Bx ∈ Ix}c

is Borel.
It remains to prove that B admits a Borel section. Fix a closed subset F

of NN and a continuous bijection f : F −→ B. For each s ∈ N<N we define
a Borel subset Bs of X such that for every s, t ∈ N<N,
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(i) Be = πX(B);

(ii) |s| = |t| & s �= t =⇒ Bs

⋂
Bt = ∅;

(iii) Bs =
⋃
nBsˆn; and

(iv) Bs ⊆ {x ∈ X : (f(Σ(s)
⋂
F ))x �∈ Ix}.

We define such a system of sets by induction on |s|. Suppose Bt have
been defined for every t ∈ N<N of length < n, and s ∈ N<N is of length
n− 1. For any k ∈ N, let

Dk = {x ∈ Bs : (f(Σ(sˆk)
⋂

F ))x �∈ Ix}.

Since f is one-to-one and continuous, f(Σ(sˆk)
⋂
F ) is Borel (4.5.4). Hence,

as x −→ Ix is Borel on Borel, each Dk is Borel. By (iv), Bs =
⋃
kDk. Take

Bsˆk = Dk \
⋃
l<k

Dl.

We define u : πX(B) −→ Y as follows. Given any x ∈ πX(B) there is a
unique α ∈ F (call it p(x)) such that x ∈ Bα|k for every k. Define u by

u(x) = πY (f(p(x))).

We wish to check that u is a Borel section of B.
We first check that u is a section of B. Let x ∈ πX(B). It is sufficient

to show that πX(f(p(x))) = x. Let p(x) = α. Then x ∈ Bα|k for all k.
So, (f(Σ(α|k)⋂F ))x �∈ Ix. In particular, (f(Σ(α|k)

⋂
F ))x �= ∅. Choose

αk ∈ Σ(α|k)
⋂
F such that πX(f(αk)) = x. Since αk → α, πX(f(α)) = x.

It remains to show that u is Borel. It is sufficient to prove that p is
Borel. For evey s ∈ N<N, we shall prove that p−1(Σ(s)) is Borel. This will
complete the proof. We proceed by induction on |s|. Suppose p−1(Σ(s)) is
Borel and k ∈ N. Then

x ∈ p−1(Σ(sˆk)) ⇐⇒ x ∈ p−1(Σ(s)) & (f(Σ(sˆk)
⋂
F ))x �∈ Ix

& ∀(l < k)((f(Σ(sˆl)
⋂
F ))x ∈ Ix).

Since x −→ Ix is Borel on Borel and f is bimeasurable, p−1(Σ(sˆk)) is
Borel, and our result is proved.
(See also [75].)

Theorem 5.8.5 (Kechris [52] and Sarbadhikari [100]) If B is a Borel sub-
set of the product of two Polish spaces X and Y such that Bx is nonmeager
in Y for every x ∈ πX(B), then B admits a Borel uniformization.

Proof. Apply 5.8.4 with Ix as in example 5.8.2.
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Example 5.8.6 As a special case of 5.8.5 we see that every Borel set
B ⊆ X×Y with Bx a dense Gδ set admits a Borel uniformization. However,
there is an Fσ subset E of [0, 1]×NN with sections Ex dense and that does
not admit a Borel uniformization. Here is an example.
Let C ⊆ [0, 1]×NN be a closed set with projection to the first coordinate

space [0, 1], that does not admit a Borel uniformization. Such a set exists
by 5.1.7. For each s ∈ N<N, fix a homeomorphism fs : Σ −→ Σ(s). Take

E =
⋃

s∈N<N

{(x, fs(α)) : (x, α) ∈ B}.

This E works.

Theorem 5.8.7 (Blackwell and Ryll-Nardzewski [17]) Let X, Y be Polish
spaces, P a transition probability on X×Y , and B a Borel subset of X×Y
such that P (x,Bx) > 0 for all x ∈ πX(B). Then πX(B) is Borel, and B
admits a Borel uniformization.

Proof. Apply 5.8.4 with Ix as in Example 5.8.1.
The selection theorem of Blackwell and Ryll-Nardzewski holds in a more

general situation.

Theorem 5.8.8 (Blackwell and Ryll-Nardzewski) Let X, Y be Polish
spaces, A a countably generated sub σalgebra of BX , and P a transition
probability on X × Y such that for every B ∈ BY , x −→ P (x,B) is
A-measurable. Suppose B ∈ A⊗BY is such that P (x,Bx) > 0 for all
x ∈ πX(B). Then πX(B) ∈ A, and B admits an A-measurable section.
We prove a lemma first.

Lemma 5.8.9 Let X, Y , A, and P be as above. For every E ∈ A⊗BY
and every ε > 0, there is an F ∈ A⊗BY contained in E such that Fx is
compact and P (x, Fx) ≥ ε · P (x,Ex).

Proof. LetM be the class of all sets in A⊗BY such that the conclusion
of the lemma holds for every P and every ε > 0. By 3.4.20, M contains
all rectangles A × B, where A ∈ A and B Borel in Y . So, M contains all
finite disjoint unions of such rectangles. It is fairly routine to check thatM
is a monotone class. Therefore, the result follows from the monotone class
theorem.
Proof of 5.8.8. By a slight modification of the argument contained in

the proof of 3.4.24 we see that for every E ∈ A⊗BY , x −→ P (x,Ex)
is A-measurable. As πX(B) = {x ∈ X : P (x,Bx) > 0}, it follows that
πX(B) ∈ A.
By 5.8.9, there is a C ⊆ B in A⊗BY with compact x-sections such that

P (x,Cx) > 0 for every x ∈ πX(B). In particular, πX(B) = πX(C). The
result follows from Novikov’s uniformization theorem (5.7.1). .
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Here is an application of 5.8.8 to probability theory. Let X be a Polish
space. For any probability P on BX and f : X −→ R any Borel map, a
conditional distribution given f is a transition probability Q on X ×X
such that

(i) for every B ∈ BX , x −→ Q(x,B) is A-measurable, where A =
{f−1(C) : C Borel in R}; and

(ii) for every A ∈ A and every B ∈ BX ,∫
A

Q(x,B)dP (x) = P (A
⋂

B).

A conditional distribution Q is called proper at x0 if

Q(x0, A) = 1 for x0 ∈ A ∈ A;

i.e., we assign conditional probability 1 to {x ∈ X : f(x) = f(x0)}. It is
known that conditional distributions always exist that are proper at all
points of X except at a P -null set N . Using 5.8.7 we show that, in general,
the exceptional set N cannot be removed.

Proposition 5.8.10 Let X, f , and A be as above. An everywhere proper
conditional distribution given f exists if and only if there is an A-
measurable g : X −→ X such that f(g(x)) = f(x) for all x.

Proof. Suppose an A-measurable g : X −→ X such that f ◦ g is the
identity exists. Define

Q(x,B) =
{
1 if g(x) ∈ B,
0 otherwise.

It is easy to verify that Q has the desired properties.
Conversely, let an everywhere proper conditional distribution Q given f

exist. Let
S = {(x, y) ∈ X ×X : f(x) = f(y)}.

Then S ∈ A⊗BY and Q(x, Sx) = 1. By 5.8.8, there is an A-measurable
section g of S, which is what we are looking for.
Since g is A-measurable, g(x) = g(y) whenever f(x) = f(y). It follows

that there is a Borel function h : R −→ X such that g(x) = h(f(x)) for
all x. Then the range of f equals {y ∈ R : f(h(y)) = y}, which is a Borel
set. It follows from the above proposition that whenever the range of f is
not a Borel set, everywhere proper conditional distributions given f cannot
exist.
As another application of 5.8.5, we present a proof of Lusin’s famous

theorem on Borel sets with countable sections.
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Theorem 5.8.11 (Lusin) Let X, Y be Polish spaces and B a Borel set
with Bx countable. Then B is a countable union of Borel graphs.

Proof. (Kechris) Without loss of generality we assume that for each
x ∈ X, Bx is countably infinite. Using 5.8.4, we shall show that there is a
Borel map f : X −→ Y N such that Bx = {fn(x) : n ∈ N}.
Granting this, we complete the proof by taking

Bn = {(x, fn(x)) : n ∈ N}.
We now show the existence of the map f : X −→ Y N satisfying the above
conditions.
(i) Let

E = {(x, (en)) ∈ X × Y N : {en : n ∈ N} = Bx}.
The set E is Borel. This follows from the following observation.

(x, (en)) ∈ E ⇐⇒ ∀n((x, en) ∈ B) & ¬∃y((x, (en), y) ∈ S),

where

S = {(x, (en), y) ∈ X × Y N × Y : (x, y) ∈ B & ∀n(y �= en)}.
Since S(x,(en)) is countable, by 4.12.3 E is Borel.
(ii) Let x ∈ X. Give Bx the discrete toplogy and BN

x the product topol-
ogy. So, BN

x is homeomorphic to NN. We show that Ex is a dense Gδ set in
BN
x . Note that Ex ⊆ BN

x . Let (en) ∈ BN
x . Then

{en : n ∈ N} = Bx ⇐⇒ ∀y ∈ Bx∃n(y = en).

So Ex is a Gδ set in BN
x . It remains to show that Ex is dense in BN

x . Take
a finite sequence (y0, y1, . . . , yn−1), each yi in Bx. Since Bx is countable,
there exists a sequence (ek) in Y enumerating Bx such that ei = yi for all
i < n. It follows that Ex is dense in BN

x .
(iii) For x ∈ X, let

Ix = {I ⊆ Y N : I
⋂

Ex is meager in BN
x }.

Clearly, each Ix is a σ-ideal and Ex �∈ Ix. Further, x −→ Ix is Borel on
Borel. To see this, take a Borel set A in X × Y N. We need to show that

{x : Ax ∈ Ix} = {x : Ax

⋂
Ex is meager in BN

x }

is Borel. Without loss of generality we assume that A ⊆ E.
For the rest of the proof, e = (en) : N −→ Bx will stand for a bijection

and πe : NN −→ BN
x will denote the homeomorphism defined by

πe(α) = e ◦ α, α ∈ NN.
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Consider the set Q ⊆ X × Y N defined by

(x, e) ∈ Q ⇐⇒ (x, e) ∈ E & (∀n �= m)(en �= em)
& {α ∈ NN : (x, e ◦ α) ∈ A} is meager in NN.

By 3.5.18, Q is Borel. Now note the following:

Ax ∈ Ix ⇐⇒ Ax is meager in BN
x

⇐⇒ π−1
e (Ax) is meager in NN for some e

⇐⇒ {α ∈ NN : e ◦ α ∈ Ax} is meager in NN for some e
⇐⇒ ∃e(x, e) ∈ Q.

Hence, {x : Ax ∈ Ix} is analytic. We also have

Ax ∈ Ix ⇐⇒ Ax is meager in BN
x

⇐⇒ π−1
e (Ax) is meager in NN for all e

⇐⇒ {α ∈ NN : e ◦ α ∈ Ax} is meager in NN for all e
⇐⇒ ∀f ∈ BN

x {[(x, f) ∈ E & ∀m �= n(fn �= fm)]
=⇒ (x, f) ∈ Q}.

So, {x : Ax ∈ Ix} is also coanalytic. Hence, {x : Ax ∈ Ix} is Borel by
Souslin’s theorem (4.4.3).
The existence of f : X −→ Y N with the desired properties now follows

from 5.8.4.

Exercise 5.8.12 Let Π be a countably separated partition of a Polish
space into countable sets. Show that there is a sequence (Gn) of partial
Borel cross sections of Π such that

⋃
nGn = X and if Gn and Gm are

distinct, then Gn

⋃
Gm is not a partial cross section. (A subset A of X is

a partial cross section if A
⋂
C is at most a singleton for every member C

of Π.)

Lusin, in fact, proved a much stronger result: Every analytic set in the
product with countable sections can be covered by countably many Borel
graphs. We shall give a proof of this later.
We close this section by giving another refinement of Lusin’s theorem.

For an application of this result see [41].
Let X be a Polish space and G a group of Borel automorphisms on X;

i.e., each member of G is a Borel isomorphism of X onto itself and G is a
group under composition. Define

x EG y ⇐⇒ (∃g ∈ G)(y = g(x)).

EG is clearly an equivalence relation on X. EG is called the equivalence
relation induced by G. It is clearly analytic; it is Borel if G is countable.
We show next that the converse of this result is also true.
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Proposition 5.8.13 (Feldman and Moore [41]) Every Borel equivalence
relation on a Polish space X with equivalence classes countable is induced
by a countable group of Borel automorphisms.

Proof. Let Π be a Borel equivalence relation on X with equivalence
classes countable. By 5.8.11, write

Π =
⋃
n

Gn,

where π1|Gn is one-to-one, π1(x, y) = x; i.e., the Gn’s are graphs of Borel
functions. Let

Hn = ϕ(Gn),

where ϕ(x, y) = (y, x). Then π2|Hn is one-to-one, where π2(x, y) = y. Let

X ×X \∆ =
⋃
k

(Uk × Vk),

Uk, Vk open, where ∆ = {(x, x) : x ∈ X}. Note that Uk
⋂
Vk = ∅. Put

Dnmk = (Gn

⋂
Hm)

⋂
(Uk × Vk).

Note that π1|Dnmk and π2|Dnmk are one-to-one, and

π1(Dnmk)
⋂

π2(Dnmk) = ∅.

So, there is a Borel automorphism gnmk of X given by

gnmk(x) =
{

y if (x, y) ∈ Dnmk or (y, x) ∈ Dnmk,
x otherwise.

Clearly,
Π = ∆

⋃ ⋃
nmk

graph(gnmk).

Now take G to be the group of automorphisms generated by {gnmk :
n,m, k ∈ N}.

5.9 Partitions into Gδ Sets

We return to the problem of existence of nice cross sections for partitions
of Polish spaces. In an earlier section we dealt with this problem when
the equivalence classes are closed. How important is the condition that the
members of Π be closed? Does every Borel partition Π of a Polish space
into Borel sets admit a Borel cross section? We consider this problem now.
The next result generalizes 5.4.1 for partitions into Gδ sets.
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Theorem 5.9.1 (Miller [85]) Every partition Π of a Polish space X into
Gδ sets such that the saturation of every basic open set is simultaneously
Fσ and Gδ admits a section s : X −→ X that is Borel measurable of class
2. In particular, such partitions admit a Gδ cross section.

Proof. Let (Un) be a countable base for the topology of X. Let (Vn) be
an enumeration of {U∗

n : n ∈ N}⋃{(U∗
n)

c : n ∈ N}. Let T ′ be the topology
on X generated by {Un : n ∈ N}⋃{Vn : n ∈ N}. Note that every T ′ open
set is an Fσ set in X relative to the original topology of X. Consider the
map f : X −→ X × 2N defined by

f(x) = (x, χV0(x), χV1(x), χV2(x), . . .), x ∈ X.

The map f is one-to-one and of class 2. Let G be the range of f . It is quite
easy to see that

T ′ = {f−1(W ) :W open in G}.
Arguing as in the proof of 3.2.5, it is easily seen that G is a Gδ set in
X × 2N. Therefore, by 2.2.1, (X, T ′) is Polish. As argued in 5.1.13,

[x] =
⋂
{U∗

n : U
∗
n ⊇ [x]}.

So, each Π-equivalence class is closed relative to T ′.
Let L be the set of all invariant subsets of X that are clopen relative

to T ′. We claim that the multifunction x −→ [x] is Lσ-measurable. Let
S = {Vn : n ∈ N}d, the set of all finite intersections of sets in {Vn : n ∈ N}.
Any T ′-openW is of the form U

⋃
V , U open relative to the original toplogy

of X and V a union of sets in S. Then W ∗ = U∗ ⋃
V , which proves our

claim.
By the selection theorem of Kuratowski and Ryll-Nardzewski, there ex-

ists an Lσ-measurable selection s for x −→ [x]. In particular, s is continuous
with respect to T ′. The associated cross section S = {x ∈ s(x) = x} is T ′-
closed and so is a Gδ set relative to the original toplogy of X.

Here is a generalization of 5.4.3.

Theorem 5.9.2 (Srivastava [114]) Every Borel measurable partition Π of
a Polish space X into Gδ sets admits a Borel cross section.

Proof. (Kechris) For x ∈ X let [x] denote the member of Π containing
x. Consider the multifunction p : X −→ X defined by

p(x) = cl([x]).

Then p : X −→ X is a closed-valued measurable multifunction. Further,
for every x, y ∈ X, x ≡ y ⇐⇒ p(x) = p(y) (5.9.1).



214 5. Selection and Uniformization Theorems

Now consider F (X), the set of nonempty closed subsets of X with Effros
Borel structure. By 3.3.10, it is standard Borel. Note that p considered as
a map from X to F (X) is measurable. Let

P = {(F, x) ∈ F (X)×X : p(x) = F}.
The set P is Borel. For F ∈ F (X), let IF be the σ-ideal of subsets of X
that are meager in F . As the multifunction F −→ F from F (x) to X is
measurable, by 5.8.3, F −→ IF is Borel on Borel. By the Baire category
theorem, PF �∈ IF for each F . Therefore, by 5.8.4, D = πF (X)(P ) is Borel,
and there is a Borel section q : D −→ X of P . Let

S = {x ∈ X : x = q(p(x))}.
Clearly S is a Borel cross section of Π.

Remark 5.9.3 Recall the Vitali partition of R discussed in 3.4.18. Each
of its members is countable and hence an Fσ. If U is an open set of real
numbers, then

U∗ =
⋃
r∈Q

(r + U),

which is open. Hence, the Vitali partition is a lower-semicontinuous parti-
tion of R into Fσ sets. In 3.4.18, we showed that the Vitali partition does
not admit even a Lebesgue measurable cross section. Members of the Vi-
tali partition are homeomorphic to the set of rationals. So, they are not
Gδ sets. It follows that 5.9.2 is the best possible result on the existence of
Borel cross sections.

For more on selections for Gδ-valued multifunctions see [114], [101], [116].
Now we outline an important application of our selection theorem in

the representation theory of C∗-algebras. We consider only separable C∗-
algebras A here. An important class of such C∗-algebras is known as
GCR C∗-algebras which by well-known theorems due to Kaplanski and
Glimm[43], [51], are precisely the type I C∗-algebras (meaning these
are the C∗-algebras having tractable representation theory). (We refer
the reader to [4] for the terminology.) The class of all irreducible ∗-
representations of a C∗-algebra by operators on a Hilbert space Hn of
dimension n is denoted by irr(A,Hn), n = 1, 2, . . . ,∞. irr(A,Hn) is given
the so-called weak topology, and irr(A) stands for the topological sum⊕

n irr(A,Hn). Following the ideas contained in the proof of 2.4.6, we
have the following result.

Proposition 5.9.4 irr(A) is Polish.

For each n = 1, 2, . . . ,∞, we have a natural equivalence relation ∼ on
irr(A,Hn), namely π ∼ σ if π and σ are unitarily equivalent. We denote the
topological quotient of irr(A) under unitary equivalence of representations
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by irr(A)/ ∼ and the canonical quotient map by q : irr(A) −→ irr(A)/ ∼.
We have the following celebrated result of the theory.

Theorem 5.9.5 irr(A)/ ∼ is standard Borel if and only if A is GCR.

Its proof makes crucial uses of 5.4.3 and 4.5.4. We refer the interested
reader to [4] and [43] for a proof.
A third important object in this circle of ideas is the space Prim(A) of

∗-ideals of A that are kernels of irreducible ∗-representations of A, given
the hull – kernel topology. Let κ : irr(A) −→ Prim(A) be the map

κ(π) = kernel(π), π ∈ irr(A).

The map κ is continuous and open and induces a map

κ̂ : irr(A)/ ∼−→ Prim(A).

A pleasant property of GCR algebras is that κ̂ is one-to-one on irr(A)/ ∼
(the class of a ∗-representation is determined by its kernel), but in general,
κ̂ is not a one-to-one map.
The following concept of “locally type I” was introduced by Moore [87]:

A C∗-algebra A is of locally type I on a Borel subset B of irr(A)/ ∼ if

(i) κ̂|B is one-to-one, and

(ii) there exists a Borel selection s : B −→ irr(A) for q−1|B.
It may be mentioned that Auslander and Konstant[6] make essential use

of this concept (and a theorem due to Moore) in giving a criterion for a
solvable group (equivalently, the group C∗-algebra) to be of type I.
The cross section theorem Srivastava 5.9.2 was conjectured in [50] and

it was pointed out that 5.9.2 would make condition (ii) in the definition
of locally type I redundant. Both [85] and [50] replaced condition (ii) by
some additional hypothesis. For instance, Kallman and Mauldin showed
that condition (i) can be dropped from the definition of locally type I,
provided that the relative Borel structure of B separates points. Below, we
explain the implication of 5.9.2 on condition (ii) of Moore’s definition.
Let B be a Borel subset of irr(A)/ ∼ such that κ̂ is one-to-one on B. A

standard argument will show that

{C ∈ Birr(A)/∼ : κ̂−1(κ̂(C)) = C}
is a σ-algebra containing all open sets of irr(A)/ ∼. Hence,

κ̂−1(κ̂(B)) = B.

This means that
κ−1(κ̂(σ̂)) = q−1(σ̂)
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for each σ̂ ∈ B. We now look at the equivalence relation Π induced by
q on the Borel subset q−1(B) of irr(A). From what we have just shown,
this equivalence relation coincides with the equivalence relation Φ induced
by κ on q−1(B). Now, each equivalence class of the equivalence relation Φ
is a Gδ set in irr(A). This is because Prim(A) is a second countable T0
space. Again, as κ is an open continuous map, the saturation under Φ of a
relatively open set in q−1(B) is relatively open. Now consider the partition
Ψ of irr(A) whose equivalence classes are the Φ-equivalence classes and
{A} for A �∈ q−1(B). Theorem 5.9.2 now gives a Borel selection of q−1|B.

5.10 Reflection Phenomenon

In this section we show a rather interesting reflection phenomenon dis-
covered by Burgess[21]. We give several applications of this, including
Lusin’stheorem on analytic sets with countable sections.
Let X be a Polish space and Φ ⊆ P(X). We say that Φ is Π1

1 on Π1
1 if

for every Polish space Y and every Π1
1 subset D of Y ×X,

{y ∈ Y : Dy ∈ Φ} ∈ Π1
1.

Theorem 5.10.1 (The reflection theorem) Let X be a Polish space and
Φ ⊆ P(X) Π1

1 on Π1
1. For every Π

1
1 set A ∈ Φ there is a Borel B ⊆ A in

Φ.

Proof. Suppose there is a Π1
1 set A ⊆ X in Φ that does not contain a

Borel set belonging to Φ. We shall get a contradiction. Let ϕ be a Π1
1-norm

on A and
C = {(x, y) : y <∗

ϕ x}.
We claim that

x �∈ A⇐⇒ Cx ∈ Φ. (∗)
Suppose x �∈ A. Then Cx = A ∈ Φ. Conversely, if x ∈ A, then Cx is a Borel
subset of A. So by our assumptions, Cx �∈ Φ.
Since Φ is Π1

1 on Π
1
1, A

c is Π1
1 by ( ). Hence, by Souslin’s theorem, it is

Borel, contradicting our assumption again.
See [21] for more on reflections.

Theorem 5.10.2 Let X, Y be Polish spaces and A ⊆ X×Y analytic with
sections Ax countable. Then every coanalytic set B containing A contains
a Borel set E ⊇ A with all sections countable.

Proof. Let C = Bc. Define Φ ⊆ P(X × Y ) by

D ∈ Φ⇐⇒ Dc ⊆ B & ∀x((Dc)x is countable).

Using 4.3.7 we can easily check that Φ is Π1
1 on Π1

1. Since Ac ∈ Φ, by
5.10.1 there is a Borel set D in Φ contained in Ac. Take E = Dc.
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Theorem 5.10.3 (Lusin) Every analytic set with countable sections, in
the product of two Polish spaces, can be covered by countably many Borel
graphs.

Proof. The result immediately follows from 5.10.2 and 5.8.11.

Proposition 5.10.4 (Burgess) Let X be Polish, E an analytic equivalence
relation on X, and C ⊆ X ×X a coanalytic set containing E. Then there
is a Borel equivalence relation B such that E ⊆ B ⊆ C.

We need a lemma to prove this proposition. For any P ⊆ X ×X, define
E(P ) ⊆ X ×X by

(x, y) ∈ E(P )⇐⇒ x = y or ((x, y) or (y, x) ∈ P ) or ∃z((x, z), (z, y) ∈ P ).

Note that P ⊆ E(P ), and if P is analytic, so is E(P ).
Lemma 5.10.5 Let X be a Polish space, P analytic, C coanalytic, and
E(P ) ⊆ C. Then there is a Borel set B containing P such that

E(B) ⊆ C.

Proof. Define Φ ⊆ P(X ×X) by

D ∈ Φ⇐⇒ E(Dc) ⊆ C.

Φ is Π1
1 on Π

1
1. Further, P

c ∈ Φ. By the reflection theorem (5.10.1), there
is a Borel set D in Φ that is contained in P c. Take B = Dc.
Proof of 5.10.4. Applying 5.10.5 repeatedly, by induction on n we can

define a sequence of Borel sets (Bn) such that

E ⊆ Bn ⊆ E(Bn) ⊆ Bn+1 ⊆ C

for all n. Take B =
⋃
nBn.

Corollary 5.10.6 For every analytic equivalence relation E on a Polish
space X there exist Borel equivalence relations Bα, α < ω1, such that E =⋂
α<ω1

Bα.

Proof. By 4.3.17, write E =
⋂
α<ω1

Cα, Cα coanalytic. By 5.10.4, for
each α there exists a Borel equivalence relation Bα such that E ⊆ Bα ⊆ Cα.

Exercise 5.10.7 Let X be a Polish space, Y a separable Banach space,
A ⊆ X×Y an analytic set with sections Ax convex, and C ⊇ A coanalytic.
Using the reflection theorem, show that there is a Borel set B in X × Y
with convex sections such that A ⊆ B ⊆ C.

The above result was first proved by Saint Pierre, albeit by a different
method.
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5.11 Complementation in Borel Structures

Let X be a Polish space and C a sub σ-algebra of the Borel σ-algebra BX .
A weak complement of C is a sub σ-algebra D of BX such that

C
∨
D = BX ,

where C∨D = σ(C⋃D). A weak complement D is minimal if no proper
sub σ-algebra is a weak complement. A complement of C is a sub σ-algebra
D such that

C
∨
D = BX and C

⋂
D = {∅, X}.

The following exercises are reasonably simple.

Exercise 5.11.1 Let X be Polish and C a countably generated sub σ-
algebra of BX . Show that every weak complement of C contains a countably
generated weak complement.

Exercise 5.11.2 Let X be Polish, C ⊆ BX . If D is a minimal weak com-
plement, then show that C⋂D = {∅, X}; i.e., D is also a complement.

Exercise 5.11.3 Let X be an uncountable Polish space. Show that the
countable – cocountable σ-algebra does not have a complement.

A question arises: When does a sub σ-algebra of the Borel σ-algebra BX
admit a complement? This question was posed by D. Basu [10] in his study
of maximal and minimal elements of families of statistics. We answer this
question now.

Theorem 5.11.4 Every countably generated sub σ-algebra of the Borel σ-
algebra of a Polish space has a minimal complement.

This beautiful result is due to E. Grzegorek, K. P. S. B. Rao, and H.
Sarbadhikari[46].

Lemma 5.11.5 Let X be Polish and C a countably generated sub σ-algebra
of BX . Suppose D is a countably generated sub σ-algebra of BX such that
every atom A of D is a partial cross section of the atoms of C. Further,
assume that for any two distinct atoms C1, C2 of D, C1

⋃
C2 is not a partial

cross section of the set of atoms of C. Then D is a minimal complement of
C.
Proof. Under the hypothesis, C∨D is a countably generated sub σ-

algebra of BX with atoms singletons. Hence, by 4.5.7, C∨D = BX .
Let D∗ be a proper countably generated sub σ-algebra of D. By the

corollary to 4.5.7, there is an atom A of D∗ that is not an atom of D.
Hence, it is a union of more than one atom of D. Hence, there exist two
distinct points x, y of A that belong to the same atom of C. This implies that
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there is no E ∈ C∨D∗ containing exactly one of x, y. So, C∨D∗ �= BX .
The result now follows from 5.11.1 and 5.11.2.
Proof of 5.11.4. Let X be Polish and C a countably generated sub

σ-algebra of BX .
Case 1. There is a cocountable atom A of C.
Let f : X \A −→ A be a one-to-one map. Take

D = σ({{x, f(x)} : x ∈ X \A}
⋃
BA\f(Ac)).

By 5.11.5, D is a minimal complement of C.
Case 2. There is an uncountable atom A of C such that X \ A is also

uncountable.
Let f : A −→ Ac be a Borel isomorphism and g : X −→ X the map that

equals f on A and the identity on Ac. Take

D = g−1(BX).
By 5.11.5, D is a minimal complement of C.
Case 3. All atoms of C are countable. Since C is countably generated

with all atoms countable, by 5.8.12 there exists a countable partition Gn

of X such that each Gn is a partial cross section of the set of atoms of C.
It is easy to choose the Gn’s in such a way that for distinct Gn and Gm,
Gn

⋃
Gm is not a partial cross section of the set of atoms of C. The result

follows by 5.11.5 by taking

D = σ({Gn : n ∈ N}).

5.12 Borel Sets with σ-Compact Sections

Our main goal in this section is to give a proof of the following uniformiza-
tion theorm.

Theorem 5.12.1 (Arsenin, Kunugui [60]) Let B ⊆ X ×Y be a Borel set,
X, Y Polish, such that Bx is σ-compact for every x. Then πX(B) is Borel,
and B admits a Borel uniformization.

Our proof of 5.12.1 is based on the following result.

Theorem 5.12.2 (Saint Raymond [97]) Let X, Y be Polish spaces and
A,B ⊆ X ×Y analytic sets. Assume that for every x, there is a σ-compact
set K such that Ax ⊆ K ⊆ Bc

x. Then there exists a sequence of Borel sets
(Bn) such that the sections (Bn)x are compact,

A ⊆
⋃
n

Bn, and B
⋂ ⋃

n

Bn = ∅.
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This result of Saint Raymond is not only powerful, but the technique
employed in its proof is very useful. The main idea is taken from Lusin’s
original proof of the following: Every analytic set in the product of two
Polish spaces with vertical sections countable can be covered by countably
many Borel graphs (5.10.3).
We assume 5.12.2 and give several consequences first.

Theorem 5.12.3 Let X, Y be Polish spaces and A ⊆ X × Y a Borel set
with sections Ax σ-compact. Then A =

⋃
nBn, where each Bn is Borel with

(Bn)x compact for all x and all n.

Proof. The result trivially follows from 5.12.2 by taking B = Ac.
Proof of 5.12.1. Write B =

⋃
nBn, the Bn’s Borel with compact sec-

tions. That this can be done follows from 5.12.3. Then

πX(B) =
⋃
n

πX(Bn).

Since the projection of a Borel set with compact sections is Borel (4.7.11),
each πX(Bn), and hence πX(B), is Borel. Let

Dn = πX(Bn) \
⋃
m<n

πX(Bm).

Then the Dn’s are Borel and pairwise disjoint. Further, the set

C =
⋃
n

(Bn

⋂
(Dn × Y ))

is a Borel subset of B with compact sections such that πX(C) = πX(B). By
Novikov’s uniformization theorem (5.7.1), C admits a Borel uniformization,
and our result follows.

Proposition 5.12.4 Let B ⊆ X × Y be a Borel set with sections Bx that
are Gδ sets in Y . Then there exist Borel sets Bn with open sections such
that B =

⋂
nBn.

Proof. Let Z be a compact metric space containing (a homeomorph of)
Y . Then B is Borel in X×Z with sections Gδ sets (2.2.7). By 5.12.3, there
exist Borel sets Cn in X×Z with sections compact such that (X×Z)\B =⋃
n Cn. Take Bn = (X × Y ) \ Cn.

Corollary 5.12.5 Let B ⊆ X×Y be a Borel set with sections Bx that are
Fσ sets in Y . Then there exist Borel sets Bn with closed sections such that
B =

⋃
nBn.

Before we present a proof of 5.12.2, we make a series of important obser-
vations.
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(I) Recall the following from 4.9.6:
For any x ∈ 2N×N,

D(x) = {m ∈ N : x(m,m) = 1},
m ≤∗

x n ⇐⇒ x(m,n) = 1,

and
m <∗

x n⇐⇒ m ≤∗
x n & ¬(n ≤∗

x m).

Further,

LO∗ = {x ∈ LO : x(0,m) = 1 for every m ∈ D(x)},

and
WO∗ = {x ∈WO : x(0,m) = 1 for every m ∈ D(x)}.

Thus, LO∗ is the set of all x that encode linear orders on subsets of N

with 0 the first element. It is Borel. Similarly, WO∗ is the set of all x that
encode well-orders on subsets of N with 0 the first element. We know that
WO is a coanalytic non-Borel set (4.2.2), which easily implies that WO∗

is a coanalytic non-Borel set.
(II) Let X be a Polish space. Recall that F (X), the set of all closed

subsets of X with the Effros Borel structure, is a standard Borel space. A
family B ⊆ F (X) is called hereditary if whenever A ∈ B and B is a closed
subset of A, then B ∈ B. A derivative on X is a map D : F (X) −→ F (X)
such that for A,B ∈ F (X),

(i) D(A) ⊆ A, and

(ii) A ⊆ B =⇒ D(A) ⊆ D(B).

Here are some interesting examples of derivatives.
Let B ⊆ F (X) be hereditary. Define

DB(A) = {x ∈ X : (∀ open U , x)(cl(A
⋂

U) �∈ B)}.

Since B is hereditary, DB is a derivative on X. If B consists of sets with at
most one point, DB(A) is the usual derived set of A. Another important
example is obtained by taking B to be the family of all compact subsets of
X.
We shall use the following property of DB, B hereditary Π1

1, without
explicit mention. The set

{(A,B) ∈ F (X)× F (X) : A ⊆ DB(B)}

is analytic. To see this, fix a countable base (Un) for X. We have

A ⊆ DB(B)⇐⇒ ∀n(Un
⋂

A �= ∅ =⇒ cl(Un
⋂

B) �∈ B).
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Since B −→ cl(Un
⋂
B) is a Borel map from F (X) to F (X), our assertion

follows.
(III) Let X be Polish, D : F (X) −→ F (X) a derivative on X, A ⊆ X

closed, and α any countable ordinal. We define Dα(A) by induction on α
as follows:

D0(A) = A,

Dα(A) = D(Dβ(A)), if α = β + 1, and

Dα(A) =
⋂
β<αD

β(A), if α is limit.

So, {Dα(A) : α < ω1} is a nonincreasing transfinite sequence of closed
sets. Hence, by 2.1.13, there is an α < ω1 such that Dα(A) = Dα+1(A).
The least such α will be denoted by |A|D. We set

D∞(A) = D|A|D (A)

and
ΩD = {A ∈ F (X) : D∞(A) = ∅}.

Proposition 5.12.6 Let X be a Polish space and B ⊆ F (X) hereditary.
Then ΩDB = Bσ

⋂
F (X).

Proof. Fix a closed set A ⊆ X and a countable base (Un) for X.
Let D∞(A) = ∅. Then

A =
⋃
α<|A|D (D

α(A) \Dα+1(A))
=

⋃
α<|A|D

⋃
n{Un

⋂
Dα(A) : cl(Un

⋂
Dα(A)) ∈ B}

=
⋃
α<|A|D

⋃
n{cl(Un

⋂
Dα(A)) : cl(Un

⋂
Dα(A)) ∈ B}.

The last equality holds because A is closed. Thus, A ∈ Bσ.
To prove the converse, take an A ∈ Bσ

⋂
F (X). Suppose D∞(A) �= ∅.

We shall get a contradiction. Write A =
⋃
mBm, Bm ∈ B. By the Baire

category theorem, there exist n and m such that

∅ �= D∞(A)
⋂

Un ⊆ D∞(A)
⋂

Bm.

This implies that
D|A|D+1(A) �= D|A|D (A).

We have arrived at a contradiction.

Proposition 5.12.7 Let X be Polish and D a derivative on X such that

{(A,B) ∈ F (X)× F (X) : A ⊆ D(B)}

is analytic. Then
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(i) ΩD is coanalytic, and

(ii) for every analytic A ⊆ ΩD,

sup{|A|D : A ∈ A} < ω1.

Proof. Assertion (i) follows from the following equivalence:

A �∈ ΩD ⇐⇒ ∃B(B �= ∅ & B ⊆ A & B ⊆ D(B)).

(The sets A and B are closed in X.)
Suppose (ii) is false for some analytic A ⊆ ΩD. Then,

sup{|A|D : A ∈ A} = ω1.

Define R ⊆ 2N×N × F (X) as follows:

(x,A) ∈ R ⇐⇒ x ∈ LO∗ &
∃f ∈ F (X)N[f(0) = A &
∀m ∈ D(x){f(m) �= ∅ &
(m �= 0 =⇒ ∀n <∗

x m(f(m) ⊆ D(f(n))))}].
It is fairly easy to check that R is analytic and that for ∅ �= A ∈ ΩD,

R(x,A)⇐⇒ x ∈WO∗ & |x| ≤ |A|D.
By our assumptions,

x ∈WO∗ ⇐⇒ ∃A ∈ A(R(x,A)).
This implies that WO∗ is analytic, which is not the case, and our result is
proved.

Lemma 5.12.8 Let F ⊆ F (NN) be a hereditary Π1
1 family. Suppose X is

a Polish space and H ⊆ X×NN a closed set such that Hx ∈ Fσ. Then there
exists a sequence (Hn) of Borel sets such that H =

⋃
nHn and (Hn)x ∈ F

for all x.

Proof. Since H is closed and F hereditary, it is sufficient to show that
there exist Borel sets Hn with sections in F covering H.
Let D : F (NN) −→ F (NN) be the derivative DF . For α < ω1, define

Hα = {(x, y) ∈ X × NN : y ∈ Dα(Hx)}.
For each α < ω1, we show that Hα is analytic. Towards showing this, let
E be an analytic subset of X × NN with closed sections, and observe that

y ∈ D(Ex) ⇐⇒ (x, y) ∈ E &
∀s ∈ N<N[y ∈ Σ(s) =⇒
∃F ∈ F (NN)(F ⊆ Σ(s)

⋂
Ex & F �∈ F)].
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Thus {(x, y) ∈ X ×NN : y ∈ D(Ex)} is analytic. Using this observation, by
induction on α it is quite easy to see that Hα is analytic.
Since Hx ∈ Fσ, by 5.12.6, D∞(Hx) = ∅. Let

A = {F ∈ F (NN) : ∃x(F ⊆ Hx)}.

A is an analytic subset of ΩD. Hence, by 5.12.7, there is an α0 < ω1 such
that Hα0 = ∅.
We claim the following.
Claim 1. For every α < ω1 and every Borel set B ⊇ Hα with closed

sections, there exist Borel sets Hn with closed sections such that

D((Hn)x) = ∅

and
H \B ⊆

⋃
n

Hn.

Claim 2. If B ⊆ X × NN is a Borel set with closed sections such that
D(Bx) = ∅, then there is a sequence (Hn) of Borel sets such that B =⋃
nHn and (Hn)x ∈ F for all n and all x.
Assuming these two claims, we obtain our result by taking B = ∅ and

α = α0.
Proof of claim 1. The proof is by induction on α. Let α < ω1 and

suppose that Claim 1 is true for all β < α.
Case 1: α = β + 1 for some β.
We first prove the following: Let A ⊆ X × NN be an analytic set with

sections closed, B ⊇ A1 a Borel set with closed sections, where

(x, y) ∈ A1 ⇐⇒ y ∈ D(Ax).

Then A \ B can be covered by a sequence of Borel sets (Cn) with closed
sections such that D((Cn)x) = ∅ for all n.
Since Bc is a Borel set with open sections and {Σ(s) : s ∈ N<N} a base

for NN, by 4.7.2, for each s ∈ N<N there is a Borel set Bs such that

Bc =
⋃
s

(Bs × Σ(s)).

So,
A \B =

⋃
s

((Bs × Σ(s))
⋂

A).

From 4.7.1 it follows that A \ B ⊆ ⋃
n Cn, where the Cn’s are Borel sets

with closed sections disjoint from A1. As (Cn)x ⊆ Ax \D((A)x),

D((Cn)x) ⊆ (Cn)x
⋂

D((A)x) = ∅.
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Now, let B ⊇ Hα be a Borel set with closed sections. By the above
observation, there exist Borel sets Cn with closed sections such that
D((Cn)x) = ∅ and Hβ \ B ⊆ ⋃

n Cn = C, say. So, Hβ ⊆ B
⋃
C. By 4.7.1,

there is a Borel set B′ with closed sections such that Hβ ⊆ B′ ⊆ B
⋃
C. By

the induction hypothesis, there exists a sequence (Dn) of Borel sets with
closed sections such that D((Dn)x) = ∅ and whose union contains H \B′.
As H \B ⊆ ⋃

nDn

⋃ ⋃
n Cn, our claim is proved in this case.

Case 2: α is a limit ordinal.
Let Hα =

⋂
β<αH

β ⊆ B, B Borel. By the generalized first separation
theorem (4.6.1), there exist Borel sets Cβ , β < α, such that Hβ ⊆ Cβ and⋂
β<α C

β ⊆ B. By 4.7.1, there exists a Borel set Bβ with closed sections
such that Hβ ⊆ Bβ ⊆ Cβ . Then

⋂
β<αBβ ⊆ B. By the induction hypoth-

esis, each H \ Bβ can be covered by a sequence (Cn) of Borel sets with
closed sections such that D((Cn)x) = ∅. As H \B ⊆ ⋃

β<α(H \Bβ), it also
can be so covered.
Proof of claim 2. Let B ⊆ X ×NN be a Borel set with closed sections

such that D(Bx) = ∅. Then, for every x ∈ X and every y ∈ Bx, there exists
an s ∈ N<N such that y ∈ Σ(s) and Σ(s)⋂Bx ∈ F . Let

C(s) = {x ∈ X : Σ(s)
⋂

Bx ∈ F}.
Since F ∈ Π1

1, C(s) is coanalytic and B ⊆ ⋃
s(C(s)× Σ(s)). Consider the

Polish space Z = N<N ×X (N<N has the discrete topology) and Φ ⊆ P(Z)
defined by

E ∈ Φ⇐⇒ B ⊆
⋃
s

(Es × Σ(s)).

Then Φ is Π1
1 on Π

1
1, and

⋃
s({s}×C(s)) ∈ Φ. Therefore, by the reflection

theorem (5.10.1), there is a Borel set D ⊆ ⋃
s({s} × C(s)) in Φ. Clearly,

B ⊆
⋃
s

(Ds × Σ(s)).

Let
B(s) = (Ds × Σ(s))

⋂
B, s ∈ N<N.

Then the B(s)’s are Borel sets with closed sections, and
⋃
sB(s) = B.

Further,

(B(s))x =
{

Bx

⋂
Σ(s) if x ∈ Ds,

∅ otherwise.

In either case, (B(s))x ∈ F . This completes the proof.
Proof of 5.12.2. Let f : NN −→ A be a continuous onto map. Define

H = {(x, α) ∈ X × NN : x = πX(f(α))}.
Clearly, H is closed. Take

F = {F ∈ F (NN) : cl(f(F )) ⊆ Bc & cl(πY (f(F ))) is compact}.
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The family F is clearly hereditary. By 3.3.11, {K ∈ F (Y ) : K is compact}
is Borel. Similarly, for every continuous function g : NN −→ Y , the map
F −→ cl(g(F )) from F (NN) to F (Y ) is Borel measurable. Hence, F is Π1

1.
Suppose x ∈ X and theKn’s are compact sets such that Ax ⊆

⋃
nKn ⊆ Bc

x.
Then

Hx =
⋃
n

f−1({x} ×Kn),

and each f−1({x} ×Kn) ∈ F . Therefore, by 5.12.8, there exist Borel sets
Hn with (Hn)x ∈ F and H =

⋃
Hn. Now consider

An = {f(α) ∈ X × Y : (x, α) ∈ Hn}.

Then An is analytic and
⋃
nAn = A. Let

Ân = {(x, y) ∈ X × Y : y ∈ cl((An)x)}.

So,
(x, y) ∈ Ân ⇐⇒ ∀m(y ∈ Vm =⇒ (An)x

⋂
Vm �= ∅),

where (Vm) is a countable base for Y . It follows that Ân is analytic. Since
(Hn)x ∈ F , sections of Ân are compact and Ân

⋂
B = ∅. Hence, there is

a Borel set Bn with compact sections such that Ân ⊆ Bn ⊆ Bc by 4.7.5.
The Borel sets Bn serve our purpose.

Exercise 5.12.9 Show that every countably separated partition of a Pol-
ish space into σ-compact sets admits a Borel cross section.

Using the same technique, we can prove the following results.

Proposition 5.12.10 Let X and Y be Polish spaces and A, B two disjoint
analytic subsets of X ×Y such that Ax is closed and nowhere dense for all
x. Then there is a Borel C ⊆ X × Y such that the sections Cx are closed
and nowhere dense, and such that

A ⊆ C and C
⋂

B = ∅.

Proposition 5.12.11 (i) (Hillard [48]) Let X and Y be Polish spaces and
A, B disjoint analytic subsets of X × Y . Assume that the sections Ax are
meager in Y . Then there is a sequence (Cn) of Borel sets with sections
nowhere dense such that

A ⊆
⋃
n

Cn and (
⋃
n

Cn)
⋂

B = ∅.

(ii) (H. Sarbadhikari [100]) For every Borel set B ⊆ X×Y with sections
Bx comeager in Y , there is a sequence (Bn) of Borel sets such that (Bn)x
is dense and open for every x and

⋂
Bn ⊆ B.
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For proofs of the above two results see also [53].
We return to 5.12.4 and 5.12.5. We have seen that every Borel set with

Gδ sections is a countable intersection of Borel sets with open sections, or
equivalently, every Borel set with Fσ sections is a countable union of Borel
sets with closed sections. Is a similar result true for all Borel pointclasses?
In a significant contribution to the theory of Borel sets, Alain Louveau[66]
showed that this is indeed the case. Unfortunately, no classical proof of this
beautiful result is known. Known proofs use effective methods or forcing
which are beyond the scope of our notes. Here we simply state Louveau’s
theorem. For a proof see [66] or [83].
Let X, Y be Polish spaces. For 1 ≤ α < ω1, let Fα denote the family of

all Borel subsets of X × Y with x-sections of multiplicative class α and let
Gα = ¬Fα. Again, by induction on α, 1 ≤ α < ω1, we define families Σ∗

α,
Π∗
α of subsets of X × Y as follows. Take Π∗

0 to be the subsets of X × Y of
the form B × V , B Borel and V open. For α > 0, set

Σ∗
α = (

⋃
β<α

Π∗
β)σ

and
Π∗
α = ¬Σ∗

α.

Clearly, Σ∗
α ⊆ Gα and Π∗

α ⊆ Fα. We have already shown that Π∗
2 = G2

(5.12.4) and Σ∗
2 = F2 (5.12.5). We have also seen that Σ∗

1 is precisely
the family of all Borel sets with sections open (4.7.1). In a remarkable
contribution to the theory of Borel sets, Louveau showed that this identity
holds at all levels.

Theorem 5.12.12 (A. Louveau [66]) For every 1 ≤ α < ω1, Σ∗
α = Fα.

5.13 Topological Vaught Conjecture

In this section we shall discuss one of the outstanding open problems in
descriptive set theory. The study of this problem led to a rich subbranch of
descriptive set theory now known as invariant descriptive set theory.
The Weak Topological Vaught Conjecture (WTVC) Suppose a

Polish group G acts continuously on a Polish space X. Then the number
of orbits is ≤ ℵ0 or equals 2ℵ0 .
WTVC is, of course, true under CH. The problem is to prove it without

using CH. A statement equivalent to WTVC for G = S∞, the group of
permutations of N, first appeared as an open problem in [122]. We shall
assume a little familiarity with first order logic to state this. Let L be
a countable first order language. Assume first that the only non-logical
symbols of L are relation symbols, say R0, R1, R2, . . . Suppose that Ri is
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ni-ary. Set
XL =

∏
i

2Nni
.

We equip XL with the product of discrete topologies on 2 = {0, 1}. It is
homeomorphic to the Cantor set. Elements of XL can be identified with
the structures of L with universe N as follows: To each x ∈ XL associate
a countable structure Ax of L whose universe is N, and in which Ri is
interpretated by the set {s ∈ Nni : xi(s) = 1}. Define an action of S∞ on
XL by

(g · x)i(n0, n1, . . . , ni−1) = 1⇐⇒ xi(g(n0), g(n1), . . . , g(ni−1)) = 1.

This action is called the logic action on XL. Clearly, the logic action is
continuous. Further, x, y ∈ XL are in the same orbit if and only if Ax and
Ay are isomorphc.
In the general situation (when L also has function symbols), we modify

the definition of XL and the logic action as follows: Corresponding to each
k-ary function symbol, we add a coordinate axis consisting of all maps from
Nk to N to XL. Finally, modify the action of S∞ to XL in an obvious way
so that each orbit represents an isomorphism class of countable structures
of L. In what follows, for simplicity, we shall restrict our discussion to
languages whose non-logical symbols are relation symbols only.
Let Lω1ω be the set of formulas built up from symbols of L using count-

able conjunctions and disjunctions as well as the usual first order logical
operations. Thus, in the inductive definition of formulae of Lω1ω, when-
ever (φn) is a sequence of formulae such that no variable other than
v0, v1, . . . , vk−1 are free in any of φn,

∨
n φn is also a formula of Lω1ω.

For any sentence σ of Lω1ω, put

Aσ = {x ∈ XL : Ax |= σ},

where “Ax |= σ” means that σ is valid in Ax. A basic result in this circle
of ideas is the following. We shall give only the essential idea of the proof
of this result. Readers are invited to complete the proof themselves.

Theorem 5.13.1 (Lopez-Escobar) A subset A of XL is invariant (with
respect to the logic action) and Borel, if and only if there is a sentence σ
of Lω1ω such that A = Aσ.

Proof. The sufficient part of this result is proved by induction on for-
mulae of Lω1ω as follows:
For every formula φ[v0, v1, . . . , vk−1], the set

Aφ,k = {(x, n0, n1, . . . , nk−1) : Ax |= φ[n0, n1, . . . , nk−1]}

is Borel.
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The necessary part is also proved by induction, but the induction in this
case is a bit subtle. We proceed as follows. Let (N)k denote the set of all
one-to-one finite sequences in N of length k and for any s ∈ (N)k,

[s] = {g ∈ S∞ : s ≺ g−1}.
Clearly, {[s] : s ∈ (N)k} form a base for the topology of S∞.
Suppose A is a Borel set in XL. Then, for every k there is a formula

φ[v0, v1, . . . , vk−1] of Lω1ω such that

Aφ,k = {(x, s) : s ∈ (N)k & x ∈ A∗[s]}.
This is proved by induction on A using basic identities on Vaught trans-
forms. We invite readers to complete the proof themselves. (Otherwise con-
sult [[53], p.97].)
Now, if A ⊆ XL is an invariant Borel set, then A∗ = A and the result

follows from the above assertion by taking k = 0.
The original conjecture of Vaught was the following.
Vaught Conjecture (VC) Suppose L is a countable first order lan-

guage. Then the number of countable nonisomorphic models of any sen-
tence σ of Lω1ω is ≤ ℵ0 or equals 2ℵ0 .

In other words, VC states that Aσ is a union of countably many or 2ℵ0

many orbits with respect to the logic action on XL.
We now show how VC follows from WTVC. By the theorem of Lopez-

Escobar, Aσ is an invariant Borel set. However, Aσ need not be Polish.
Now we use the following remarkable result of Becker and Kechris[11] to
immediately conclude VC from WTVC.

Theorem 5.13.2 (Becker – Kechris) Suppose a Polish group G acts con-
tinuously on a Polish space X and A is an invariant Borel subset of X.
Then there is a finer Polish topology on X making A clopen such that the
action still remains continuous.

We may also use the following similar result of Becker and Kechris to
prove Vaught conjecture from WTVC.

Theorem 5.13.3 (Becker – Kechris) Suppose a Polish group G acts on a
Polish space X and the action is Borel. Then there is a finer Polish topology
on X making the action continuous.

The proofs of the above theorems are somewhat elaborate and make use
of Vaught transforms and Borel generated topologies. The reader is referred
to [11] for proofs of these results.
There are certain metamathematical difficulties with 2ℵ0 (namely, it is

not “absolute”). Consequently, VC may be independent of ZFC. To avoid
independence proofs, one considers a stronger version of the conjecture. For
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brevity we introduce the following terminology. Let E be an equivalence
relation on a Polish space X. We say that E has perfectly many equiv-
alence classes if there is a nonempty, perfect subset of X consisting of
pairwise E-inequivalent elements.
The Topological Vaught Conjecture (TVC) Suppose a Polish group

G acts continuously on a Polish space X. Then the number of equivalence
classes is countable or perfectly many.
TVC clearly implies WTVC. Further, under ¬CH, WTVC implies

TVC. This follows immediately from the following result of Burgess [22].

Theorem 5.13.4 (Burgess) Suppose E is an analytic equivalence relation
on a Polish space X. Then the number of equivalence classes is ≤ ℵ1 or
perfectly many.

We shall give a prrof of this result later in the section.

Remark 5.13.5 It is easy to see that Burgess’s theorem can be extended
to analytic equivalence relations on analytic sets X.

Exercise 5.13.6 Show that TVC is equivalent to the following statement:
Suppose a Polish group G acts on a standard Borel space X and the action
is Borel. Then the number of orbits is ≤ ℵ0 or perfectly many.

Remark 5.13.7 Kunen([112]) has shown that TVC does not hold for
analytic sets X. His example is from logic which we omit.

There are strong indications that TVC is decidable in ZFC. For these
reasons, in the rest of this section we shall consider TVC only.
We now give some sufficient conditions under which TVC holds.

Theorem 5.13.8 Topological Vaught conjecture holds if G is a locally com-
pact Polish group.

We shall need the following result of Stern([118]) to prove 5.13.8.

Theorem 5.13.9 Let E be an analytic equivalence relation on a Polish
space X with all equivalence classes Fσ. Then the number of equivalence
classes is ≤ ℵ0 or perfectly many.

Assuming 5.13.9, we prove 5.13.8 as follows: Let G be a locally compact
Polish group acting continuously on a Polish space X. Write G =

⋃
nKn,

Kn compact. Then, for x, y ∈ X,

∃g ∈ G(y = g · x)⇐⇒ ∃n∃g ∈ Kn(y = g · x).
Since Kn is compact and the set {(x, y, g) ∈ X ×X ×Kn : y = g · x} is

closed, the equivalence relation induced by the group action is an Fσ set.
Our result now follows from 5.13.9.
To prove 5.13.9, we shall need the following result which is interesting

on its own right.
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Proposition 5.13.10 Suppose X is a Polish space and E an equivalence
relation on X which is meager in X2. Then E has perfectly many equiva-
lence classes.

Proof. Let E ⊆ ⋃
n Fn, Fn closed and nowhere dense inX

2. Without any
loss of generality, we further assume that the diagonal {(x, y) ∈ X2 : x = y}
is contained in each of Fn.
For each s ∈ 2<N, we define a nonempty open set U(s) in X satisfying

the following properties.

(i) diameter(U(s)) ≤ 2−|s|.

(ii) s ≺ t =⇒ cl(U(t)) ⊆ U(s).

(iii) If s �= s′ and |s| = |s′|, then (U(s) × U(s′))
⋂
F|s| = ∅. In particular,

Us and Us’s are disjoint.

We define {U(s) : s ∈ 2<N} by induction on |s|. Take U(e) to be any
nonempty open set of diameter less than 1 disjoint from F0. Since F0 is
closed nowhere dense, such a set exists. Suppose n is a positive integer
and U(s) has been defined for every sequence s of length less than n.
Consider the set F 2n

n . It is closed and nowhere dense in X2n+1
. Hence,

there is an open set of the form
∏

s∈2n−1(U(sˆ0) × U(sˆ1)) contained in∏
s∈2n−1(U(s)× U(s)) disjoint from F 2n

n . We can further assume that the
diameter of U(sˆε), |s| = n− 1 and ε = 0 or 1, is less than 2−n, and that
its closure is contained in U(s).
For α ∈ 2ω, let f(α) be the unique element of X that belongs to each

of U(α|n). It is easy to see that the range of f is a perfect set of pairwise
E-inequivalent elements.
Proof of 5.13.9. Let X be a Polish space and E an analytic equivalence

relation on X with all its equivalence classes Fσ sets. Further assume that
there are uncountably many E-equivalence classes. Fix a countable base
(Vn) for the topology of X. Let P be the union of all basic open sets which
is contained in countably many equivalence classes and Q its saturation;
i.e., Q = proj(E

⋂
(P × P )). Thus Q is analytic. Set Y = X \ Q and

E′ = E
⋂
(Y × Y ). Note that E′ has the Baire property. Also note that

every section of E′ is meager. So, by Kuratowski – Ulam theorem, E′ is
meager. Our result now follows from 5.13.10.
In the rest of this section, the following result of Silver[106] will play a

very important role.

Theorem 5.13.11 (Silver’s theorem) Suppose E is a coanalytic equiva-
lence relation on a Polish space X. Then the number of equivalence classes
is countable or perfectly many.

By 5.13.9, the above result holds for Fσ equivalence relations. Known
proofs of Silver’s result, even for Borel equivalence relations, use either
effective methods or forcing. This is beyond the scope of this book.
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Recently Sami([98]) showed that TVC is true if G is abelian. We give
the proof below.

Theorem 5.13.12 (Sami) Topological Vaught conjecture holds if G is
abelian.

Proof. Assume that the number of orbits is uncountable. We shall show
that there is a perfect set of inequivalent elements.
Let E be the equivalence relation on X defined by

xEy ⇐⇒ Gx = Gy,

where Gx is the stabilizer of x. Let y = g · x for some g ∈ G. Then
Gx = g−1 ·Gy · g = Gy, as G is abelian. Thus,

xEay =⇒ xEy,

where Ea is the equivalence relation induced by the action. Now note that

xEy ⇐⇒ ∀g(g · x = x⇐⇒ g · y = y).

Hence, E is coanalytic.
Suppose there are uncountably many E-equivalence classes. Then by

Silver’s theorem, there is a perfect set of E-inequivalent elements. In par-
ticular, there is a perfect set of Ea-inequivalent elements.
Now assume that the set of E-equivalence classes is countable. We shall

show that Ea is Borel. Our proof will then follow from Silver’s theorem.
Let Y ⊆ X be an E-equivalence class. It is sufficient to show that

Ea

⋂
(Y × Y ) is Borel. Let x ∈ Y and H = Gx. The partition of G by the

cosets of H is lower-semicontinuous. Hence, there is a Borel cross-section
S for this partition. For x, y ∈ Y , we have the following:

xEay ⇐⇒ (∃ a unique g ∈ S)(y = g · x);

i.e., Ea

⋂
(Y × Y ) is a one-to-one projection of the Borel set

{(x, y, g) : g ∈ S and y = g · x}.

Hence, Ea is Borel.

Remark 5.13.13 Recently Solecki [108] showed that the equivalence rela-
tion induced by a continuous action of an abelian Polish group on a Polish
space need not be Borel.

Proof of Burgess’s theorem.
The proof of this theorem is based on Silver’s theorem, reflection principle

and the following combinatorial lemma.
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Lemma 5.13.14 Suppose {Aα : α < ω1} is a family of Borel subsets of a
Polish space X and E the equivalence relation on X defined by

xEy ⇐⇒ ∀α(x ∈ Aα ⇐⇒ y ∈ Aα), x, y ∈ X. (∗)
Then the number of E-equivalence classes is ≤ ℵ1 or perfectly many.

Assuming the lemma, Burgess’s theorem is proved as follows. Let E be
an analytic equivalence relation. By 5.10.6, there exist Borel equivalence
relations Bα, α < ω1, such that

E =
⋂

α<ω1

Bα.

If for some α < ω1, Bα has uncountably many equivalence classes, then
by Silver’s theorem there is a perfect set P of pairwise Bα-inequivalent
elements. In particular, elements of P are pairwise E-inequivalent.
Now assume that the set of Bα-equivalence classes is countable for all

α < ω1. Let {Aβ : β < ω1} be the set of all Bα-equivalence classes, α < ω1.
Clearly, for any two x, y in X

xEy ⇐⇒ ∀β < ω1(x ∈ Aβ ⇐⇒ y ∈ Aβ).

Thus, the result follows from the above lemma in this case also.
Proof of 5.13.14. Although the proof of the lemma is messy looking,

ideawise it is quite simple. Assume that the number of E-equivalence classes
is > ℵ1. We shall then show that there are perfectly many E-equivalence
classes. The following fact will be used repeatedly in the proof of the lemma.
Fact. Suppose Z is a subset of X of cardinality > ℵ1 such that no two

distinct elements Z are E-equivalent. Then there is an α < ω1 such that
both Z

⋂
Aα and Z

⋂
Ac
α are of cardinality > ℵ1.

We prove this fact by contradiction. If possible, let for every α < ω1 at
least one of Z

⋂
Aα and Z

⋂
Ac
α be of cardinality ≤ ℵ1. Denote one such

set by Mα. We claim that Z \ ⋃
αMα is a singleton. Suppose not. Let x,

y be two distinct elements of Z \ ⋃
αMα. Since x, y are E-inequivalent,

by ( ) there exists an α < ω1 such that exactly one of x and y belong to
Aα. It follows that at least one of x, y belong to Mα. But this is not the
case. Hence, Z \ ⋃

αMα contains at most one point. It follows that the
cardinality of Z is at most ℵ1, and we have arrived at a contradiction.
Fix a compatible complete metric on X. Following our usual notation,

for ε = 0 or 1, we set

Aε
α =

{
Aα if ε = 0,
Ac
α if ε = 1.

Since Aε
α analytic, there is a continuous map f εα : NN −→ X whose range

is Aε
α. We can arrange matters so that for every s ∈ N<N, the diameter of

f εα(Σ(s)) is at most 2
−|s|.
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Fix any subset Z of X of cardinality > ℵ1 consisting of pairwise E-
inequivalent elements. By the above fact, there exists an ordinal α(e) < ω1
such that both Z

⋂
Aα(e) and Z

⋂
Ac
α(e) are of cardinality > ℵ1. Let ε0 =

0 or 1. As
Z

⋂
Aε0
α(e) =

⋃
m

(Z
⋂

f ε0α(e)(Σ(m))),

there is an mε0 ∈ N such that Z
⋂
f ε0α(e)(Σ(mε0)) is of cardinality > ℵ1. Set

s(ε0, 0) = (mε0).
Now fix any finite sequence (ε0ε1) of 0’s and 1’s of length 2. Ap-

plying the fact again, there is an ordinal α(ε0) < ω1 such that both
Z

⋂
f ε0α(e)(Σ(s(ε0, 0)))

⋂
Aα(ε0) and Z

⋂
f ε0α(e)(Σ(s(ε0, 0)))

⋂
Ac
α(ε0) are of

cardinality > ℵ1. Note that

Z
⋂

f ε0α(e)(Σ(s(ε0, 0)))
⋂

Aε1
α(ε0)

=
⋃
m

⋃
s∈N2

(Z
⋂

f ε0α(e)(Σ(s(ε0, 0)ˆm))
⋂

f ε1α(ε0)
(Σ(s))).

Hence there exists an mε0ε1 ∈ N and an s(ε0ε1, 1) ∈ N2 such that the set

Z
⋂

f ε0α(e)(Σ(s(ε0, 0)ˆmε0ε1))
⋂

f ε1α(ε0)
(Σ(s(ε0ε1, 1)))

is of cardinality > ℵ1. Set s(ε0ε1, 0) = s(ε0, 0)ˆmε0ε1 .
Proceeding similarly, we can show the following: For every l ∈ N, for

every σ ∈ Nl and for every k < l, there exists an ordinal α(σ) < ω1, and
there exists an s(σ, k) ∈ Nl such that setting

Tσ =
⋂
k<l

f
σ(k)
α(σ|k)(Σ(s(σ, k))),

the cardinality of the set Z
⋂
Tσ is > ℵ1. Further, if σ ≺ τ , s(σ, k) ≺ s(τ, k)

for all k < |σ|.
Now take any g ∈ 2N. Then (cl(Tg|k)) is a nested sequence of nonempty

closed sets of diameters converging to 0. Let u(g) be the unique point of⋂
cl(Tg|k). It is easily seen that the map u : 2N −→ X is continuous.
Let g and h be two distinct elements of 2N. Let m be the first positive

integersuch that g(m) �= h(m). Without any loss of generality, we can
assume that g(m) = 0 and h(m) = 1. Then u(g) ∈ Aα(g|m) and u(h) �∈
Aα(g|m). Thus u(2N) is a perfect set of E-inequivalent elements.
By Silver’s theorem TVC holds if the equivalence relation induced by a

continuous group action is always Borel. Below we give an example showing
that the equivalence relation induced by a continuous action need not be
Borel.

Example 5.13.15 Let L be a first order language whose non-logical sym-
bols consists of exactly one binary relation symbol. So, XL = 2ω×ω. We
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claim that in this case the equivalence relation Ea induced by the logic
action is not Borel. Suppose not. Then Ea ∈ Σ0

β for some β < ω1. It fol-
lows that WOα = {x ∈ WO : |x| ≤ α} ∈ Σ0

β for every α < ω1. Now
take any Borel set A in NN which is not of additive class β. Since WO
is Π1

1-complete, there is a continuous function f : NN −→ LO such that
A = f−1(WO). But by the boundedness theorem, A = f−1(WOα) for
some α. It follows that A ∈ Σ0

β , and we have arrived at a contradiction.

The following example shows that Silver’s theorem (or TVC type result)
is not true for analytic equivalence relations.

Exercise 5.13.16 For α, β ∈ 2N×N, define

α ∼ β ⇐⇒ either α, β �∈WO or |α| = |β|.
Show that ∼ is an analytic equivalence relation with the number of equiv-
alence classes ℵ1 but not perfectly many.

Remark 5.13.17 Recall that the orbit of every point of a Polish space
X under a continuous action of a Polish group is Borel (5.4.5). So, the
equivalence relation Ea on X induced by the action is analytic with all
equivalence classes Borel. A natural question arises: Suppose E is an ana-
lytic equivalence relation on a Polish space X with all equivalence classes
Borel. Is it true that the number of equivalence classes is ≤ ℵ0 or perfectly
many? The answer to this question is no. However, known examples use
effective methods or logic. Therefore, we omit them.

In all the known examples of analytic equivalence relations such that

(i) all equivalence classes are Borel, and

(ii) there are uncountably many equivalence classes but not perfectly
many,

the equivalence classes are of unbounded Borel rank. So, the following ques-
tion arises: Suppose E is an analytic equivalence relation on a Polish space
such that all its equivalence classes are Borel of additive class α for some
α < ω1. Is it true that the number of equivalence classes is ≤ ℵ0 or per-
fectly many? In [118] and [119], Stern considered this problem. He proved
the following results.

Theorem 5.13.18 (Stern) Let E be an analytic equivalence relation on a
Polish space X such that all but countably many equivalence classes are Fσ
or Gδ. The the number of equivalence classes is ≤ ℵ0 or perfectly many.

Note that, earlier in this section we proved this result in the special case
when all equivalence classes are Fσ sets. As the proof of this result is long,
we omit it.
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Theorem 5.13.19 (Stern) Assume analytic determinacy. Let E be an
analytic equivalence relation on a Polish space X such that all but countably
many equivalence classes are of bounded Borel rank. Then the number of
equivalence classes is ≤ ℵ0 or perfectly many.

The proof this result is beyond the scope of this book.

5.14 Uniformizing Coanalytic Sets

In this section we prove the famous uniformization theorem of Kondô.

Theorem 5.14.1 (Kondô’s theorem) Let X, Y be Polish spaces. Every
coanalytic set C ⊆ X × Y admits a coanalytic uniformization.

We shall show that there is a sequence of coanalytic norms on a given co-
analytic set with certain “semicontinuity” properties. The existence of such
a sequence of norms gives a procedure for selecting a point from a given
nonempty coanalytic set. The procedure is then applied to each nonempty
section of a conanalytic set, thus yielding a uniformization. The semiconti-
nuity properties guarantee that the uniformizing set is coanalytic. We now
describe this procedure in detail.
Let A be a subset of a Polish space X. A scale on A is a sequence of

norms ϕn on A such that xi ∈ A, xi → x, and ∀n(ϕn(xi) → µn) (i.e.,
ϕn(xi) is eventually constant and equals µn after a certain stage) imply
that x ∈ A and ∀n(ϕn(x) ≤ µn).
If for each n, ϕn : A −→ κ, then we say that (ϕn) is a κ-scale.
Given an ordinal κ, define the lexicographical ordering <lex on κn as

follows.

(µ(0), µ(1), . . . , µ(n− 1)) <lex (λ(0), λ(1), . . . , λ(n− 1))
⇐⇒ ∃i < n[∀j < i(µ(j) = λ(j)) & (µ(i) < λ(i))].

This is a well-ordering with order type κn. Denote by

〈µ(0), µ(1), . . . , µ(n− 1)〉
the ordinal < κn corresponding to (µ(0), µ(1), . . . , µ(n − 1)) under the
isomorphism of (κn, <lex) with κn.

Remark 5.14.2 Given a scale (ϕn) on A ⊆ NN we can define a new scale
(ψn) as follows.

ψn(α) = 〈ϕ0(α), α(0), ϕ1(α), α(1), . . . , ϕn(α), α(n)〉. (1)

The scale (ψn) has additionally the following properties.

1. ψn(α) ≤ ψn(β) =⇒ ∀m ≤ n(ψm(α) ≤ ψm(β)).
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2. If αi ∈ A and ψn(αi)→ µn for all n, then αi → α for some α ∈ A.

Let A be a subset of a Polish space X. A scale (ϕn) on A is called a very
good scale if

1. ϕn(x) ≤ ϕn(y) =⇒ ∀m ≤ n(ϕm(x) ≤ ϕm(y)).

2. If xi ∈ A and ϕn(xi)→ µn for all n, then xi → x for some x ∈ A.

Given a very good scale (ϕn) on A, we can select a point from A as
follows. Let

A0 = {x ∈ A : ϕ0(x) is least, say µ0},
A1 = {x ∈ A0 : ϕ1(x) is least, say µ1},
A2 = {x ∈ A1 : ϕ2(x) is least, sayµ2},

and so on. We have
A0 ⊇ A1 ⊇ A2 ⊇ · · ·

and if xi ∈ Ai, then ϕn(xi) = µn for all i > n. Since (ϕn) is a very good
scale, there is an x ∈ A such that xi → x. Moreover, it is quite easy to
see that x ∈ An for all n. Let y be any other point in

⋂
nAn. Consider

the sequence x, y, x, y, . . . Since (ϕn) is a very good scale, the sequence
x, y, x, y, . . . is convergent. Hence, x = y. Thus

⋂
nAn is a singleton. The

above procedure thus selects a unique point from A, called the canonical
element of A determined by (ϕn).
A scale (ϕn) on a coanalytic subset A of a Polish space X is called a

Π1
1-scale if each ϕn is a Π1

1-norm.

Exercise 5.14.3 If (φn) is a Π1
1-scale on a coanalytic A ⊆ NN, then show

that (ψn) defined by (1) is also a Π1
1-scale.

We are now in a position to state the main result needed to prove Kondō’s
theorem.

Theorem 5.14.4 Every coanalytic subset of NN admits a very good Π1
1-

scale.

Corollary 5.14.5 Let X be a Polish space and A ⊆ X coanalytic. Then
A admits a very good Π1

1-scale.

Proof. By 2.6.9 there is a closed set D ⊆ NN and a continuous bijection
f : D −→ X. Now, f−1(A)

⋂
D is a Π1

1 subset of NN and hence admits a
very good Π1

1-scale by 5.14.4. The scale on A is now obtained by transfer
via the function f .
Assuming 5.14.5, we prove Kondô’s theorem.
Proof of Kondô’s theorem (5.14.1). By 5.14.5 there is a very good

Π1
1-scale (ϕn) on C. Then (ϕxn), where ϕxn(y) = ϕn(x, y), is a very good
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scale on the section Cx, if Cx �= ∅. Let y(x) be the canonical element of Cx

determined by (ϕxn). Set

(x, y) ∈ C∗ ⇐⇒ y = y(x).

Clearly, C∗ uniformizes C. To see that C∗ is coanalytic, observe that

(x, y) ∈ C∗ ⇐⇒ ∀n∀z((x, y) ≤∗
ϕn
(x, z)).

Before proving 5.14.4 we make some general observations.
For α ∈ 2N, let ≤α be the binary relation on N defined by

n ≤α m⇐⇒ α(〈n,m〉) = 1
and

D(α) = {m ∈ N : α(〈m,m〉) = 1},
the field of the relation ≤α. In what follows we shall consider only those
α for which ≤α is a linear order on D(α). For n ∈ N, set

Wn = {p ∈ N : p <α n},
and let ≤α |n denote the restriction of ≤α to Wn. So,

≤α |n = {(p, q) : p ≤α q & q <α n}.
Clearly, Wn = ∅ if n �∈ D(α).
If ≤α is a well-ordering with rank function ρ, then for each n, ≤α |n is a

well-ordering, and
ρ(n) = | ≤α |n|,

where | ≤α |n| is the ordinal corresponding to the well-ordering ≤α |n.
Thus

n ≤α m⇐⇒ | ≤α |n| ≤ | ≤α |m|.
We make one more general observation. Let (αi) be a sequence in 2N

such that each ≤αi is a well-ordering and for each n, | ≤αi |n| is eventually
constant, say λn. Suppose (αi) converges to some α ∈ 2N. Then ≤α is a
well-ordering and | ≤α |n| ≤ λn for all n.
This fact will follow if we show that the map n −→ λn from (D(α),≤α)

into ordinals is order-preserving. We prove this now. Let n,m ∈ N. We
have

n <α m =⇒ α(〈n,m〉) = 1 & α(〈m,n〉) �= 1
=⇒ for all large i, αi(〈n,m〉) = 1

and αi(〈m,n〉) �= 1, since αi → α
=⇒ for all large i, n <αi m
=⇒ for all large i, | ≤αi |n| < | ≤αi |m|
=⇒ λn < λm.
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Proof of 5.14.4. Take any coanalytic A ⊆ NN. We need to show that A
admits a very good Π1

1-scale. By 5.14.2 and 5.14.3, it is sufficient to show
that A admits a Π1

1-scale.
By 4.2.2, there exists a continuous function f : NN −→ 2N such that for

all x, ≤f(x) is a linear ordering and

x ∈ A⇐⇒ f(x) ∈WO.

Let (µ, λ) → 〈µ, λ〉 be an order-preserving map of ω1 × ω1, ordered
lexicographically, into the ordinals. For x ∈ A, set

ϕn(x) = 〈| ≤f(x) |, | ≤f(x) |n|〉.
Claim: (ϕn) is a Π1

1-scale on A.
To prove this, first assume that xi is a sequence in A such that xi → x,

and suppose that for all n and all large i,

ϕn(xi) = 〈λ, λn〉.
This implies that for each n and all large i,

| ≤f(xi) |n| = λn.

Since f is continuous, f(xi)→ f(x). Thus by the observations made above,
f(x) ∈WO, and hence x ∈ A. Furthermore, for every n,

| ≤f(x) |n| ≤ λn.

Hence,
sup{| ≤f(x) |n| : n ∈ N} ≤ sup{λn : n ∈ N}.

This means that
| ≤f(x) | ≤ λ,

since for all large i,

λn = | ≤f(xi) |n| ≤ | ≤f(xi) | = λ.

Hence
ϕn(x) = 〈| ≤f(x) |, | ≤f(x) |n|〉 ≤ 〈λ, λn〉,

and so (ϕn) is a scale on A.
To show that it is a Π1

1-scale, for each n define a function gn : 2N −→ 2N

as follows:

gn(α)(〈p, q〉) = 1⇐⇒
α(〈p, q〉) = 1 & α(〈q, n〉) = 1 & α(〈n, q〉) = 0.

Note that gn is continuous and that whenever ≤α is a linear ordering,
gn(α) is a code of the ordering ≤α |n.
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Now define

x ≤Π1
1

ϕn y ⇐⇒ f(x) ≤Π
|.| f(y)

&[¬(f(y) ≤Σ1
1

|.| f(x)) or gn(f(x)) ≤Π1
1

|.| gn(f(y))],

x ≤Σ1
1

ϕn y ⇐⇒ f(x) ≤Σ
|.| f(y)

&[¬(f(y) ≤Π1
1

|.| f(x)) or gn(f(x)) ≤Σ1
1

|.| gn(f(y))].

(Recall that for any α ∈ WO, |α| denotes the order type of ≤α.) The
relations ≤Π1

1
ϕn and ≤Σ1

1
ϕn are respectivelyΠ1

1 and Σ
1
1 by definition. It is easily

seen that they witness that ϕn is a Π1
1-norm.

Exercise 5.14.6 Show that every Π1
2 set in the product of two Polish

spaces can be uniformized by a Π1
2 set.
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[9] T. Bartoszyński and H. Judah. Set Theory—On the structure of the
Real Line. A. K. Peters, Wellesley, Massachusetts, 1995.



242 References

[10] D. Basu. Problems relating to the existence of maximal elements in
some fields of statistics (subfields). Proc. V Berkeley Symp. on Math-
ematical Statistics and Probability, 1 (1965), 41 – 50.

[11] H. Becker and A. S. Kechris. The descriptive set theory and Polish
group actions. Preprint.

[12] S. Bhattacharya and S. M. Srivastava. Selection theorems and invari-
ance of Borel pointclasses. Proc. Amer. Math. Soc., 97 (1986), 707 –
711.

[13] D. Blackwell. On a class of probability spaces. Proc. 3rd. Berkeley
symp. on Mathematical Statistics and Probability, 2 (1956), 1 – 6.

[14] D. Blackwell. Discounted dynamic programming. Ann. Math. Statis.,
36 (1965), 226 – 235.

[15] D. Blackwell. Infinite games and analytic sets. Proc. Nat. Acad. Sci.
U.S.A., 58 (1967), 1836 – 1837.

[16] D. Blackwell. A Borel set not containing a graph. Ann. Math. Statis.,
39 (1968), 1345 – 1347.

[17] D. Blackwell and C. Ryll-Nardzewski. Non-existence of everywhere
proper conditional distributions. Ann. Math. Statis., 34 (1963), 223 –
225.

[18] J. V. Bondar. Borel cross-sections and maximal invariants. The Annals
of Statistics, 4 (1976), 866 – 877.
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[36] J. Dixmier. Les C∗-algèbras et leurs représentations. Gauthier – Vil-
lars, Paris, 1969.

[37] J. Dixmier. Dual et quasi-dual d’une algèbre de Banach involutive.
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[44] K. Gödel. Über formal unentscheidbare Sätze der Principia Mathe-
matica und verwandter Systeme I. Monatshefte für Mathematik und
Physik, 38 (1931), 173 – 198.
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closure under Souslin

operation, 114
countable-cocountable, 82,

86
countably generated, 82, 86
discrete, 82
generator, 82
generator of a, 82, 83
indiscrete, 82
Marczewski complete, 114
trace, 83

σ-algebras
Borel isomorphic, 94

σ-ideal, 103
J. H. Silver, xvi, 231
Silver’s theorem, 231, 232, 234
S. Simpson, 143
S. Solecki, 163, 164, 232
R. M. Solovay, 105, 108, 164
solvable group, 215
M. Souslin, xi, xii, 31, 128, 148
Souslin operation, 31, 33, 34

closure properties, 33
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idempotence, see
idempotence of the
Souslin operation

The Souslin operation, 133
space of

rationals, 56
compact sets, 66, 68, 69
continuous functions, 63, 76
everywhere differentiable

functions, 139
irreducible matrices, 64
nowhere differentiable

continuous functions,
71

S. M. Srivastava, xiv, 98, 159,
163, 164, 192, 213, 215

stabilizer, 161
standard Borel space, 96
∗-ideal, 215
J. Steel, 169
J. Stern, 230, 235, 236
A. H. Stone, 144
strong measure zero set, 144, 145
subcover, 57
successor, 16
successor of a cardinal, 25
successor ordinal, 22
system of sets, 32

associated map, 75
Cantor scheme, 75
Lusin scheme, 74
regular, 33
Souslin scheme, 74

Tietze extension theorem, 45
random version, 158

topological group, 65
Baire, 109

topological space, 41
Baire, see Baire space
completely metrizable, 52,

71
dense subset, 42
locally compact, 62, 63
normal, 45

second countable, 42
separable, 42
sequentially compact, 59
zero-dimensional, 52

topological sum, 51
topology, 41

base, 42
Borel-generated, 91
discrete, 41
Fell, see Fell topology
hull – kernel, see hull –

kernel topology
of uniform convergence, 63
product, 48
subbase, 42
usual, 41
Vietoris, see Vietoris

topology
transcendental number, 4
transition probability, 107
tree, 26

body, 27
body of a, 134
finitely splitting, 27
ill-founded, 27
node, 27
rank, see rank function
section, 31
terminal node, 27
well-founded, 27

the triangle inequality, 39
trichotomy theorem for

well-ordered sets, 20
type of a well-ordered set, 21

S. Ulam, 88, 141
uniformization, xii, 185
unitarily equivalent, 214
universal pair, 122, 133
universal set, 119, 120, 129, 131,

141, 169
Urysohn lemma, 44, 171

random version, 158

valid formula, 228
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R. L. Vaught, xvi, 229
Vaught conjecture (VC), 229

topological (TVC), 230
for abelian group, 232
for locally compact Polish
group, 230

weak (WTVC), 227
Vaught transforms, 113, 229
vector space, 10

basis, 10
Vietoris topology, 66, 67
Vitali partition, 105, 214

J. Von Neumann, xiii, 186, 198,
200

well-founded tree, 136
well-order, 15
well-ordered set, 15

type, see well-ordered set
Well-Ordering Principle

(WOP), 18

Zorn’s Lemma, 9








