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## Preface

Roughly speaking two kinds of operator and/or matrix inequalities are known, of course with many important exceptions. Operators admit several natural notions of orders (such as positive semidefiniteness order, some majorization orders and so on) due to their non-commutativity, and some operator inequalities clarify these order relations. There is also another kind of operator inequalities comparing or estimating various quantities (such as norms, traces, determinants and so on) naturally attached to operators.

Both kinds are of fundamental importance in many branches of mathematical analysis, but are also sometimes highly non-trivial because of the non-commutativity of the operators involved. This monograph is mainly devoted to means of Hilbert space operators and their general properties with the main emphasis on their norm comparison results. Therefore, our operator inequalities here are basically of the second kind. However, they are not free from the first in the sense that our general theory on means relies heavily on a certain order for operators (i.e., a majorization technique which is relevant for dealing with unitarily invariant norms).

In recent years many norm inequalities on operator means have been investigated. We develop here a general theory which enables us to treat them in a unified and axiomatic fashion. More precisely, we associate operator means to given scalar means by making use of the theory of Stieltjes double integral transformations. Here, Peller's characterization of Schur multipliers plays an important role, and indeed guarantees that our operator means are bounded operators. Basic properties on these operator means (such as the convergence property and norm bounds) are studied. We also obtain a handy criterion (in terms of the Fourier transformation) to check the validity of norm comparison among operator means.
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## Introduction

The present monograph is devoted to a thorough study of means for Hilbert space operators, especially comparison of (unitarily invariant) norms of operator means and their convergence properties in various aspects.

The Hadamard product (or Schur product) $A \circ B$ of two matrices $A=$ $\left[a_{i j}\right], B=\left[b_{i j}\right]$ means their entry-wise product $\left[a_{i j} b_{i j}\right]$. This notion is a common and powerful technique in investigation of general matrix (and/or operator) norm inequalities, and particularly so in that of perturbation inequalities and commutator estimates. Assume that $n \times n$ matrices $H, K, X \in M_{n}(\mathbf{C})$ are given with $H, K \geq 0$ and diagonalizations

$$
H=U \operatorname{diag}\left(s_{1}, s_{2}, \ldots, s_{n}\right) U^{*} \text { and } K=V \operatorname{diag}\left(t_{1}, t_{2}, \ldots, t_{n}\right) V^{*}
$$

In our previous work [39], to a given scalar mean $M(s, t)$ (for $s, t \in \mathbf{R}_{+}$), we associated the corresponding matrix mean $M(H, K) X$ by

$$
\begin{equation*}
M(H, K) X=U\left(\left[M\left(s_{i}, t_{j}\right)\right] \circ\left(U^{*} X V\right)\right) V^{*} \tag{1.1}
\end{equation*}
$$

For a scalar mean $M(s, t)$ of the form $\sum_{i=1}^{n} f_{i}(s) g_{i}(t)$ one easily observes $M(H, K) X=\sum_{i=1}^{n} f_{i}(H) X g_{i}(K)$, and we note that this expression makes a perfect sense even for Hilbert space operators $H, K, X$ with $H, K \geq 0$. However, for the definition of general matrix means $M(H, K) X$ (such as $A$ -$L-G$ interpolation means $M_{\alpha}(H, K) X$ and binomial means $B_{\alpha}(H, K) X$ to be explained later) the use of Hadamard products or something alike seems unavoidable.

The first main purpose of the present monograph is to develop a reasonable theory of means for Hilbert space operators, which works equally well for general scalar means (including $M_{\alpha}, B_{\alpha}$ and so on). Here two difficulties have to be resolved: (i) Given (infinite-dimensional) diagonal operators $H, K \geq 0$, the definition (1.1) remains legitimate for $X \in \mathcal{C}_{2}(\mathcal{H})$, the HilbertSchmidt class operators on a Hilbert space $\mathcal{H}$, as long as entries $M\left(s_{i}, t_{j}\right)$ stay bounded (and $M(H, K) X \in \mathcal{C}_{2}(\mathcal{H})$ ). However, what we want is a mean $M(H, K) X(\in B(\mathcal{H}))$ for each bounded operator $X \in B(\mathcal{H})$. (ii) General
positive operators $H, K$ are no longer diagonal so that continuous spectral decomposition has to be used. The requirement in (i) says that the concept of a Schur multiplier ([31, 32, 66]) has to enter our picture, and hence what we need is a continuous analogue of the operation (1.1) with this concept built in. The theory of (Stieltjes) double integral transformations ([14]) due to M. Sh. Birman, M. Z. Solomyak and others is suited for this purpose. With this apparatus the operator mean $M(H, K) X$ is defined (in Chapter 3) as

$$
\begin{equation*}
M(H, K) X=\int_{0}^{\|H\|} \int_{0}^{\|K\|} M(s, t) d E_{s} X d F_{t} \tag{1.2}
\end{equation*}
$$

with the spectral decompositions

$$
H=\int_{0}^{\|H\|} s d E_{s} \quad \text { and } \quad K=\int_{0}^{\|K\|} t d F_{t}
$$

Double integral transformations as above were actually considered with general functions $M(s, t)$ (which are not necessarily means). This subject has important applications to theories of perturbation, Volterra operators, Hankel operators and so on (see $\S 2.5$ for more information including references), and one of central problems here (besides the justification of the double integral $(1.2))$ is to determine for which unitarily invariant norm the transformation $X \mapsto M(H, K) X$ is bounded. Extensive study has been made in this direction, and V. V. Peller's work ([69, 70]) deserves special mentioning. Namely, he completely characterized $\left(\mathcal{C}_{1^{-}}\right)$Schur multipliers in this setting (i.e., boundedness criterion relative to the trace norm $\|\cdot\|_{1}$, or equivalently, the operator norm $\|\cdot\|$ by the duality), which is a continuous counterpart of U. Haagerup's characterization ([31, 32]) in the matrix setting. Our theory of operator means is built upon V. V. Peller's characterization (Theorem 2.2) although just an easy part is needed. Unfortunately, his work [69] with a proof (while [70] is an announcement) was not widely circulated, and details of some parts were omitted. Moreover, quite a few references there are not easily accessible. For these reasons and to make the monograph as self-contained as possible, we present details of his proof in Chapter 2 (see §2.1).

As emphasized above, the notions of Hadamard products and double integral transformations play important roles in perturbation theory and commutator estimates. In this monograph we restrict ourselves mainly to symmetric homogeneous means (except in Chapter 8 and $\S A .1$ ) so that these important topics will not be touched. However, most of the arguments in Chapters 2 and 3 are quite general and our technique can be applicable to these topics (which will be actually carried out in our forthcoming article [55]). It is needless to say that there are large numbers of literature on matrix and/or operator norm inequalities (not necessarily of perturbation and/or commutator-type) based on closely related techniques. We also remark that the technique here is useful for dealing with certain operator equations such as Lyapunov-type equations (see $\S 3.7$ and $[39, \S 4]$ ). These related topics as well as relationship to other
standard methods for study of operator inequalities (such as majorization theory and so on) are summarized at the end of each chapter together with suitable references, which might be of some help to the reader.

In the rest we will explain historical background at first and then more details on the contents of the present monograph. In the classical work [36] E. Heinz showed the (operator) norm inequality

$$
\begin{equation*}
\left\|H^{\theta} X K^{1-\theta}+H^{1-\theta} X K^{\theta}\right\| \leq\|H X+X K\| \quad(\text { for } \theta \in[0,1]) \tag{1.3}
\end{equation*}
$$

for positive operators $H, K \geq 0$ and an arbitrary operator $X$ on a Hilbert space. In the 1979 article [64] A. McIntosh presented a simple proof of

$$
\left\|H^{*} X K\right\| \leq \frac{1}{2}\left\|H H^{*} X+X K K^{*}\right\|
$$

which is obviously equivalent to the following estimate for positive operators:

$$
\left\|H^{1 / 2} X K^{1 / 2}\right\| \leq \frac{1}{2}\|H X+X K\| \quad(H, K \geq 0)
$$

It is the special case $\theta=1 / 2$ of (1.3), and he pointed out that a simple and unified approach to so-called Heinz-type inequalities such as (1.3) (and the "difference version" (8.7)) is possible based on this arithmetic-geometric mean inequality. The closely related eigenvalue estimate

$$
\mu_{n}\left(H^{1 / 2} K^{1 / 2}\right) \leq \frac{1}{2} \mu_{n}(H+K) \quad(n=1,2, \ldots)
$$

for positive matrices is known ([12]). Here, $\left\{\mu_{n}(\cdot)\right\}_{n=1,2, \ldots}$ denotes singular numbers, i.e., $\mu_{n}(Y)$ is the $n$-th largest eigenvalue (with multiplicities counted) of the positive part $|Y|=\left(Y^{*} Y\right)^{1 / 2}$. This means $\left|H^{1 / 2} K^{1 / 2}\right| \leq \frac{1}{2} U(H+K) U^{*}$ for some unitary matrix $U$ so that we have

$$
\left.\left\|\left|H^{1 / 2} K^{1 / 2}\| \| \leq \frac{1}{2}\right|\right\| H+K \right\rvert\, \|
$$

for an arbitrary unitarily invariant norm $\|\|\cdot\|\|$.
In the 1993 article [10] R. Bhatia and C. Davis showed the following strengthening:

$$
\begin{equation*}
\left\|| H ^ { 1 / 2 } X K ^ { 1 / 2 } | \left|\left|\leq \frac{1}{2}\right|\|H X+X K|\||\right.\right. \tag{1.4}
\end{equation*}
$$

for matrices, which of course remains valid for Hilbert space operators $H, K \geq$ 0 and $X$ by the standard approximation argument. On the other hand, in [3] T. Ando obtained the matrix Young inequality

$$
\begin{equation*}
\mu_{n}\left(H^{\frac{1}{p}} K^{\frac{1}{q}}\right) \leq \mu_{n}\left(\frac{1}{p} H+\frac{1}{q} K\right) \quad(n=1,2, \ldots) \tag{1.5}
\end{equation*}
$$

for $p, q>1$ with $p^{-1}+q^{-1}=1$. Although the weak matrix Young inequality

$$
\begin{equation*}
\left\|\left\|H^{\frac{1}{p}} X K^{\frac{1}{q}}\right\|\right\| \leq \kappa_{p}\left\|\left|\frac{1}{p} H X+\frac{1}{q} X K\right|\right\| \tag{1.6}
\end{equation*}
$$

holds with some constant $\kappa_{p} \geq 1$ ([54]), without this constant the inequality fails to hold for the operator norm $\mid\|\cdot\|\|=\| \cdot \|$ (unless $p=2$ ) as was pointed out in [2]. Instead, the following slightly weaker inequality holds always:

$$
\begin{equation*}
\left\|\left|| H ^ { \frac { 1 } { p } } X K ^ { \frac { 1 } { q } } | \left\|\left|\leq \frac{1}{p}\||H X|\|+\frac{1}{q}\||X K|\| .\right.\right.\right.\right. \tag{1.7}
\end{equation*}
$$

In the recent years the above-mentioned arithmetic-geometric mean and related inequalities have been under active investigation by several authors, and very readable accounts on this subject can be found in [2, 8, 84]. Motivated by these works, in a series of recent articles [54, 38, 39] we have investigated simple unified proofs for known (as well as many new) norm inequalities in a similar nature, and our investigation is summarized in the recent survey article [40]. We also point out that closely related analysis was made in the recent article [13] by R. Bhatia and K. Parthasarathy. For example as a refinement of (1.4) the arithmetic-logarithmic-geometric mean inequality

$$
\begin{equation*}
\left.\left\|\left|H^{1 / 2} X K^{1 / 2}\| \| \leq\left\|\left|\int_{0}^{1} H^{x} X K^{1-x} d x\right|\right\| \leq \frac{1}{2}\right|\right\| H X+X K \right\rvert\, \| \tag{1.8}
\end{equation*}
$$

was obtained in [38]. The technique in this article actually permitted us to compare these quantities with

$$
\begin{equation*}
\left\|\left\lvert\, \frac{1}{m} \sum_{k=1}^{m} H^{\frac{k}{m+1}} X K^{\frac{m+1-k}{m+1}}\right.\right\|\|, \quad\| \frac{1}{n} \sum_{k=0}^{n-1} H^{\frac{k}{n-1}} X K^{\frac{n-1-k}{n-1}} \|, \tag{1.9}
\end{equation*}
$$

and moreover in the appendix to [38] we discussed the ||| $\cdot||\mid$-convergence

$$
\begin{cases}\frac{1}{m} \sum_{k=1}^{m} H^{\frac{k}{m+1}} X K^{\frac{m+1-k}{m+1}} \rightarrow \int_{0}^{1} H^{x} X K^{1-x} d x \quad(\text { as } m \rightarrow \infty),  \tag{1.10}\\ \frac{1}{n} \sum_{k=0}^{n-1} H^{\frac{k}{n-1}} X K^{\frac{n-1-k}{n-1}} \rightarrow \int_{0}^{1} H^{x} X K^{1-x} d x \quad(\text { as } n \rightarrow \infty)\end{cases}
$$

under certain circumstances.
The starting point of the analysis made in [39] was an axiomatic treatment on matrix means (i.e., matrix means $M(H, K) X$ (see (1.1)) associated to scalar means $M(s, t)$ satisfying certain axioms), and a variety of generalizations of the norm inequalities explained so far were obtained as applications. As in [39] a certain class of symmetric homogeneous (scalar) means is considered in the present monograph, but our main concern here is a study of corresponding means for Hilbert space operators instead. In order to be able to define $M(H, K) X(\in B(\mathcal{H}))$ for each $X \in B(\mathcal{H})$ (by the double integral transformation (1.2)), our mean $M(s, t)$ has to be a Schur multiplier in addition. For two such means $M(s, t), N(s, t)$ we introduce the partial order:
$M \preceq N$ if and only if $M\left(e^{x}, 1\right) / N\left(e^{x}, 1\right)$ is positive definite. If this is the case, then for non-singular positive operators $H, K$ we have the integral expression

$$
\begin{equation*}
M(H, K) X=\int_{-\infty}^{\infty} H^{i x}(N(H, K) X) K^{-i x} d \nu(x) \tag{1.11}
\end{equation*}
$$

with a probability measure $\nu$ (see Theorems 3.4 and 3.7 for the precise statement), and of course the Bochner theorem is behind. Under such circumstances (thanks to the general fact explained in §A.2) we actually have

$$
\begin{equation*}
\|\|M(H, K) X\|\| \leq\| \| N(H, K) X\| \| \tag{1.12}
\end{equation*}
$$

(even without the non-singularity of $H, K \geq 0$ ). This inequality actually characterizes the order $M \preceq N$, and is a source for a variety of concrete norm inequalities (as was demonstrated in [40]). The order $\preceq$ and (1.11), (1.12) were also used in [39] for matrices, but much more involved arguments are required for Hilbert space operators, which will be carried out in Chapter 3. It is sometimes not an easy task to determine if a given mean $M(s, t)$ is a Schur multiplier. However, the mean $M_{\infty}(s, t)=\max \{s, t\}$ comes to the rescue: (i) The mean $M_{\infty}$ itself is a Schur multiplier. (ii) A mean majorized by $M_{\infty}$ (relative to $\preceq$ ) is a Schur multiplier. These are consequences of (1.11), (1.12), and enable us to prove that all the means considered in [39] are indeed Schur multipliers. The observation (i) also follows from the discrete decomposition of $\max \{s, t\}$ worked out in $\S A .3$, which might be of independent interest. Furthermore, a general norm estimate of the transformation $X \mapsto M(H, K) X$ is established for means $M \preceq M_{\infty}$. In Chapter 4 we study the convergence $M\left(H_{n}, K_{n}\right) X \rightarrow M(H, K) X$ (in ||| $\cdot \|| |$ or in the strong operator topology) under the strong convergence $H_{n} \rightarrow H, K_{n} \rightarrow K$ of the positive operators involved.

The requirement for the convergence (1.10) in the appendix to [39] was the following finiteness condition: either $\|||H|\|\||,|K|\|<\infty$ or $\|\|X\| \mid<\infty$. This requirement is somewhat artificial (and too restrictive), and the arguments presented there were ad hoc. The second main purpose of the monograph is to present systematic and thorough investigation on such convergence phenomena. In [39] we dealt with the following one-parameter families of scalar means:

$$
\begin{aligned}
& M_{\alpha}(s, t)=\frac{\alpha-1}{\alpha} \times \frac{s^{\alpha}-t^{\alpha}}{s^{\alpha-1}-t^{\alpha-1}} \quad(-\infty \leq \alpha \leq \infty) \\
& A_{\alpha}(s, t)=\frac{1}{2}\left(s^{\alpha} t^{1-\alpha}+s^{1-\alpha} t^{\alpha}\right) \quad(0 \leq \alpha \leq 1) \\
& B_{\alpha}(s, t)=\left(\frac{s^{\alpha}+t^{\alpha}}{2}\right)^{1 / \alpha} \quad(-\infty \leq \alpha \leq \infty)
\end{aligned}
$$

It is straight-forward to see that $M_{\alpha}(s, t), A_{\alpha}(s, t)$ are Schur multipliers, and also so is $B_{1 / n}(s, t)$ thanks to the the binomial expansion $B_{1 / n}(s, t)=$
$2^{-n} \sum_{k=0}^{n}\binom{n}{k} s^{\frac{k}{n}} t^{\frac{n-k}{n}}$. We indeed show that all of $B_{\alpha}(s, t)$ are (by proving $B_{\alpha} \preceq M_{\infty}$. Thus, all of the above give rise to operator means. Note $M_{1 / 2}(s, t)=\sqrt{s t}$ (the geometric mean), $M_{2}=\frac{1}{2}(s+t)$ (the arithmetic mean) and

$$
\begin{aligned}
& M_{1}(s, t) \quad\left(=\lim _{\alpha \rightarrow 1} M_{\alpha}(s, t)\right) \\
& \quad=\frac{s-t}{\log s-\log t}=\int_{0}^{1} s^{x} t^{1-x} d x \quad \text { (the logarithmic mean). }
\end{aligned}
$$

Because of these reasons $\left\{M_{\alpha}(s, t)\right\}_{-\infty \leq \alpha \leq \infty}$ will be referred to as the $A-L-G$ interpolation means. The convergence (1.10) (see also (5.1)) means

$$
\lim _{m \rightarrow \infty}\left|\left\|M_{\frac{m}{m+1}}(H, K) X-L\right\|\right|=\lim _{n \rightarrow \infty}\left\|\left\lvert\, M_{\frac{n}{n-1}}(H, K) X-L\right.\right\| \|=0
$$

with the logarithmic mean $L=M_{1}(H, K) X=\int_{0}^{1} H^{x} X K^{1-x} d x$, and the main result in Chapter 5 is the following generalization:

$$
\lim _{\alpha \rightarrow \alpha_{0}}\| \| M_{\alpha}(H, K) X-M_{\alpha_{0}}(H, K) X\| \|=0
$$

under the assumption $\left\|\mid M_{\beta}(H, K) X\right\|<\infty$ for some $\beta>\alpha_{0}$. This is a "dominated convergence theorem" for the $A-L-G$ means, the proof of which is indeed based on Lebesgue's theorem applied to the relevant integral expression (1.11) with the concrete form of the density $d \nu(x) / d x$. Similar dominated convergence theorems for the Heinz-type means $A_{\alpha}(H, K) X=$ $\frac{1}{2}\left(H^{\alpha} X K^{1-\alpha}+H^{1-\alpha} X K^{\alpha}\right.$ ) (or rather the single components $H^{\alpha} X K^{1-\alpha}$ ) and the binomial means $B_{\alpha}(H, K) X$ are also obtained together with other related results in Chapters 6 and 7.

A slightly different subject is covered in Chapter 8 , that might be of independent interest. The homogeneous alternating sums

$$
\begin{cases}\mathbf{A}(n)=\sum_{k=1}^{n}(-1)^{k-1} H^{\frac{k}{n+1}} X K^{\frac{n+1-k}{n+1}} \quad(\text { with } n=1,2, \cdots), \\ \mathbf{B}(m)=\sum_{k=0}^{m-1}(-1)^{k} H^{\frac{k}{m-1}} X K^{\frac{m-1-k}{m-1}} \quad(\text { with } m=2,3, \cdots)\end{cases}
$$

are not necessarily symmetric (depending upon parities of $n, m$ ), but our method works and integral expressions akin to (1.11) (sometimes with signed measures $\nu$ ) are available. This enables us to determine behavior of unitarily invariant norms of these alternating sums of operators such as mutual comparison, uniform bounds, monotonicity and so on.

Some technical results used in the monograph are collected in Appendices, and $\S$ A. 1 is concerned with extension of our arguments to certain nonsymmetric means.

## 2

## Double integral transformations

Throughout the monograph a Hilbert space $\mathcal{H}$ is assumed to be separable. The algebra $B(\mathcal{H})$ of all bounded operators on $\mathcal{H}$ is a Banach space with the operator norm $\|\cdot\|$. For $1 \leq p<\infty$ let $\mathcal{C}_{p}(\mathcal{H})$ denote the Schatten $p$-class consisting of (compact) operators $X \in B(\mathcal{H})$ satisfying $\operatorname{Tr}\left(|X|^{p}\right)<\infty$ with $|X|=\left(X^{*} X\right)^{1 / 2}$, where $\operatorname{Tr}$ is the usual trace. The space $\mathcal{C}_{p}(\mathcal{H})$ is an ideal of $B(\mathcal{H})$ and a Banach space with the Schatten $p$-norm $\|X\|_{p}=\left(\operatorname{Tr}\left(|X|^{p}\right)\right)^{1 / p}$. In particular, $\mathcal{C}_{1}(\mathcal{H})$ is the trace class, and $\mathcal{C}_{2}(\mathcal{H})$ is the Hilbert-Schmidt class which is a Hilbert space with the inner product $(X, Y)_{\mathcal{C}_{2}(\mathcal{H})}=\operatorname{Tr}\left(X Y^{*}\right)$ $\left(X, Y \in \mathcal{C}_{2}(\mathcal{H})\right)$. The algebra $B(\mathcal{H})$ is faithfully (hence isometrically) represented on the Hilbert space $\mathcal{C}_{2}(\mathcal{H})$ by the left (also right) multiplication: $X \in \mathcal{C}_{2}(\mathcal{H}) \mapsto A X, X A \in \mathcal{C}_{2}(\mathcal{H})$ for $A \in B(\mathcal{H})$. Standard references on these basic topics (as well as unitarily invariant norms) are [29, 37, 77].

In this chapter we choose and fix positive operators $H, K$ on $\mathcal{H}$ with the spectral decompositions

$$
H=\int_{0}^{\|H\|} s d E_{s} \quad \text { and } \quad K=\int_{0}^{\|K\|} t d F_{t}
$$

respectively. We will use both of the notations $d E_{s}$, $E_{\Lambda}$ (for Borel sets $\Lambda \subseteq$ $[0,\|H\|]$ ) interchangeably in what follows (and do the same for the other spectral measure $F$ ). Let $\lambda$ (resp. $\mu$ ) be a finite positive measure on the interval $[0,\|H\|]$ (resp. $[0,\|K\|]$ ) equivalent (in the absolute continuity sense) to $d E_{s}$ (resp. $d F_{t}$ ). For instance the measures

$$
\begin{array}{ll}
\lambda(\Lambda)=\sum_{n=1}^{\infty} \frac{1}{n^{2}}\left(E_{\Lambda} e_{n}, e_{n}\right) & (\Lambda \subseteq[0,\|H\|]), \\
\mu(\Xi)=\sum_{n=1}^{\infty} \frac{1}{n^{2}}\left(F_{\Xi} e_{n}, e_{n}\right) \quad(\Xi \subseteq[0,\|K\|])
\end{array}
$$

do the job, where $\left\{e_{n}\right\}_{n=1,2, \ldots}$ is an orthonormal basis for $\mathcal{H}$. We choose and fix a function $\phi(s, t)$ in $L^{\infty}([0,\|H\|] \times[0,\|K\|] ; \lambda \times \mu)$. For each operator
$X \in B(\mathcal{H})$, the algebra of all bounded operators on $\mathcal{H}$, we would like to justify its "double integral" transformation formally written as

$$
\Phi(X)=\int_{0}^{\|H\|} \int_{0}^{\|K\|} \phi(s, t) d E_{s} X d F_{t}
$$

(see [14]). As long as $X \in \mathcal{C}_{2}(\mathcal{H})$, the Hilbert-Schmidt class operators, desired justification is quite straight-forward and moreover under such circumstances we have $\Phi(X) \in \mathcal{C}_{2}(\mathcal{H})$ with the norm bound

$$
\begin{equation*}
\|\Phi(X)\|_{2} \leq\|\phi\|_{L^{\infty}(\lambda \times \mu)} \times\|X\|_{2} \tag{2.1}
\end{equation*}
$$

In fact, with the left multiplication $\pi_{\ell}$ and the right multiplication $\pi_{r}, \pi_{\ell}\left(E_{\Lambda}\right)$ and $\pi_{r}\left(F_{\Xi}\right)$ (with Borel sets $\Lambda \subseteq[0,\|H\|]$ and $\Xi \subseteq[0,\|K\|]$ ) are commuting projections acting on the Hilbert space $\mathcal{C}_{2}(\mathcal{H})$ so that $\pi_{\ell}\left(E_{\Lambda}\right) \pi_{r}\left(F_{\Xi}\right)$ is a projection. It is plain to see that one gets a spectral family acting on the Hilbert space $\mathcal{C}_{2}(\mathcal{H})$ from those "rectangular" projections so that the ordinary functional calculus via $\phi(s, t)$ gives us a bounded linear operator on $\mathcal{C}_{2}(\mathcal{H})$. With this interpretation we set

$$
\begin{equation*}
\Phi(X)=\left(\int_{0}^{\|H\|} \int_{0}^{\|K\|} \phi(s, t) d\left(\pi_{\ell}(E) \pi_{r}(F)\right)\right) X \tag{2.2}
\end{equation*}
$$

Note that the Hilbert-Schmidt class operator $X$ in the right side here is regarded as a vector in the Hilbert space $\mathcal{C}_{2}(\mathcal{H})$, and (2.1) is obvious.

In applications of double integral transformations (for instance to stability problems of perturbation) it is important to be able to specify classes of functions $\phi$ for which the domain of $\Phi(\cdot)$ can be enlarged to various operator ideals (such as $\mathcal{C}_{p}$-ideals). In fact, some useful sufficient conditions (in terms of certain Lipschitz conditions on $\phi(\cdot, \cdot)$ ) were announced in [14] (whose proofs were sketched in [15]), but unfortunately they are not so helpful for our later purpose. More detailed information on double integral transformations will be given in $\S 2.5$.

### 2.1 Schur multipliers and Peller's theorem

We begin with the definition of Schur multipliers (acting on operators on $\mathcal{H}$ ).
Definition 2.1. When $\Phi\left(=\left.\Phi\right|_{\mathcal{C}_{1}(\mathcal{H})}\right): X \mapsto \Phi(X)$ gives rise to a bounded transformation on the ideal $\mathcal{C}_{1}(\mathcal{H})\left(\subseteq \mathcal{C}_{2}(\mathcal{H})\right)$ of trace class operators, $\phi(s, t)$ is called a Schur multiplier (relative to the pair $(H, K)$ ).

When this requirement is met, by the usual duality $B(\mathcal{H})=\left(\mathcal{C}_{1}(\mathcal{H})\right)^{*}$ the transpose of $\Phi$ gives rise to a bounded transformation on $B(\mathcal{H})$ (i.e., the largest possible domain) as will be explained in the next $\S 2.2$. The next important characterization due to V. V. Peller will play a fundamental role in our investigation on means of operators:

Theorem 2.2. (V.V. Peller, $[69,70])$ For $\phi \in L^{\infty}([0,\|H\|] \times[0,\|K\|] ; \lambda \times \mu)$ the following conditions are all equivalent:
(i) $\phi$ is a Schur multiplier;
(ii) whenever a measurable function $k:[0,\|H\|] \times[0,\|K\|] \rightarrow \mathbf{C}$ is the kernel of a trace class operator $L^{2}([0,\|H\|] ; \lambda) \rightarrow L^{2}([0,\|K\|] ; \mu)$, so is the product $\phi(s, t) k(s, t)$;
(iii) one can find a finite measure space $(\Omega, \sigma)$ and functions $\alpha \in L^{\infty}([0,\|H\|]$ $\times \Omega ; \lambda \times \sigma), \beta \in L^{\infty}([0,\|K\|] \times \Omega ; \mu \times \sigma)$ such that

$$
\begin{equation*}
\phi(s, t)=\int_{\Omega} \alpha(s, x) \beta(t, x) d \sigma(x) \quad \text { for all } s \in[0,\|H\|], t \in[0,\|K\|] \tag{2.3}
\end{equation*}
$$

(iv) one can find a measure space $(\Omega, \sigma)$ and measurable functions $\alpha, \beta$ on $[0,\|H\|] \times \Omega,[0,\|K\|] \times \Omega$ respectively such that the above (2.3) holds and

$$
\left\|\int_{\Omega}|\alpha(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\lambda)}\left\|\int_{\Omega}|\beta(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\mu)}<\infty
$$

A few remarks are in order. (a) The implication (iii) $\Rightarrow$ (iv) is trivial. (b) The finiteness condition in (iv) and the Cauchy-Schwarz inequality guarantee the integrability of the integrand in the right-hand side of (2.3). (c) The condition (iii) is stronger than what was stated in [69, 70], but the proof in [69] (presented below) actually says (ii) $\Rightarrow$ (iii).

Unfortunately Peller's article [69] (with a proof) was not widely circulated. Because of this reason and partly to make the present monograph as much as self-contained, the proof of the theorem is presented in what follows.

## Proof of (iv) $\Rightarrow$ (i)

Although this is a relatively easy part in the proof, we present detailed arguments here because its understanding will be indispensable for our later arguments. So let us assume that $\phi(s, t)$ admits an integral representation stated in (iv). For a rank-one operator $X=\xi \otimes \eta^{c}$ we have $\pi_{\ell}\left(E_{\Lambda}\right) \pi_{r}\left(F_{\Xi}\right) X=$ $\left(E_{\Lambda} \xi\right) \otimes\left(F_{\Xi} \eta\right)^{c}$ so that from (2.3) we get

$$
\begin{aligned}
\Phi(X) & =\int_{0}^{\|H\|} \int_{0}^{\|K\|} \int_{\Omega} \alpha(s, x) \beta(t, x)\left(d E_{s} \xi\right) \otimes\left(d F_{t} \eta\right)^{c} d \sigma(x) \\
& =\int_{\Omega} \xi(x) \otimes \eta(x)^{c} d \sigma(x)
\end{aligned}
$$

with

$$
\begin{equation*}
\xi(x)=\int_{0}^{\|H\|} \alpha(s, x) d E_{s} \xi \quad \text { and } \quad \eta(x)=\int_{0}^{\|K\|} \overline{\beta(t, x)} d F_{t} \eta \tag{2.4}
\end{equation*}
$$

More precisely, the above integral can be understood for example in the weak sense:

$$
\begin{align*}
\left(\Phi(X) \xi^{\prime}, \eta^{\prime}\right) & =\int_{\Omega}\left(\left(\xi(x) \otimes \eta(x)^{c}\right) \xi^{\prime}, \eta^{\prime}\right) d \sigma(x) \\
& =\int_{\Omega}\left(\xi^{\prime}, \eta(x)\right)\left(\xi(x), \eta^{\prime}\right) d \sigma(x) \tag{2.5}
\end{align*}
$$

The above $\xi(x), \eta(x)$ are vectors for a.e. $x \in \Omega$ as will be seen shortly. We use Theorem A. 5 in $\S$ A. 2 and the Cauchy-Schwarz inequality to get

$$
\begin{align*}
\left\|\Phi\left(\xi \otimes \eta^{c}\right)\right\|_{1} & \leq \int_{\Omega}\left\|\xi(x) \otimes \eta(x)^{c}\right\|_{1} d \sigma(x)=\int_{\Omega}\|\xi(x)\| \times\|\eta(x)\| d \sigma(x) \\
& \leq\left(\int_{\Omega}\|\xi(x)\|^{2} d \sigma(x)\right)^{1 / 2}\left(\int_{\Omega}\|\eta(x)\|^{2} d \sigma(x)\right)^{1 / 2} \tag{2.6}
\end{align*}
$$

Since $\|\xi(x)\|^{2}=\int_{0}^{\|H\|}|\alpha(s, x)|^{2} d\left(E_{s} \xi, \xi\right)$ with the total mass of $d\left(E_{s} \xi, \xi\right)$ being $\|\xi\|^{2}$, we have

$$
\begin{align*}
\int_{\Omega}\|\xi(x)\|^{2} d \sigma(x) & =\int_{0}^{\|H\|}\left(\int_{\Omega}|\alpha(s, x)|^{2} d \sigma(x)\right) d\left(E_{s} \xi, \xi\right) \\
& \leq\left\|\int_{\Omega}|\alpha(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\lambda)} \times\|\xi\|^{2} \tag{2.7}
\end{align*}
$$

by the Fubini-Tonneli theorem. A similar bound for $\int_{\Omega}\|\eta(x)\|^{2} d \sigma(x)$ is also available, and consequently from (2.6), (2.7) we get

$$
\begin{aligned}
\left\|\Phi\left(\xi \otimes \eta^{c}\right)\right\|_{1} \leq\|\xi\| \times & \|\eta\| \times\left\|\int_{\Omega}|\alpha(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\lambda)}^{1 / 2} \\
\times & \left\|\int_{\Omega}|\beta(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\mu)}^{1 / 2}
\end{aligned}
$$

Therefore, we have shown

$$
\begin{align*}
& \|\Phi(X)\|_{1} \leq\left\|\int_{\Omega}|\alpha(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\lambda)}^{1 / 2} \\
& \quad \times\left\|\int_{\Omega}|\beta(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\mu)}^{1 / 2} \times\|X\|_{1} \tag{2.8}
\end{align*}
$$

for rank-one operators $X$. Note that (2.7) (together with the finiteness requirement in the theorem) shows $\|\xi(x)\|<\infty$, i.e., $\xi(x)$ is indeed a vector for a.e. $x \in \Omega$. Also (2.8) guarantees that $\Phi(X)=\int_{\Omega} \xi(x) \otimes \eta(x)^{c} d \sigma(x)$ falls into the ideal $\mathcal{C}_{1}(\mathcal{H})$ of trace class operators.

We claim that the estimate (2.8) remains valid for finite-rank operators. Indeed, thanks to the standard polar decomposition and diagonalization technique, such an operator $X$ admits a representation $X=\sum_{i=1}^{n} \xi_{i} \otimes \eta_{i}^{c}$ satisfying $\|X\|_{1}=\sum_{i=1}^{n}\left\|\xi_{i}\right\| \times\left\|\eta_{i}\right\|$. Then, we estimate

$$
\begin{aligned}
& \|\Phi(X)\|_{1} \leq \sum_{i=1}^{n}\left\|\Phi\left(\xi_{i} \otimes \eta_{i}^{c}\right)\right\|_{1} \\
& \leq \sum_{i=1}^{n}\left\|\xi_{i}\right\| \times\left\|\eta_{i}\right\| \times\left\|\int_{\Omega}|\alpha(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\lambda)}^{1 / 2} \\
& \quad \times\left\|\int_{\Omega}|\beta(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\mu)}^{1 / 2} \\
& \quad(\text { by }(2.8) \text { for rank-one operators }) \\
& =\left\|\int_{\Omega}|\alpha(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\lambda)}^{1 / 2} \times\left\|\int_{\Omega}|\beta(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\mu)}^{1 / 2} \times\|X\|_{1} .
\end{aligned}
$$

We now assume $X \in \mathcal{C}_{1}(\mathcal{H})$. Choose a sequence $\left\{X_{n}\right\}_{n=1,2, \ldots}$ of finiterank operators converging to $X$ in $\|\cdot\|_{1}$. Since convergence also takes place in $\|\cdot\|_{2}\left(\leq\|\cdot\|_{1}\right)$, we see that $\Phi\left(X_{n}\right)$ tends to $\Phi(X)$ in $\|\cdot\|_{2}$ (by (2.1)) and consequently in the operator norm $\|\cdot\|$. The lower semi-continuity of $\|\cdot\|_{1}$ relative to the $\|\cdot\|$-topology thus yields

$$
\begin{aligned}
& \|\Phi(X)\|_{1} \leq \liminf _{n \rightarrow \infty}\left\|\Phi\left(X_{n}\right)\right\|_{1} \\
& \begin{aligned}
& \leq \liminf _{n \rightarrow \infty}\left(\left\|\int_{\Omega}|\alpha(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\lambda)}^{1 / 2}\right. \\
&\left.\times\left\|\int_{\Omega}|\beta(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\mu)}^{1 / 2} \times\left\|X_{n}\right\|_{1}\right) \\
&(\text { by }(2.8) \text { for finite-rank operators })
\end{aligned} \\
& =\left(\left\|\int_{\Omega}|\alpha(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\lambda)}^{1 / 2} \times\left\|\int_{\Omega}|\beta(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\mu)}^{1 / 2}\right)\|X\|_{1} .
\end{aligned}
$$

Therefore, $\Phi(X)$ belongs to $\mathcal{C}_{1}(\mathcal{H})$, and moreover $\Phi(\cdot)$ restricted to $\mathcal{C}_{1}(\mathcal{H})$ gives rise to a bounded transformation as desired.

Proof of (i) $\Rightarrow$ (ii)
One can choose a sequence $\left\{\xi_{m}\right\}$ in $\mathcal{H}$ with $\sum_{m}\left\|\xi_{m}\right\|^{2}<\infty$ such that $\left\{E_{\Lambda} \xi_{m}\right.$ : $\Lambda \subseteq[0,\|H\|\}(m=1,2, \ldots)$ are mutually orthogonal and $\lambda$ is equivalent to the measure $\sum_{m}\left(E_{\Lambda} \xi_{m}, \xi_{m}\right)$. In fact, choose a sequence $\left\{\xi_{m}\right\}$ for which $\sum_{m}\left\|\xi_{m}\right\|^{2}<\infty$ and $\sum_{m}\left(E_{\Lambda} \xi_{m}, \xi_{m}\right)$ is equivalent to $\lambda$. We set

$$
\Lambda_{m}=\left\{s \in[0,\|H\|]: \frac{d\left(E_{s} \xi_{m}, \xi_{m}\right)}{d \lambda(s)}>0\right\}
$$

with the Radon-Nikodym derivative $d\left(E_{s} \xi_{m}, \xi_{m}\right) / d \lambda(s)$ with respect to $\lambda$. Choose mutually disjoint measurable subsets $\Lambda_{m}^{0} \subseteq \Lambda_{m}(m=1,2, \ldots)$ with $\bigcup_{m} \Lambda_{m}^{0}=\bigcup_{m} \Lambda_{m}$; then a required sequence is obtained by replacing $\xi_{m}$ by $E_{\Lambda_{m}^{0}} \xi_{m}$. Furthermore, we easily observe that the condition (ii) (as well as (i)) is unchanged for equivalent measures (by considering the unitary multiplication operator induced by the square root of the relevant Radon-Nikodym deriva-
tive). So one can assume $\lambda(\Lambda)=\sum_{m}\left(E_{\Lambda} \xi_{m}, \xi_{m}\right)$ with $\left\{\xi_{m}\right\}$ as above and similarly $\mu(\Xi)=\sum_{n}\left(F_{\Xi} \eta_{n} \eta_{n}\right)$ where $\sum_{m}\left\|\eta_{n}\right\|^{2}<\infty$ and $\left\{F_{\Xi} \eta_{n}: \Xi \subseteq[0,\|K\|]\right\}$ ( $n=1,2, \ldots$ ) are mutually orthogonal.

Let $\mathcal{H}_{1}$ be the closed subspace of $\mathcal{H}$ spanned by $\left\{E_{\Lambda} \xi_{m}: \Lambda \subseteq[0,\|H\|], m \geq\right.$ $1\}$ and $\mathcal{H}_{2}$ be spanned by $\left\{F_{\Xi} \eta_{n}: \Xi \subseteq[0,\|K\|], n \geq 1\right\}$; then $L^{2}(\lambda)=$ $L^{2}([0,\|H\|] ; \lambda)$ and $L^{2}(\mu)=L^{2}([0,\|K\|] ; \mu)$ are isometrically isomorphic to $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ respectively by the correspondences

$$
\chi_{\Lambda} \leftrightarrow \sum_{m} E_{\Lambda} \xi_{m} \quad \text { and } \quad \chi_{\Xi} \leftrightarrow \sum_{n} F_{\Xi} \eta_{n}
$$

Assume that a measurable function $k$ on $[0,\|H\|] \times[0,\|K\|]$ is the kernel of a trace class operator $R: L^{2}(\lambda) \rightarrow L^{2}(\mu)$, i.e.,

$$
(R f)(t)=\int_{0}^{\|H\|} k(s, t) f(s) d \lambda(s) \quad \text { for } f \in L^{2}(\lambda)
$$

The assumption implies in particular that $k(s, t)$ and hence $\phi(s, t) k(s, t)$ are square integrable with respect to $\lambda \times \mu$ so that the latter is the kernel of a Hilbert-Schmidt class operator. We prove under the assumption (i) that $\phi(s, t) k(s, t)$ is indeed the kernel of a trace class operator. Define $X \in \mathcal{C}_{1}(\mathcal{H})$ by composing $R$ with the orthogonal projection $P_{\mathcal{H}_{1}}$ as follows:

$$
\mathcal{H} \xrightarrow{P_{\mathcal{H}_{1}}} \mathcal{H}_{1} \cong L^{2}(\lambda) \xrightarrow{R} L^{2}(\mu) \cong \mathcal{H}_{2} \hookrightarrow \mathcal{H}
$$

Then (i) yields $\Phi(X) \in \mathcal{C}_{1}(\mathcal{H})$. For each $\Lambda \subseteq[0,\|H\|]$ and $\Xi \subseteq[0,\|K\|]$ we have

$$
\begin{aligned}
& \left(\Phi(X)\left(\sum_{m} E_{\Lambda} \xi_{m}\right), \sum_{n} F_{\Xi} \eta_{n}\right) \\
& \quad=\sum_{m, n}\left(\Phi(X),\left(E_{\Lambda} \xi_{m}\right) \otimes\left(F_{\Xi} \eta_{n}\right)^{c}\right)_{\mathcal{C}_{2}(\mathcal{H})} \\
& \quad=\sum_{m, n}\left(X, \Phi^{*}\left(\left(E_{\Lambda} \xi_{m}\right) \otimes\left(F_{\Xi} \eta_{n}\right)^{c}\right)\right)_{\mathcal{C}_{2}(\mathcal{H})} \\
& \quad=\sum_{m, n}\left(X, \int_{0}^{\|H\|} \int_{0}^{\|K\|} \overline{\phi(s, t)} d\left(\pi_{l}\left(E_{s}\right) \pi_{r}\left(F_{t}\right)\right)\left(\left(E_{\Lambda} \xi_{m}\right) \otimes\left(F_{\Xi} \eta_{n}\right)^{c}\right)\right)_{\mathcal{C}_{2}(\mathcal{H})} \\
& \quad=\sum_{m, n}\left(X, \int_{\Lambda} \int_{\Xi} \overline{\phi(s, t)}\left(d E_{s} \xi_{m}\right) \otimes\left(d F_{t} \eta_{n}\right)^{c}\right)_{\mathcal{C}_{2}(\mathcal{H})} \\
& =\sum_{m, n} \int_{\Lambda} \int_{\Xi} \phi(s, t)\left(X d E_{s} \xi_{m}, d F_{t} \eta_{n}\right) \\
& =\int_{\Lambda} \int_{\Xi} \phi(s, t) k(s, t) d \lambda(s) d \mu(t)
\end{aligned}
$$

because of

$$
\sum_{m, n}\left(X E_{\Lambda} \xi_{m}, F_{\Xi} \eta_{n}\right)=\left(R \chi_{\Lambda}, \chi_{\Xi}\right)_{L^{2}(\mu)}=\int_{\Lambda} \int_{\Xi} k(s, t) d \lambda(s) d \mu(t)
$$

We thus conclude that $\phi(s, t) k(s, t)$ is the kernel of the trace class operator $L^{2}(\lambda) \rightarrow L^{2}(\mu)$ corresponding to $\left.\Phi(X)\right|_{\mathcal{H}_{1}}: \mathcal{H}_{1} \rightarrow \mathcal{H}_{2}$.

Proof of (ii) $\Rightarrow$ (iii)
This is the most non-trivial part in Peller's theorem, and requires the notion of one-integrable operators (between Banach spaces) and the Grothendieck theorem. Assume that $\phi$ satisfies (ii) and define an integral operator $T_{0}$ : $L^{1}(\lambda) \rightarrow L^{\infty}(\mu)$ by

$$
\left(T_{0} f\right)(t)=\int_{0}^{\|H\|} \phi(s, t) f(s) d \lambda(s) \quad \text { for } f \in L^{1}(\lambda)
$$

What we need to show is that $T_{0}$ falls into the operator ideal $\mathfrak{I}_{1}\left(L^{1}(\lambda), L^{\infty}(\mu)\right)$ consisting of one-integral operators in the space of bounded operators $L^{1}(\lambda) \rightarrow$ $L^{\infty}(\mu)$. Our standard reference for the theory on operator ideals on Banach spaces is Pietsch's textbook [72] (see especially [72, §19.2]).

It is known (see $[72,19.2 .13]$ ) that $\mathfrak{I}_{1}\left(L^{1}(\lambda), L^{\infty}(\mu)\right)$ is dual to the space of compact operators $L^{\infty}(\mu) \rightarrow L^{1}(\lambda)$. Thanks to [72, 10.3.6 and E.3.1], to show $T_{0} \in \mathfrak{I}_{1}\left(L^{1}(\lambda), L^{\infty}(\mu)\right)$, it suffices to prove that there exists a constant $C$ such that

$$
\begin{equation*}
\left|\operatorname{trace}\left(T_{0} Q\right)\right| \leq C\|Q\| \tag{2.9}
\end{equation*}
$$

for finite-rank operators $Q: L^{\infty}(\mu) \rightarrow L^{1}(\lambda)$ of the form $Q=\sum_{k=1}^{l}\left\langle\cdot, h_{k}\right\rangle g_{k}$ with $g_{k} \in L^{1}(\lambda)$ and $h_{k} \in L^{1}(\mu)$. Here, $\langle\cdot, \cdot\rangle$ denotes the duality between $L^{\infty}(\mu)$ and $L^{1}(\mu)$ and

$$
\operatorname{trace}\left(T_{0} Q\right)=\sum_{k=1}^{n}\left\langle T_{0} g_{k}, h_{k}\right\rangle
$$

for $T_{0} Q=\sum_{k=1}^{l}\left\langle\cdot, h_{k}\right\rangle T_{0} g_{k}$.
To show (2.9), one may and do assume that $g_{k}, h_{k}$ are finite linear combinations of characteristic functions, say $g_{k}=\sum_{i=1}^{m} \alpha_{k i} \chi_{\Lambda_{i}}, h_{k}=\sum_{j=1}^{n} \beta_{k j} \chi_{\Xi_{j}}$ where $\mathcal{A}=\left\{\Lambda_{1}, \ldots, \Lambda_{m}\right\}$ and $\mathcal{B}=\left\{\Xi_{1}, \ldots, \Xi_{n}\right\}$ are measurable partitions of $[0,\|H\|]$ and $[0,\|K\|]$ respectively. For $p=1,2, \infty$ write $L^{p}(\mathcal{A}, \lambda)$ for the (finite-dimensional) subspace of $L^{p}(\lambda)$ consisting of $\mathcal{A}$-measurable functions (i.e., linear combinations of $\chi_{\Lambda_{i}}{ }^{\prime}$ s) and $L^{p}(\mathcal{B}, \mu)$ similarly. The conditional expectation $E_{\mathcal{B}}: L^{p}(\mu) \rightarrow L^{p}(\mathcal{B}, \mu)$ is given by

$$
E_{\mathcal{B}} f=\sum_{j=1}^{n} \mu\left(\Xi_{j}\right)^{-1}\left(\int_{\Xi_{j}} f d \mu\right) \chi_{\Xi_{j}}
$$

Set $\tilde{Q}=\left.Q\right|_{L^{\infty}(\mathcal{B}, \mu)}: L^{\infty}(\mathcal{B}, \mu) \rightarrow L^{1}(\mathcal{A}, \lambda)$ so that we have $Q=\tilde{Q} \circ E_{\mathcal{B}}$.

According to [61, Theorem 4.3] (based on the Grothendieck theorem) together with [61, Proposition 3.1], we see that $\tilde{Q}$ admits a factorization

$$
\begin{equation*}
L^{\infty}(\mathcal{B}, \mu) \xrightarrow{\tilde{M}_{2}} L^{2}(\mathcal{B}, \mu) \xrightarrow{\tilde{R}} L^{1}(\mathcal{A}, \lambda), \tag{2.10}
\end{equation*}
$$

where $\tilde{M}_{2}$ is the multiplication by a function $\tilde{\eta} \in L^{2}(\mathcal{B}, \mu)$ and $\tilde{R}$ is an operator such that

$$
\begin{equation*}
\|\tilde{\eta}\|_{L^{2}(\mu)}=1 \quad \text { and } \quad\|\tilde{R}\| \leq K_{G}\|\tilde{Q}\| \tag{2.11}
\end{equation*}
$$

with the Grothendieck constant $K_{G}$. Apply [61, Theorem 4.3] once again to the transpose $\tilde{R}^{t}: L^{\infty}(\mathcal{A}, \lambda) \rightarrow L^{2}(\mathcal{B}, \mu)$ to get the following factorization of $\tilde{R}^{t}$ :

$$
L^{\infty}(\mathcal{A}, \lambda) \xrightarrow{\hat{M_{1}}} L^{2}(\mathcal{A}, \lambda) \xrightarrow{\hat{S}} L^{2}(\mathcal{B}, \mu)
$$

where $\hat{M}_{1}$ is the multiplication by a function $\tilde{\xi} \in L^{2}(\mathcal{A}, \lambda)$ and $\hat{S}$ is an operator such that

$$
\begin{equation*}
\|\tilde{\xi}\|_{L^{2}(\lambda)}=1 \quad \text { and } \quad\|\hat{S}\| \leq K_{G}\left\|\tilde{R}^{t}\right\|=K_{G}\|\tilde{R}\| . \tag{2.12}
\end{equation*}
$$

Hence $\tilde{R}$ is factorized as

$$
\begin{equation*}
L^{2}(\mathcal{B}, \mu) \xrightarrow{\tilde{S}=\hat{S}^{t}} L^{2}(\mathcal{A}, \lambda) \xrightarrow{\tilde{M}_{1}=\hat{M}_{1}^{t}} L^{1}(\mathcal{A}, \lambda), \tag{2.13}
\end{equation*}
$$

where $\tilde{M}_{1}$ is again the multiplication by $\tilde{\xi}$. Combining (2.10) and (2.13) implies that $Q$ is factorized as

$$
L^{\infty}(\mu) \xrightarrow{E_{\mathcal{B}}} L^{\infty}(\mathcal{B}, \mu) \xrightarrow{\tilde{M}_{2}} L^{2}(\mathcal{B}, \mu) \xrightarrow{\tilde{S}} L^{2}(\mathcal{A}, \lambda) \xrightarrow{\tilde{M}_{1}} L^{1}(\mathcal{A}, \lambda) \hookrightarrow L^{1}(\lambda) .
$$

Let $S=\tilde{S} E_{\mathcal{B}}: L^{2}(\mu) \rightarrow L^{2}(\mathcal{B}, \mu) \rightarrow L^{2}(\mathcal{A}, \lambda) \subseteq L^{2}(\lambda)$ and $M_{1}: L^{2}(\lambda) \rightarrow$ $L^{1}(\lambda), M_{2}: L^{\infty}(\mu) \rightarrow L^{2}(\mu)$ be the multiplications by $\tilde{\xi}, \tilde{\eta}$ respectively. Since

$$
Q=\tilde{M}_{1} \tilde{S} \tilde{M}_{2} E_{\mathcal{B}}=\tilde{M}_{1} \tilde{S} E_{\mathcal{B}} M_{2}=M_{1} S M_{2}
$$

we finally obtain a factorization of $Q$ as follows:

$$
L^{\infty}(\mu) \xrightarrow{M_{2}} L^{2}(\mu) \xrightarrow{S} L^{2}(\lambda) \xrightarrow{M_{1}} L^{1}(\lambda)
$$

with

$$
\begin{equation*}
\|S\|=\|\tilde{S}\| \leq K_{G}\|\tilde{R}\| \leq K_{G}^{2}\|\tilde{Q}\|=K_{G}^{2}\|Q\| \tag{2.14}
\end{equation*}
$$

thanks to (2.11) and (2.12).
Notice that $M_{2} T_{0} M_{1}: L^{2}(\lambda) \rightarrow L^{2}(\mu)$ is the integral operator

$$
\left(M_{2} T_{0} M_{1} f\right)(t)=\int_{0}^{\|H\|} \phi(s, t) \tilde{\xi}(s) \tilde{\eta}(t) f(s) d \lambda(s)
$$

Since $\tilde{\xi}(s) \tilde{\eta}(t)$ is obviously a kernel of a rank-one operator $L^{2}(\lambda) \rightarrow L^{2}(\mu)$, the assumption (ii) implies that $M_{2} T_{0} M_{1}$ is a trace class operator. Now, it is easy to see that

$$
\begin{equation*}
\operatorname{trace}\left(T_{0} Q\right)=\operatorname{trace}\left(T_{0} M_{1} S M_{2}\right)=\operatorname{Tr}\left(M_{2} T_{0} M_{1} S\right) \tag{2.15}
\end{equation*}
$$

with the (ordinary) trace $\operatorname{Tr}$ for the trace class operator $M_{2} T_{0} M_{1} S$ on $L^{2}(\mu)$.
For every $\xi \in L^{2}(\lambda)$ and $\eta \in L^{2}(\mu)$, the assumption (ii) guarantees that one can define a trace class operator $A(\xi, \eta): L^{2}(\lambda) \rightarrow L^{2}(\mu)$ by

$$
(A(\xi, \eta) f)(t)=\int_{0}^{\|H\|} \phi(s, t) \xi(s) \eta(t) f(s) d \lambda(s)
$$

in particular, $M_{2} T_{0} M_{1}=A(\tilde{\xi}, \tilde{\eta})$. Write $\mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right)$ for the Banach space (with trace norm $\left.\|\cdot\|_{\mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right)}\right)$ consisting of trace class operators $L^{2}(\lambda) \rightarrow$ $L^{2}(\mu)$.
Lemma 2.3. There exists a constant $\tilde{C}$ such that

$$
\begin{equation*}
\|A(\xi, \eta)\|_{\mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right)} \leq \tilde{C}\|\xi\|_{L^{2}(\lambda)}\|\eta\|_{L^{2}(\mu)} \tag{2.16}
\end{equation*}
$$

for each $\xi \in L^{2}(\lambda)$ and $\eta \in L^{2}(\mu)$.
Proof. For a fixed $\xi \in L^{2}(\lambda)$ let us consider the linear map

$$
A(\xi, \cdot): \eta \in L^{2}(\mu) \mapsto A(\xi, \eta) \in \mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right)
$$

whose graph is shown to be closed. We assume

$$
\eta_{n} \longrightarrow \eta \text { in } L^{2}(\mu) \quad \text { and } \quad A\left(\xi, \eta_{n}\right) \longrightarrow B \text { in } \mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right) .
$$

Choose and fix $f \in L^{2}(\lambda)$, and notice

$$
\begin{aligned}
\left\|A\left(\xi, \eta_{n}\right) f-B f\right\|_{L^{2}(\mu)} & \leq\left\|A\left(\xi, \eta_{n}\right)-B\right\|_{B\left(L^{2}(\lambda), L^{2}(\mu)\right)}\|f\|_{L^{2}(\lambda)} \\
& \leq\left\|A\left(\xi, \eta_{n}\right)-B\right\|_{\mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right)}\|f\|_{L^{2}(\lambda)} \longrightarrow 0
\end{aligned}
$$

From these $L^{2}$-convergences, after passing to a subsequence if necessary, we may and do assume

$$
\eta_{n}(t) \longrightarrow \eta(t) \quad \text { and } \quad\left(A\left(\xi, \eta_{n}\right) f\right)(t) \longrightarrow(B f)(t) \quad \text { for } \mu \text {-a.e. } t .
$$

We then estimate

$$
\begin{aligned}
& \left|\left(A\left(\xi, \eta_{n}\right) f\right)(t)-(A(\xi, \eta) f)(t)\right| \\
& \quad \leq\left|\int_{0}^{\|H\|} \phi(s, t)\left(\eta_{n}(t)-\eta(t)\right) \xi(s) f(s) d \lambda(s)\right| \\
& \quad \leq\left|\eta_{n}(t)-\eta(t)\right| \times\|\phi\|_{\infty} \times \int_{0}^{\|H\|}|\xi(s) f(s)| d \lambda(s)
\end{aligned}
$$

The last integral here being finite (due to $\xi, f \in L^{2}(\lambda)$ ), we conclude $(B f)(t)=(A(\xi, \eta) f)(t)$ for $\mu$-a.e. $t$. This means $B f=A(\xi, \eta) f \in L^{2}(\mu)$
and the arbitrariness of $f \in L^{2}(\lambda)$ shows $B=A(\xi, \eta)$ as desired. Therefore, the closed graph theorem guarantees the boundedness of $A(\xi, \cdot)$, i.e.,

$$
\begin{align*}
& \|A(\xi, \cdot)\|=\sup \left\{\|A(\xi, \eta)\|_{\mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right)}: \eta \in L^{2}(\mu),\|\eta\|_{L^{2}(\mu)} \leq 1\right\}<\infty \\
& \|A(\xi, \eta)\|_{\mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right)} \leq\|A(\xi, \cdot)\| \times\|\eta\|_{L^{2}(\mu)} \tag{2.17}
\end{align*}
$$

We next consider the linear map

$$
A: \quad \xi \in L^{2}(\lambda) \mapsto A(\xi, \cdot) \in B\left(L^{2}(\mu), \mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right)\right)
$$

To show the closedness of the graph again, we assume

$$
\xi_{n} \longrightarrow \xi \text { in } L^{2}(\lambda) \text { and } A\left(\xi_{n}, \cdot\right) \longrightarrow C \text { in } B\left(L^{2}(\mu), \mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right)\right)
$$

We need to show $A(\xi, \cdot)=C \in B\left(L^{2}(\mu), \mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right)\right)$, i.e., $A(\xi, \eta)=$ $C(\eta) \in \mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right)\left(\eta \in L^{2}(\mu)\right)$. For each fixed $f \in L^{2}(\lambda)$ (and $\eta \in$ $L^{2}(\mu)$ ), we have $A\left(\xi_{n}, \eta\right) f \rightarrow C(\eta) f$ in $L^{2}(\mu)$. From this $L^{2}$-convergence and the fact $\eta \in L^{2}(\mu)$, after passing to a subsequence, we have

$$
\left(A\left(\xi_{n}, \eta\right) f\right)(t) \longrightarrow(C(\eta) f)(t) \quad \text { and } \quad|\eta(t)|<\infty \quad \text { for } \mu \text {-a.e. } t .
$$

We estimate

$$
\begin{aligned}
& \left.\mid\left(A\left(\xi_{n}, \eta\right) f\right)(t)-A(\xi, \eta) f\right)(t) \mid \\
& \quad \leq\left|\int_{0}^{\|H\|} \phi(s, t) \eta(t)\left(\xi_{n}(s)-\xi(s)\right) f(s) d \lambda(s)\right| \\
& \quad \leq\|\phi\|_{\infty} \times|\eta(t)| \times \int_{0}^{\|H\|}\left|\left(\xi_{n}(s)-\xi(s)\right) f(s)\right| d \lambda(s) \\
& \quad \leq\|\phi\|_{\infty} \times|\eta(t)| \times\left\|\xi_{n}-\xi\right\|_{L^{2}(\lambda)}\|f\|_{L^{2}(\lambda)}
\end{aligned}
$$

Therefore, we have $(A(\xi, \eta) f)(t)=(C(\eta) f)(t)$ for $\mu$-a.e. $t$, showing $A(\xi, \eta) f=$ $C(\eta) f \in L^{2}(\mu)\left(f \in L^{2}(\lambda)\right)$ and $A(\xi, \eta)=C(\eta) \in \mathcal{C}_{1}\left(L^{2}(\lambda), L^{2}(\mu)\right)$ (for each $\left.\eta \in L^{2}(\mu)\right)$. Thus, the closed graph theorem shows the boundedness

$$
\|A(\xi, \cdot)\| \leq \tilde{C}\|\xi\|_{L^{2}(\lambda)} \quad \text { for some } \tilde{C}
$$

which together with (2.17) implies the inequality (2.16).
We are now ready to prove (iii). By combining the above estimates (2.15), (2.16), (2.11), (2.12) and (2.14) altogether, we get

$$
\left|\operatorname{trace}\left(T_{0} Q\right)\right| \leq\|A(\tilde{\xi}, \tilde{\eta}) S\|_{\mathcal{C}_{1}\left(L^{2}(\mu)\right)} \leq \tilde{C}\|\tilde{\xi}\|_{L^{2}(\lambda)}\|\tilde{\eta}\|_{L^{2}(\mu)}\|S\| \leq \tilde{C} K_{G}^{2}\|Q\|
$$

proving (2.9) with a constant $C=\tilde{C} K_{G}^{2}$ (independent of $Q$ ). Thus, $T_{0} \in$ $\mathfrak{I}_{1}\left(L^{1}(\lambda), L^{\infty}(\mu)\right)$ is established.

The following fact is known among other characterizations (see [72, 19.2.6]): a bounded operator $T: L^{1}(\lambda) \rightarrow L^{\infty}(\mu)$ belongs to $\mathfrak{I}_{1}\left(L^{1}(\lambda), L^{\infty}(\mu)\right)$ if
and only if there exist a probability space $(\Omega, \sigma)$ and bounded operators $T_{1}: L^{1}(\lambda) \rightarrow L^{\infty}(\Omega ; \sigma), T_{2}: L^{1}(\Omega ; \sigma) \rightarrow L^{\infty}(\mu)^{* *}$ such that

$$
\begin{array}{cccc}
L^{1}(\lambda) & \xrightarrow{T} L^{\infty}(\mu) \hookrightarrow & L^{\infty}(\mu)^{* *} \\
T_{1} \downarrow & & \uparrow T_{2} \\
L^{\infty}(\Omega ; \sigma) & \hookrightarrow & L^{1}(\Omega ; \sigma)
\end{array}
$$

is commutative. Therefore, we can factorize $T_{0}$ as follows:

$$
L^{1}(\lambda) \xrightarrow{T_{1}} L^{\infty}(\Omega ; \sigma) \hookrightarrow L^{1}(\Omega ; \sigma) \xrightarrow{T_{2}} L^{\infty}(\mu),
$$

where $(\Omega, \sigma)$ is a finite measure space and $T_{1}, T_{2}$ are bounded operators. Indeed, $L^{\infty}(\mu)$ is complemented in $L^{\infty}(\mu)^{* *}$, and this $T_{2}$ is the composition of a projection map (actually a norm-one projection due to M. Hasumi's result in [35], and also see [76, p. 148, Exercise 22 and p. 299, Exercise 10]) $L^{\infty}(\mu)^{* *} \rightarrow L^{\infty}(\mu)$ and the preceding $T_{2}: L^{1}(\Omega ; \sigma) \rightarrow L^{\infty}(\mu)^{* *}$.

Thanks to Lemma 2.4 below applied to the preceding bounded operators $T_{1}, T_{2}$, there exist $\alpha \in L^{\infty}([0,\|H\|] \times \Omega ; \lambda \times \sigma)$ and $\beta \in L^{\infty}([0,\|K\|] \times \Omega ; \mu \times \sigma)$ such that

$$
\begin{array}{ll}
\left(T_{1} f\right)(x)=\int_{0}^{\|H\|} \alpha(s, x) f(s) d \lambda(s) & \text { for } f \in L^{1}(\lambda) \\
\left(T_{2} g\right)(t)=\int_{\Omega} \beta(t, x) g(x) d \sigma(x) & \text { for } g \in L^{1}(\Omega, \sigma)
\end{array}
$$

Therefore, we have

$$
\begin{aligned}
\left(T_{0} f\right)(t) & =\int_{\Omega} \int_{0}^{\|H\|} \alpha(s, x) \beta(t, x) f(s) d \lambda(s) d \sigma(x) \\
& =\int_{0}^{\|H\|}\left(\int_{\Omega} \alpha(s, x) \beta(t, x) d \sigma(x)\right) f(s) d \lambda(s) \quad \text { for } f \in L^{1}(\lambda)
\end{aligned}
$$

which yields (iii) and the proof of Theorem 2.2 is completed.
The next result can be found in [47] as a corollary of a more general result (see [47, §XI.1, Theorem 6]), and a short direct proof is presented below for the reader's convenience.

Lemma 2.4. Let $\left(\Omega_{1}, \sigma_{1}\right)$ and $\left(\Omega_{2}, \sigma_{2}\right)$ be finite measure spaces. For a given bounded operator $T: L^{1}\left(\Omega_{1} ; \sigma_{1}\right) \rightarrow L^{\infty}\left(\Omega_{2} ; \sigma_{2}\right)$ there exists a unique $\tau \in$ $L^{\infty}\left(\Omega_{1} \times \Omega_{2} ; \sigma_{1} \times \sigma_{2}\right)$ satisfying

$$
(T f)(y)=\int_{\Omega_{1}} \tau(x, y) f(x) d \sigma_{1}(x) \quad \text { for } f \in L^{1}\left(\Omega_{1} ; \sigma_{1}\right)
$$

Proof. Choose and fix a measurable set $\Xi \subseteq \Omega_{2}$. For each $f \in L^{1}\left(\sigma_{1}\right)$ we observe the trivial estimate

$$
\left|\left\langle T f, \chi_{\Xi}\right\rangle_{\sigma_{2}}\right| \leq \sigma_{2}(\Xi) \times\|T f\|_{L^{\infty}\left(\sigma_{2}\right)} \leq \sigma_{2}(\Xi) \times\|T\| \times\|f\|_{L^{1}\left(\sigma_{1}\right)}
$$

(with the standard bilinear form $\langle\cdot, \cdot\rangle_{\sigma_{2}}$ giving rise to the duality between $L^{\infty}\left(\sigma_{2}\right)$ and $\left.L^{1}\left(\sigma_{2}\right)\right)$, showing the existence of $h_{\Xi} \in L^{\infty}\left(\Omega_{1} ; \sigma_{1}\right)$ satisfying $\left\|h_{\Xi}\right\|_{L^{\infty}\left(\sigma_{1}\right)} \leq\|T\|$ and

$$
\langle T f, \chi \Xi\rangle_{\sigma_{2}}=\sigma_{2}(\Xi) \times\left\langle h_{\Xi}, f\right\rangle_{\sigma_{1}} \quad \text { for } f \in L^{1}\left(\sigma_{1}\right)
$$

Let $\Pi$ denote the set of all finite measurable partitions of $\Omega_{2}$, which is a directed set in the order of refinement. For every $\pi \in \Pi$ we set

$$
\tau_{\pi}(x, y)=\sum_{\Xi \in \pi} h_{\Xi}(x) \chi_{\Xi}(y), \quad(x, y) \in \Omega_{1} \times \Omega_{2}
$$

so that a net $\left\{\tau_{\pi}\right\}_{\pi \in \Pi}$ in $L^{\infty}\left(\sigma_{1} \times \sigma_{2}\right)$ satisfies $\left\|\tau_{\pi}\right\|_{L^{\infty}\left(\sigma_{1} \times \sigma_{2}\right)} \leq\|T\|$ and

$$
\langle T f, \chi \Xi\rangle_{\sigma_{2}}=\left\langle\tau_{\pi}, f \times \chi \Xi\right\rangle_{\sigma_{1} \times \sigma_{2}} \text { for } f \in L^{1}\left(\sigma_{1}\right)
$$

for each $\pi$-measurable $\Xi$ (i.e., $\pi$ refines $\left\{\Xi, \Omega_{2} \backslash \Xi\right\}$ ). Thanks to the $\mathrm{w}^{*}$ compactness of $\left\{\phi \in L^{\infty}\left(\sigma_{1} \times \sigma_{2}\right) ;\|\phi\|_{L^{\infty}\left(\sigma_{1} \times \sigma_{2}\right)} \leq\|T\|\right\}$ one can take a $\mathrm{w}^{*}$-limit point $\tau$ of $\left\{\tau_{\pi}\right\}_{\pi \in \Pi}$. Then it is easy to see that

$$
\left\langle T f, \chi_{\Xi}\right\rangle_{\sigma_{2}}=\left\langle\tau, f \times \chi_{\Xi}\right\rangle_{\sigma_{1} \times \sigma_{2}}=\int_{\Xi}\left(\int_{\Omega_{1}} \tau(x, y) f(x) d \sigma_{1}(x)\right) d \sigma_{2}(y)
$$

for each $f \in L^{1}\left(\Omega_{1} ; \sigma_{1}\right)$ and each measurable set $\Xi \subseteq \Omega_{2}$. This implies the desired integral expression, and the uniqueness of $\tau$ is obvious.

### 2.2 Extension to $\boldsymbol{B}(\mathcal{H})$

We assume the condition (iv) in Theorem 2.2 (i.e., $\phi(s, t)$ admits the integral expression (2.3) with the finiteness condition described in (iv)) and will explain how to extend $\Phi(\cdot)$ to a bounded transformation on $B(\mathcal{H})$ by making use of the duality $B(\mathcal{H})=\mathcal{C}_{1}(\mathcal{H})^{*}$ via

$$
(X, Y) \in \mathcal{C}_{1}(\mathcal{H}) \times B(\mathcal{H}) \mapsto \operatorname{Tr}(X Y) \in \mathbf{C}
$$

To do so, we first note that the roles of the variables $s, t$ (and those of $d E_{s}$ and $d F_{t}$ ) are symmetric. Thus, the function

$$
\tilde{\phi}(t, s)=\phi(s, t)=\int_{\Omega} \beta(t, x) \alpha(s, x) d \sigma(x)
$$

gives rise to the following transformation on $\mathcal{C}_{1}(\mathcal{H})$ :

$$
\tilde{\Phi}(X)=\int_{0}^{\|K\|} \int_{0}^{\|H\|} \tilde{\phi}(t, s) d F_{t} X d E_{s}
$$

We consider its transpose $\tilde{\Phi}^{t}$ on $B(\mathcal{H})=\mathcal{C}_{1}(\mathcal{H})^{*}$, that is,

$$
\begin{equation*}
\operatorname{Tr}\left(X \tilde{\Phi}^{t}(Y)\right)=\operatorname{Tr}(\tilde{\Phi}(X) Y) \quad \text { for } X \in \mathcal{C}_{1}(\mathcal{H}), Y \in B(\mathcal{H}) \tag{2.18}
\end{equation*}
$$

Let us take $X \underset{\tilde{\sim}}{=} \xi \otimes \eta^{c}$ here. Then, the left side of (2.18) is obviously the inner product $\left(\tilde{\Phi}^{t}(Y) \xi, \eta\right)$. On the other hand, we have

$$
\tilde{\Phi}(X)=\int_{\Omega} \tilde{\xi}(x) \otimes \tilde{\eta}(x)^{c} d \sigma(x)
$$

with

$$
\begin{equation*}
\tilde{\xi}(x)=\int_{0}^{\|K\|} \beta(t, x) d F_{t} \xi \quad \text { and } \quad \tilde{\eta}(x)=\int_{0}^{\|H\|} \overline{\alpha(s, x)} d E_{s} \eta \tag{2.19}
\end{equation*}
$$

(see (2.4), but recall that the roles of $\alpha$ and $\beta$ were switched). We claim that the right side of (2.18) (when $\left.X=\xi \otimes \eta^{c}\right)$ is $\int_{\Omega}(Y \tilde{\xi}(x), \tilde{\eta}(x)) d \sigma(x)$. In fact, for vectors $\xi^{\prime}, \eta^{\prime}$ we have

$$
\begin{aligned}
\left(\tilde{\Phi}(X) Y \xi^{\prime}, \eta^{\prime}\right) & =\int_{\Omega}\left(Y \xi^{\prime}, \tilde{\eta}(x)\right)\left(\tilde{\xi}(x), \eta^{\prime}\right) d \sigma(x) \\
& =\int_{\Omega}\left(\tilde{\xi}(x), \eta^{\prime}\right)\left(\xi^{\prime}, Y^{*} \tilde{\eta}(x)\right) d \sigma(x)
\end{aligned}
$$

thanks to (2.5). Let $\left\{e_{n}\right\}_{n=1,2, \ldots}$ be an orthonormal basis for $\mathcal{H}$. Since $\tilde{\Phi}(X) Y \in \mathcal{C}_{1}(\mathcal{H})$, from the preceding expression we get

$$
\operatorname{Tr}(\tilde{\Phi}(X) Y)=\sum_{n=1}^{\infty}\left(\tilde{\Phi}(X) Y e_{n}, e_{n}\right)=\sum_{n=1}^{\infty} \int_{\Omega}\left(\tilde{\xi}(x), e_{n}\right)\left(e_{n}, Y^{*} \tilde{\eta}(x)\right) d \sigma(x)
$$

(see [29, Chapter III, §8]). Here, we would like to switch the order of $\sum_{n=1}^{\infty}$ and $\int_{\Omega}$, which is guaranteed by the Fubini theorem thanks to the following integrability estimate:

$$
\begin{aligned}
& \int_{\Omega} \sum_{n=1}^{\infty}\left|\left(\tilde{\xi}(x), e_{n}\right)\left(e_{n}, Y^{*} \tilde{\eta}(x)\right)\right| d \sigma(x) \\
& \quad \leq \int_{\Omega}\left(\sum_{n=1}^{\infty}\left|\left(\tilde{\xi}(x), e_{n}\right)\right|^{2}\right)^{1 / 2}\left(\sum_{n=1}^{\infty}\left|\left(e_{n}, Y^{*} \tilde{\eta}(x)\right)\right|^{2}\right)^{1 / 2} d \sigma(x) \\
& \quad=\int_{\Omega}\|\tilde{\xi}(x)\| \times\left\|Y^{*} \tilde{\eta}(x)\right\| d \sigma(x) \leq\|Y\| \int_{\Omega}\|\tilde{\xi}(x)\| \times\|\tilde{\eta}(x)\| d \sigma(x)<\infty
\end{aligned}
$$

(see (2.6) and (2.7)). Hence, we get

$$
\begin{aligned}
& \operatorname{Tr}(\tilde{\Phi}(X) Y)=\int_{\Omega} \sum_{n=1}^{\infty}\left(\tilde{\xi}(x), e_{n}\right)\left(e_{n}, Y^{*} \tilde{\eta}(x)\right) d \sigma(x) \\
& \quad=\int_{\Omega}\left(\tilde{\xi}(x), Y^{*} \tilde{\eta}(x)\right) d \sigma(x)=\int_{\Omega}(Y \tilde{\xi}(x), \tilde{\eta}(x)) d \sigma(x) .
\end{aligned}
$$

Therefore, the claim has been proved, and (for $X=\xi \otimes \eta^{c}$ ) (2.18) means

$$
\begin{equation*}
\left(\tilde{\Phi}^{t}(Y) \xi, \eta\right)=\int_{\Omega}(Y \tilde{\xi}(x), \tilde{\eta}(x)) d \sigma(x) \tag{2.20}
\end{equation*}
$$

with the vectors $\tilde{\xi}(x)$ and $\tilde{\eta}(x)$ defined by (2.19).
When $Y=\xi^{\prime} \otimes \eta^{\prime c}$, the right side of (2.20) is

$$
\begin{aligned}
\int_{\Omega} & \left(\tilde{\xi}(x), \eta^{\prime}\right)\left(\xi^{\prime}, \tilde{\eta}(x)\right) d \sigma(x) \\
& =\int_{\Omega}\left(\int_{0}^{\|K\|} \beta(t, x) d F_{t} \xi, \eta^{\prime}\right)\left(\xi^{\prime}, \int_{0}^{\|H\|} \overline{\alpha(s, x)} d E_{s} \eta\right) d \sigma(x) \\
& =\int_{\Omega}\left(\xi, \int_{0}^{\|K\|} \overline{\beta(t, x)} d F_{t} \eta^{\prime}\right)\left(\int_{0}^{\|H\|} \alpha(s, x) d E_{s} \xi^{\prime}, \eta\right) d \sigma(x) \\
& =\int_{\Omega}(Y(x) \xi, \eta) d \sigma(x)
\end{aligned}
$$

with the rank-one operator

$$
Y(x)=\left(\int_{0}^{\|H\|} \alpha(s, x) d E_{s} \xi^{\prime}\right) \otimes\left(\int_{0}^{\|K\|} \overline{\beta(t, x)} d F_{t} \eta^{\prime}\right)^{c}
$$

But, notice that the two involved vectors here are exactly those defined from $\xi^{\prime}$ and $\eta^{\prime}$ according to the formula (2.4). Therefore, we have shown

$$
\begin{equation*}
\tilde{\Phi}^{t}(Y)=\int_{\Omega} Y(x) d \sigma(x)=\Phi(Y) \tag{2.21}
\end{equation*}
$$

for a rank-one (and hence finite-rank) operator $Y$.
For a general Hilbert-Schmidt class operator $Y$, we choose a sequence $\left\{Y_{n}\right\}_{n=1,2, \ldots}$ of finite-rank operators tending to $Y$ in $\|\cdot\|_{2}$. Since the convergence is also valid in the operator norm and $\tilde{\Phi}^{t}$ (being defined as a transpose) is bounded relative to the operator norm, we have $\tilde{\Phi}^{t}(Y)=\|\cdot\|$ - $\lim _{n \rightarrow \infty} \tilde{\Phi}^{t}\left(Y_{n}\right)$. On the other hand, we know

$$
\Phi(Y)=\|\cdot\|_{2^{-}} \lim _{n \rightarrow \infty} \Phi\left(Y_{n}\right)=\|\cdot\|_{2^{-}} \lim _{n \rightarrow \infty} \tilde{\Phi}^{t}\left(Y_{n}\right)
$$

thanks to (2.1) and (2.21). Therefore, we conclude $\tilde{\Phi}^{t}(Y)=\Phi(Y)$ so that $\tilde{\Phi}^{t}$ is indeed an extension of $\Phi$ (originally defined on $\mathcal{C}_{2}(\mathcal{H})$ ).

The discussions so far justify the use of the notation $\Phi(Y)($ for $Y \in B(\mathcal{H}))$ for expressing $\tilde{\Phi}^{t}(Y)$, and we shall also use the symbolic notation

$$
\Phi(Y)\left(=\Phi_{H, K}(Y)\right)=\int_{0}^{\|H\|} \int_{0}^{\|K\|} \phi(s, t) d E_{s} Y d F_{t} \quad(\text { for } Y \in B(\mathcal{H}))
$$

in the rest of the monograph.

## Remark 2.5.

(i) The $\operatorname{map} \Phi: X \in B(\mathcal{H}) \mapsto \Phi(X) \in B(\mathcal{H})$ is always w*-w*-continuous (i.e., $\sigma\left(B(\mathcal{H}), \mathcal{C}_{1}(\mathcal{H})\right)-\sigma\left(B(\mathcal{H}), \mathcal{C}_{1}(\mathcal{H})\right)$-continuous) because it was defined as the transpose of the bounded transformation $\tilde{\Phi}$ on $\mathcal{C}_{1}(\mathcal{H})$.
(ii) From (2.19) and (2.20) we observe

$$
\begin{aligned}
(\Phi(Y) \xi, \eta) & =\int_{\Omega}\left(Y \beta(K, x) \xi, \alpha(H, x)^{*} \eta\right) d \sigma(x) \\
& =\int_{\Omega}(\alpha(H, x) Y \beta(K, x) \xi, \eta) d \sigma(x)
\end{aligned}
$$

with the usual function calculus

$$
\alpha(H, x)=\int_{0}^{\|H\|} \alpha(H, x) d E_{s} \quad \text { and } \quad \beta(K, x)=\int_{0}^{\|K\|} \beta(t, x) d F_{t} .
$$

Therefore, $\Phi(X)$ (for $X \in B(\mathcal{H})$ ) can be simply written as the integral

$$
\Phi(X)=\int_{\Omega} \alpha(H, x) X \beta(K, x) d \sigma(x)
$$

in the weak sense. Remark that the integral expression (2.3) for $\varphi(s, t)$ is far from being unique. Nevertheless, there is no ambiguity for the definition of $\Phi(X)$. Indeed, the definition of $\tilde{\Phi}(X)\left(=\left.\tilde{\Phi}\right|_{\mathcal{C}_{1}(\mathcal{H})}(X)\right)$ for $X \in \mathcal{C}_{1}(\mathcal{H})(\subseteq$ $\mathcal{C}_{2}(\mathcal{H})$ ) does not depend on this expression (see (2.2)), and $\Phi(X)$ (for $\left.X \in B(\mathcal{H})=\mathcal{C}(\mathcal{H})^{*}\right)$ was defined as the transpose.
(iii) From the expression in (ii) we obviously have

$$
f(H)(\Phi(X)) g(K)=\Phi(f(H) X g(K))
$$

for all bounded Borel functions $f, g$.

### 2.3 Norm estimates

We begin by investigating a relationship between the two norms

$$
\begin{aligned}
\|\Phi\|_{(\infty, \infty)} & =\sup \{\|\Phi(X)\|:\|X\| \leq 1\} \\
\|\Phi\|_{(1,1)} & =\sup \left\{\|\Phi(X)\|_{1}:\|X\|_{1} \leq 1\right\} .
\end{aligned}
$$

To do so, besides $\Phi$ and $\tilde{\Phi}$ we also make use of the following auxiliary double integral operator:

$$
\bar{\Phi}(X)=\int_{0}^{\|H\|} \int_{0}^{\|K\|} \overline{\phi(s, t)} d E_{s} X d F_{t}
$$

Proposition 2.6. (M. Sh. Birman and M. Z. Solomyak, [16]) For a Schur multiplier $\phi \in L^{\infty}([0,\|H\|] \times[0,\|K\|] ; \lambda \times \mu)$ we have

$$
\|\Phi\|_{(1,1)}=\|\Phi\|_{(\infty, \infty)}
$$

Proof. For $X \in \mathcal{C}_{2}(\mathcal{H})$ we easily observe $\bar{\Phi}\left(X^{*}\right)^{*}=\tilde{\Phi}(X)$ and hence $\|\tilde{\Phi}\|_{(1,1)}=$ $\|\bar{\Phi}\|_{(1,1)}$ by restricting the both sides to $\mathcal{C}_{1}(\mathcal{H})\left(\subseteq \mathcal{C}_{2}(\mathcal{H})\right)$. On the other hand, $\|\Phi\|_{(\infty, \infty)}=\|\tilde{\Phi}\|_{(1,1)}$ is obvious from the definition, i.e., $\Phi$ was defined as a transpose. Therefore, to prove the proposition it suffices to see $\|\Phi\|_{(1,1)}=$ $\|\bar{\Phi}\|_{(1,1)}$.

One expresses $\mathcal{H}$ and $E$ in the direct integral form as follows:

$$
\mathcal{H}=\int_{[0,\|H\|]}^{\oplus} \mathcal{H}(s) d \lambda(s), \quad E_{\Lambda}=\int_{[0,\|H\|]}^{\oplus} \chi_{\Lambda}(s) 1_{\mathcal{H}(s)} d \lambda(s)
$$

for Borel sets $\Lambda \subseteq[0,\|H\|]$. Note that it is the central decomposition of the von Neumann algebra $\left\{E_{\Lambda}: \Lambda \subseteq[0,\|H\|]\right\}^{\prime}$ over its center

$$
\left\{E_{\Lambda}: \Lambda \subseteq[0,\|H\|]\right\}^{\prime \prime} \cong L^{\infty}([0,\|H\|] ; \lambda)
$$

(See [17, Chapter 7, §2] for more "operator-theoretical description".) Similarly, one can write

$$
\mathcal{H}=\int_{[0,\|K\|]}^{\oplus} \tilde{\mathcal{H}}(t) d \mu(t), \quad F_{\Xi}=\int_{[0,\|K\|]}^{\oplus} \chi_{\Xi}(t) 1_{\tilde{\mathcal{H}}(t)} d \mu(t)
$$

for Borel sets $\Xi \subseteq[0,\|K\|]$. A standard argument in the theory of direct integral shows that $\mathcal{C}_{2}(\mathcal{H})$ is represented as the direct integral

$$
\mathcal{C}_{2}(\mathcal{H})=\int_{[0,\|H\|] \times[0,\|K\|]}^{\oplus} \mathcal{C}_{2}(\mathcal{H}(s), \tilde{\mathcal{H}}(t)) d(\lambda \times \mu)(s, t)
$$

with the Hilbert-Schmidt class operators $\mathcal{C}_{2}(\mathcal{H}(s), \tilde{\mathcal{H}}(t))$ from $\mathcal{H}(s)$ into $\tilde{\mathcal{H}}(t)$. Take an $X=\int_{[0,\|H\|] \times[0,\|K\|]}^{\oplus} X(s, t) d(\lambda \times \mu)(s, t)$ in $\mathcal{C}_{2}(\mathcal{H})$. Since

$$
E_{\Lambda} X F_{\Xi}=\int_{[0,\|H\|] \times[0,\|K\|]}^{\oplus} \chi_{\Lambda \times \Xi}(s, t) X(s, t) d(\lambda \times \mu)(s, t)
$$

for Borel sets $\Lambda \subseteq[0,\|H\|]$ and $\Xi \subseteq[0,\|K\|]$, it is immediate to see that $\Phi(X)$ and $\bar{\Phi}(X)$ are written as

$$
\begin{aligned}
& \Phi(X)=\int_{[0,\|H\|] \times[0,\|K\|]}^{\oplus} \phi(s, t) X(s, t) d(\lambda \times \mu)(s, t), \\
& \bar{\Phi}(X)=\int_{[0,\|H\|] \times[0,\|K\|]}^{\oplus} \overline{\phi(s, t)} X(s, t) d(\lambda \times \mu)(s, t)
\end{aligned}
$$

respectively. The measurable cross-section theorem guarantees that one can select measurable fields

$$
\{J(s): s \in[0,\|H\|]\} \quad \text { and } \quad\{\tilde{J}(s): s \in[0,\|K\|]\}
$$

of (conjugate linear) involutions $J(s): \mathcal{H}(s) \rightarrow \mathcal{H}(s), \tilde{J}(s): \tilde{\mathcal{H}}(s) \rightarrow \tilde{\mathcal{H}}(s)$, and they give rise to the global involutions

$$
J=\int_{[0,\|H\|]}^{\oplus} J(s) d \lambda(s) \quad \text { and } \quad \tilde{J}=\int_{[0,\|K\|]}^{\oplus} \tilde{J}(t) d \mu(t)
$$

on the Hilbert space $\mathcal{H}$. Then we observe

$$
\tilde{J} \Phi(X) J=\int_{[0,\|H\|] \times[0,\|K\|]}^{\oplus} \overline{\phi(s, t)} \tilde{J}(t) X(s, t) J(s) d(\lambda \times \mu)(s, t)=\bar{\Phi}(\tilde{J} X J)
$$

Since the map $X \mapsto \tilde{J} X J$ is obviously isometric on $\mathcal{C}_{1}(\mathcal{H})$, the equality $\|\Phi\|_{(1,1)}=\|\bar{\Phi}\|_{(1,1)}$ is now obvious and the proposition has been proved.

For each unitarily invariant norm $\|\|\cdot\|\|$, let $\mathcal{I}_{|||\cdot||}$ and $\mathcal{I}_{\|||\cdot|| \mid}^{(0)}$ be the associated symmetrically normed ideals, that is,

$$
\begin{aligned}
& \mathcal{I}_{\|||\cdot \||}=\{X \in B(\mathcal{H}):\| \| X \| \mid<\infty\} \\
& \mathcal{I}_{\| \| \cdot\| \|}^{(0)}=\text { the }\|\|\cdot\| \mid\| \text {-closure of } \mathcal{I}_{\text {fin }} \text { in } \mathcal{I}_{\| \| \cdot\| \|}
\end{aligned}
$$

where $\mathcal{I}_{\text {fin }}$ is the ideal of finite-rank operators (see [29, 37, 77] for details). For a Schur multiplier $\phi(t, s)$ we have shown

$$
\begin{equation*}
\|\Phi(X)\|_{1} \leq k\|X\|_{1}\left(X \in \mathcal{C}_{1}(\mathcal{H})\right) \text { and }\|\Phi(X)\| \leq k\|X\|(X \in B(\mathcal{H})) \tag{2.22}
\end{equation*}
$$

with $k=\|\Phi\|_{(1,1)}=\|\Phi\|_{(\infty, \infty)}$ (Proposition 2.6). The next result says that $\phi(s, t)$ is automatically a "Schur multiplier for all operator ideals $\mathcal{I}_{|||\cdot||}, \mathcal{I}_{|||\cdot|||}^{(0)}$ " with the same bound for

$$
\|\Phi\|_{(\| \| \cdot\| \|,\|\mid \cdot\| \|)}=\sup \{\| \| \Phi(X)\| \|:\|X\| \leq 1\}
$$

Proposition 2.7. Let $\phi(s, t)$ be a Schur multiplier with

$$
\kappa=\|\Phi\|_{(1,1)}=\|\Phi\|_{(\infty, \infty)}(<\infty)
$$

For any unitarily invariant norm ||| $\cdot||\mid$ we have

$$
\|\|\Phi(X)|\|\leq \kappa \mid\| X\|\|(\leq \infty)
$$

for all $X \in B(\mathcal{H})$ so that $\Phi$ maps $\mathcal{I}_{|||\cdot||}$ into itself. Moreover, $\Phi$ also maps the separable operator ideal $\mathcal{I}_{\| \| \cdot\| \|}^{(0)}$ into itself. In particular, $\Phi(X)$ is a compact operator as long as $X$ is.

Proof. Recall the following expression for the Ky Fan norm as a $K$-functional:

$$
\begin{aligned}
& \|\|X\|\|_{(n)}=\sum_{k=1}^{n} \mu_{k}(X) \\
& \quad=\inf \left\{n\left\|X_{0}\right\|+\left\|X_{1}\right\|_{1}: X=X_{0}+X_{1}\right\} \quad(n=1,2, \cdots)
\end{aligned}
$$

where $\left\{\mu_{k}(\cdot)\right\}_{k=1,2, \ldots}$ denotes the singular numbers (see [26, p. 289] for example). This expression together with (2.22) clearly shows $\|\|\Phi(X)\|\|_{(n)} \leq$ $\kappa\|\|X\|\|_{(n)}$ for each $n$, which is known to be equivalent to the validity of $|||\Phi(X)|\|\leq \kappa\||| X \mid \|$ for each unitarily invariant norm (see [37, Proposition 2.10]).

It remains to show $\Phi\left(\mathcal{I}_{|||\cdot|||}^{(0)}\right) \subseteq \mathcal{I}_{|||\cdot|||}^{(0)}$. When $X$ is a finite-rank operator, $\Phi(X)$ is of trace class and can be approximated by a sequence $\left\{Y_{n}\right\}_{n=1,2, \ldots}$ of finite-rank operators in the $\|\cdot\|_{1}$-norm. Notice

$$
\left\|\Phi(X)-Y_{n}\right\|\|\leq\| \Phi(X)-Y_{n} \|_{1} \longrightarrow 0
$$

showing $\Phi(X) \in \mathcal{I}_{|||\cdot|||}^{(0)}$. For a general $X \in \mathcal{I}_{\|||\cdot|| \mid}^{(0)}$, one chooses a sequence $\left\{X_{n}\right\}_{n=1,2, \ldots}$ of finite-rank operators satisfying $\lim _{n \rightarrow \infty}\left\|\mid X-X_{n}\right\| \|=0$. Since $\Phi\left(X_{n}\right) \in \mathcal{I}_{\| \| \cdot\| \|}^{(0)}$ is already shown, the estimate $\left\|\mid \Phi(X)-\Phi\left(X_{n}\right)\right\|\|\leq \kappa\| \| X-$ $X_{n}\| \| \rightarrow 0($ as $n \rightarrow \infty)$ guarantees $\Phi(X) \in \mathcal{I}_{\| \| \cdot\| \|}^{(0)}$.

### 2.4 Technical results

Here we collect technical results. When we deal with integral expressions of means of operators in later chapters, a careful handling for supports of relevant operators will be required and some lemmas are prepared for this purpose. In the sequel we will denote the support projection of $H$ by $s_{H}$.

Lemma 2.8. Let $\phi, \psi$ be Schur multipliers (relative to $(H, K)$ ) with the corresponding double integral transformations $\Phi, \Psi$ respectively. Then, the pointwise product $\phi(s, t) \psi(s, t)$ is also a Schur multiplier, and the corresponding double integral transformation is the composition $\Phi \circ \Psi(=\Psi \circ \Phi)$.

Proof. As in Theorem 2.2, (iv) we can write

$$
\begin{aligned}
& \phi(s, t)=\int_{\Omega} \alpha(s, x) \beta(t, x) d \sigma(x) \\
& \psi(s, t)=\int_{\Omega^{\prime}} \alpha^{\prime}(s, y) \beta^{\prime}(t, y) d \sigma^{\prime}(y)
\end{aligned}
$$

We consider the product space $\Omega \times \Omega^{\prime}$ equipped with the product measure $\sigma \times \sigma^{\prime}$, and set

$$
\begin{aligned}
& a:(s, x, y) \\
& b:(0,\|H\|] \times \Omega \times \Omega^{\prime} \mapsto \alpha(s, x) \alpha^{\prime}(s, y) \\
& b(t, x, y) \in[0,\|K\|] \times \Omega \times \Omega^{\prime} \mapsto \beta(t, x) \beta^{\prime}(t, y)
\end{aligned}
$$

At first we note

$$
\begin{gathered}
\int_{\Omega \times \Omega^{\prime}}|a(s, x, y)|^{2} d\left(\sigma \times \sigma^{\prime}\right)(x, y)=\int_{\Omega}|\alpha(s, x)|^{2} d \sigma(x) \times \int_{\Omega^{\prime}}\left|\alpha^{\prime}(s, y)\right|^{2} d \sigma^{\prime}(y) \\
\leq\left\|\int_{\Omega}|\alpha(\cdot, x)|^{2} d \sigma(x)\right\|_{L^{\infty}(\lambda)} \times\left\|\int_{\Omega^{\prime}}\left|\alpha^{\prime}(\cdot, y)\right|^{2} d \sigma^{\prime}(y)\right\|_{L^{\infty}(\lambda)}
\end{gathered}
$$

(and the similar estimate for b). Secondly, the Cauchy-Schwarz inequality implies

$$
\begin{aligned}
& \int_{\Omega \times \Omega^{\prime}}|a(s, x, y) b(t, x, y)| d\left(\sigma \times \sigma^{\prime}\right)(x, y) \\
& \quad \leq\left(\int_{\Omega \times \Omega^{\prime}}|a(s, x, y)|^{2} d\left(\sigma \times \sigma^{\prime}\right)(x, y)\right)^{1 / 2} \\
& \quad \times\left(\int_{\Omega \times \Omega^{\prime}}|b(t, x, y)|^{2} d\left(\sigma \times \sigma^{\prime}\right)(x, y)\right)^{1 / 2}
\end{aligned}
$$

From the two estimates we see the $\sigma \times \sigma^{\prime}$-integrability of $a(s, x, y) b(t, x, y)$, and the Fubini theorem clearly shows

$$
\begin{aligned}
\int_{\Omega \times \Omega^{\prime}} & a(s, x, y) b(t, x, y) d\left(\sigma \times \sigma^{\prime}\right)(x, y) \\
\quad= & \int_{\Omega} \alpha(s, x) \beta(t, x) d \sigma(x) \times \int_{\Omega^{\prime}} \alpha^{\prime}(s, y) \beta^{\prime}(t, y) d \sigma^{\prime}(y)=\phi(s, t) \psi(s, t)
\end{aligned}
$$

Therefore, the conditions stated in Theorem 2.2, (iv) have been checked for the product $\phi(s, t) \psi(s, t)$, and it is indeed a Schur multiplier.

Let $\Pi$ be the double integral transformation corresponding to $\phi(s, t) \psi(s, t)$. Then, it is straight-forward to see $\Pi(X)=\Phi(\Psi(X))$ for each rank-one (hence finite-rank) operator $X$. Let $\left\{p_{n}\right\}_{n=1,2, \ldots}$ be a sequence of finite-rank projections tending to 1 in the strong operator topology. Then, for each $X \in B(\mathcal{H})$ the sequence $\left\{p_{n} X p_{n}\right\}$ tends to $X$ strongly and hence in the $\sigma\left(B(\mathcal{H}), \mathcal{C}_{1}(\mathcal{H})\right)$ topology (because of $\left.\left\|p_{n} X p_{n}\right\| \leq\|X\|\right)$. Since $\Pi\left(p_{n} X p_{n}\right)=\Phi\left(\Psi\left(p_{n} X p_{n}\right)\right)$ as remarked above, by letting $n \rightarrow \infty$ here, we conclude $\Pi(X)=\Phi(\Psi(X))$ due to the continuity stated in Remark 2.5, (i).

The additive version (which is much easier) is also valid. Namely, when $\phi, \psi$ are Schur multipliers, then so is the sum $\phi(s, t)+\psi(s, t)$ and the corresponding double integral transformation sends $X$ to $\Phi(X)+\Psi(X)$.

Lemma 2.9. Let $\phi(s, t)$ be a Schur multiplier (relative to $(H, K)$ ) with the corresponding double integral transformation $\Phi$. With the support projections $s_{H}, s_{K}$ of $H, K$ we have $s_{H}(\Phi(X)) s_{K}=\Phi\left(s_{H} X s_{K}\right)$ and

$$
\begin{gathered}
\Phi(X)=s_{H} \Phi(X) s_{K}+\phi(H, 0) s_{H} X\left(1-s_{K}\right)+\left(1-s_{H}\right) X s_{K} \phi(0, K) \\
+\phi(0,0)\left(1-s_{H}\right) X\left(1-s_{K}\right)
\end{gathered}
$$

Proof. The equation $s_{H}(\Phi(X)) s_{K}=\Phi\left(s_{H} X s_{K}\right)$ is seen from Remark 2.5, (iii). Recall the following expression mentioned in Remark 2.5, (ii):

$$
\Phi(X)=\int_{\Omega} \alpha(H, x) X \beta(K, x) d \sigma(x)
$$

in the weak sense. Since

$$
\begin{aligned}
& \alpha(H, x)=\alpha(H, x) s_{H}+\alpha(0, x)\left(1-s_{H}\right) \\
& \beta(K, x)=\beta(K, x) s_{K}+\beta(0, x)\left(1-s_{K}\right)
\end{aligned}
$$

we have

$$
\begin{aligned}
& \alpha(H, x) X \beta(K, x) \\
& =\alpha(H, x) s_{H} X s_{K} \beta(K, x) \\
& \quad+\beta(0, x) \alpha(H, x) s_{H} X\left(1-s_{K}\right)+\alpha(0, x)\left(1-s_{H}\right) X s_{K} \beta(K, x) \\
& \quad+\alpha(0, x) \beta(0, x)\left(1-s_{H}\right) X\left(1-s_{K}\right) .
\end{aligned}
$$

The integration of the first term over $\Omega$ is $\Phi\left(s_{H} X s_{K}\right)$. The second term gives us

$$
\begin{aligned}
& \int_{\Omega} \beta(0, x) \alpha(H, x) s_{H} X\left(1-s_{K}\right) d \sigma(x) \\
&=\left(\int_{\Omega} \int_{0}^{\|H\|} \alpha(s, x) \beta(0, x) d E_{s} d \sigma(x)\right) s_{H} X\left(1-s_{K}\right) \\
&=\left(\int_{0}^{\|H\|} \int_{\Omega} \alpha(s, x) \beta(0, x) d \sigma(x) d E_{s}\right) s_{H} X\left(1-s_{K}\right) \\
&=\left(\int_{0}^{\|H\|} \phi(s, 0) d E_{s}\right) s_{H} X\left(1-s_{K}\right)=\phi(H, 0) s_{H} X\left(1-s_{K}\right)
\end{aligned}
$$

Of course the third term admits a similar integration. The last term gives us

$$
\begin{aligned}
\int_{\Omega} \alpha & (0, x) \beta(0, x)\left(1-s_{H}\right) X\left(1-s_{K}\right) d \sigma(x) \\
& =\left(\int_{\Omega} \alpha(0, x) \beta(0, x) d \sigma(x)\right)\left(1-s_{H}\right) X\left(1-s_{K}\right) \\
& =\phi(0,0)\left(1-s_{H}\right) X\left(1-s_{K}\right) .
\end{aligned}
$$

The above estimates altogether yield the desired expression for $\Phi(X)$.

We can consider $s_{H}\left(\Phi_{H, K}(X)\right) s_{K}$ as an operator from $s_{K} \mathcal{H}$ to $s_{H} \mathcal{H}$, and denote it by $\Phi_{H s_{H}, K s_{K}}\left(s_{H} X s_{K}\right)$. It is possible to justify this (symbolic) notation by making use of double integral transformation for operators between two different spaces. The above lemma actually shows

$$
\begin{aligned}
s_{H}\left(\Phi_{H, K}(X)\right) s_{K} & =\Phi_{H s_{H}, K s_{K}}\left(s_{H} X s_{K}\right) \\
s_{H}\left(\Phi_{H, K}(X)\right)\left(1-s_{K}\right) & =s_{H} \phi(H, 0) X\left(1-s_{K}\right) \\
\left(1-s_{H}\right)\left(\Phi_{H, K}(X)\right) s_{K} & =\left(1-s_{H}\right) X \phi(0, K) s_{K} \\
\left(1-s_{H}\right)\left(\Phi_{H, K}(X)\right)\left(1-s_{K}\right) & =\phi(0,0)\left(1-s_{H}\right) X\left(1-s_{K}\right) .
\end{aligned}
$$

When dealing with means in later chapters we will mainly use Schur multipliers satisfying $\phi(s, 0)=\phi(0, s)=b s(s \geq 0)$ for some constant $b \geq 0$. Then, the expression in Lemma 2.9 becomes

$$
\begin{equation*}
\Phi_{H, K}(X)=s_{H}\left(\Phi_{H, K}(X)\right) s_{K}+b\left(H X\left(1-s_{K}\right)+\left(1-s_{H}\right) X K\right) \tag{2.23}
\end{equation*}
$$

thanks to

$$
\phi(H, 0) s_{H}=b H s_{H}=b H, \phi(0, K) s_{K}=b K s_{K}=b K \text { and } \phi(0,0)=0
$$

We fix signed measures $\nu_{k}(k=1,2,3)$ on the real line $\mathbf{R}$ with finite total variation and also a scalar $a$. With the Fourier transforms of these measures we set a bounded function $\pi$ on $[0, \infty) \times[0, \infty)$ as

$$
\pi(s, t)= \begin{cases}\hat{\nu}_{1}(\log s-\log t) & \text { if } s, t>0 \\ \hat{\nu}_{2}(\log s) & \text { if } s>0 \text { and } t=0 \\ \hat{\nu}_{3}(-\log t) & \text { if } s=0 \text { and } t>0 \\ a & \text { if } s=t=0\end{cases}
$$

Lemma 2.10. The above $\pi(s, t)$ is a Schur multiplier for any pair $(H, K)$ of positive operators, and the corresponding double integral transformation $\Pi$ is given by

$$
\begin{gathered}
\Pi(X)=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x} X\left(K s_{K}\right)^{-i x} d \nu_{1}(x) \\
\quad+\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x} X\left(1-s_{K}\right) d \nu_{2}(x) \\
\quad+\int_{-\infty}^{\infty}\left(1-s_{H}\right) X\left(K s_{K}\right)^{-i x} d \nu_{3}(x) \\
\quad+a\left(1-s_{H}\right) X\left(1-s_{K}\right)
\end{gathered}
$$

We give a few remarks before proving the lemma. In the above expression, $\left(H s_{H}\right)^{i x}$ for instance denotes a unitary operator on $s_{H} \mathcal{H}$ and it is zero on the orthogonal complement $\left(1-s_{H}\right) \mathcal{H}$, i.e., $\left(H s_{H}\right)^{i x}=\left(H s_{H}\right)^{i x} s_{H}$. We will mainly use this lemma (as well as the next Proposition 2.11) in the following special circumstances:

$$
\pi(s, 0)=\pi(0, t)=c(s>0, t>0) \text { for some constant } c \text { and } \pi(0,0)=0
$$

This means $\nu_{2}=\nu_{3}=c \delta_{0}$ and $a=0$, and hence in this case the expression in the lemma simply becomes

$$
\begin{aligned}
\Pi(X)=\int_{-\infty}^{\infty} & \left(H s_{H}\right)^{i x} X\left(K s_{K}\right)^{-i x} d \nu_{1}(x) \\
& +c\left(s_{H} X\left(1-s_{K}\right)+\left(1-s_{H}\right) X s_{K}\right)
\end{aligned}
$$

Proof. We decompose the domain $\{(s, t): s, t \geq 0\}$ into the four regions

$$
\begin{gathered}
\{(s, t): s, t>0\}, \quad\{(s, t): s>0, t=0\} \\
\{(s, t): s=0, t>0\},
\end{gathered}
$$

We accordingly set

$$
\begin{aligned}
& \pi_{1}(s, t)=\left\{\begin{array}{ll}
\pi(s, t) & \text { if } s, t>0, \\
0 & \text { otherwise },
\end{array} \pi_{2}(s, t)=\left\{\begin{array}{ll}
\pi(s, 0) & \text { if } s>0 \text { and } t=0 \\
\pi(0, t) & \text { if } s=0 \text { and } t>0, \\
0 & \text { otherwise },
\end{array} \pi_{4}(s, t)= \begin{cases}\pi(0,0) & \text { if } s=t=0 \\
0 & \text { otherwise }\end{cases} \right.\right.
\end{aligned}
$$

So $\pi(s, t)=\sum_{k=1}^{4} \pi_{k}(s, t)$ is valid. We consider the following functions on $\mathbf{R}_{+} \times \mathbf{R}$ :

$$
\begin{aligned}
& \alpha_{1}(s, x)=\left\{\begin{array}{ll}
s^{i x} \frac{d \nu_{1}}{d\left|\nu_{1}\right|}(x) & \text { if } s>0, \\
0 & \text { if } s=0,
\end{array} \quad \beta_{1}(t, x)= \begin{cases}t^{-i x} & \text { if } t>0, \\
0 & \text { if } t=0,\end{cases} \right. \\
& \alpha_{2}(s, x)=\left\{\begin{array}{ll}
s^{i x} \frac{d \nu_{2}}{d\left|\nu_{2}\right|}(x) & \text { if } s>0, \\
0 & \text { if } s=0,
\end{array} \quad \beta_{2}(t, x)= \begin{cases}0 & \text { if } t>0, \\
1 & \text { if } t=0,\end{cases} \right. \\
& \alpha_{3}(s, x)=\left\{\begin{array}{ll}
0 & \text { if } s>0, \\
1 & \text { if } s=0,
\end{array} \quad \beta_{3}(t, x)= \begin{cases}t^{-i x} \frac{d \nu_{3}}{d\left|\nu_{3}\right|}(x) & \text { if } t>0, \\
0 & \text { if } t=0,\end{cases} \right. \\
& \alpha_{4}(s)=\left\{\begin{array}{ll}
0 & \text { if } s>0, \\
a & \text { if } s=0,
\end{array} \quad \beta_{4}(t)= \begin{cases}0 & \text { if } t>0, \\
1 & \text { if } t=0 .\end{cases} \right.
\end{aligned}
$$

Here, $\frac{d \nu_{k}}{d\left|\nu_{k}\right|}(x)$ denotes the Radon-Nikodym derivative relative to the absolute value $\left|\nu_{k}\right|$. It is plain to observe

$$
\pi_{k}(s, t)=\int_{-\infty}^{\infty} \alpha_{k}(s, x) \beta_{k}(t, x) d\left|\nu_{k}\right|(x) \quad(\text { for } k=1,2,3)
$$

and also $\pi_{4}(s, t)=\alpha_{4}(s) \beta_{4}(t)$. The finiteness condition in Theorem 2.2, (iv) is obviously satisfied (since $\frac{d \nu_{k}}{d\left|\nu_{k}\right|}$ 's are bounded functions and $\left|\nu_{k}\right|$ 's are finite measures) so that all $\pi_{k}$ 's are Schur multipliers. Thus, so is the sum $\pi$ as was mentioned in the paragraph right after Lemma 2.8.

We begin with $\pi_{1}$ (with the corresponding double integral transformation $\left.\Pi_{1}\right)$. Since $\pi_{1}(s, t)=0$ for either $s=0$ or $t=0$, we note $\Pi_{1}(X)=$ $s_{H}\left(\Pi_{1}(X)\right) s_{K}$ by Lemma 2.9. For a rank-one operator $X=\xi \otimes \eta^{c}$, (2.4) shows

$$
\begin{aligned}
\Pi_{1}(X) & =\int_{-\infty}^{\infty}\left(\left(s_{H} H\right)^{i x} \xi\right) \otimes\left(\left(s_{K} K\right)^{i x} \eta\right)^{c} \frac{d \nu_{1}}{d\left|\nu_{1}\right|}(x) d\left|\nu_{1}\right|(x) \\
& =\int_{-\infty}^{\infty}\left(s_{H} H\right)^{i x}\left(\xi \otimes \eta^{c}\right)\left(s_{K} K\right)^{-i x} d \nu_{1}(x) \\
& =\int_{-\infty}^{\infty}\left(s_{H} H\right)^{i x} X\left(s_{K} K\right)^{-i x} d \nu_{1}(x)
\end{aligned}
$$

which remains of course valid for finite-rank operators. Actually this integral expression for $\Pi_{1}(X)$ is also valid for an arbitrary operator $X \in B(\mathcal{H})$. In fact, as in the proof of Lemma 2.8 we approximate $X$ by the sequence $\left\{p_{n} X p_{n}\right\}_{n=1,2, \ldots}$. At first $\Pi_{1}\left(p_{n} X p_{n}\right)$ tends to $\Pi_{1}(X)$ in the weak operator topology as remarked there. Therefore, it suffices to show the weak convergence

$$
\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x} p_{n} X p_{n}\left(K s_{K}\right)^{-i x} d \nu_{1}(x) \longrightarrow \int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x} X\left(K s_{K}\right)^{-i x} d \nu_{1}(x)
$$

However, it simply follows from the Lebesgue dominated convergence theorem.
We next consider $\pi_{2}$ (with the double integral transformation $\Pi_{2}$ ). By Lemma 2.9 (and Remark 2.5) we have

$$
\Pi_{2}(X)=s_{H}\left(\Pi_{2}(X)\right)\left(1-s_{K}\right)=\pi_{2}(H, 0) s_{H} X\left(1-s_{K}\right)
$$

Recall $\pi_{2}(s, 0)=\hat{\nu}_{2}(\log s)(s>0)$ so that

$$
\begin{aligned}
& \pi_{2}(H, 0) s_{H}=\int_{(0,\|H\|]} \hat{\nu}_{2}(\log s) d E_{s} \\
& \quad=\int_{(0,\|H\|]}\left(\int_{-\infty}^{\infty} s^{i x} d \nu_{2}(x)\right) d E_{s}=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x} d \nu_{2}(x)
\end{aligned}
$$

due to the Fubini theorem. Therefore, we have

$$
\Pi_{2}(X)=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x} X\left(1-s_{K}\right) d \nu_{2}(x)
$$

Symmetric arguments also show

$$
\Pi_{3}(X)=\left(1-s_{H}\right) X s_{K} \pi_{3}(0, K)=\int_{-\infty}^{\infty}\left(1-s_{H}\right) X\left(K s_{K}\right)^{-i x} d \nu_{3}(x)
$$

while

$$
\Pi_{4}(X)=\left(1-s_{H}\right)\left(\Pi_{4}(X)\right)\left(1-s_{K}\right)=a\left(1-s_{H}\right) X\left(1-s_{K}\right)
$$

is just trivial. By summing up all the $\Pi_{k}$ 's computed so far, we get the desired expression for $\Pi(X)$.

Proposition 2.11. Let $\pi(s, t)$ be the Schur multiplier in the previous lemma. If $\phi(s, t)$ is a Schur multiplier relative to a pair $(H, K)$, then so is the pointwise product $\psi(s, t)=\pi(s, t) \phi(s, t)$. Furthermore, for each $X \in B(\mathcal{H})$ the corresponding double integral transformations $\Phi(X)$ and $\Psi(X)$ are related by

$$
\begin{gathered}
\Psi(X)=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(\Phi(X))\left(K s_{K}\right)^{-i x} d \nu_{1}(x) \\
+\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(\Phi(X))\left(1-s_{K}\right) d \nu_{2}(x) \\
\quad+\int_{-\infty}^{\infty}\left(1-s_{H}\right)(\Phi(X))\left(K s_{K}\right)^{-i x} d \nu_{3}(x) \\
\quad+a\left(1-s_{H}\right)(\Phi(X))\left(1-s_{K}\right)
\end{gathered}
$$

Proof. The first statement follows from Lemmas 2.8 and 2.10. To get the expression for $\Psi(X)$, in the formula appearing in Lemma 2.10 we should just replace $X$ by $\Phi(X)$.

We end the chapter with the following remark on the standard $2 \times 2$-matrix trick, that will be sometimes useful in later chapters:
Remark 2.12. We set $\tilde{H}=\left[\begin{array}{cc}H & 0 \\ 0 & K\end{array}\right]$, and assume that $\phi$ is a Schur multiplier relative to $(\tilde{H}, \tilde{H})$ (or equivalently, so is $\phi$ relative to $(H, H),(H, K)$ and $(K, K))$. Then, $\phi$ (on $[0,\|\tilde{H}\|] \times[0,\|\tilde{H}\|]$ ) admits an integral expression as (2.3) relative to $(\tilde{H}, \tilde{H})$. For $\tilde{X}=\left[\begin{array}{ll}0 & X \\ 0 & 0\end{array}\right]$ we compute

$$
\begin{aligned}
\alpha(\tilde{H}, x) \tilde{X} \beta(\tilde{H}, x) & =\left[\begin{array}{cc}
\alpha(H, x) & 0 \\
0 & \alpha(K, x)
\end{array}\right]\left[\begin{array}{ll}
0 & X \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
\beta(H, x) & 0 \\
0 & \beta(K, x)
\end{array}\right] \\
& =\left[\begin{array}{cc}
0 & \alpha(H, x) X \beta(K, x) \\
0 & 0
\end{array}\right] .
\end{aligned}
$$

Therefore, the (1,2)-component of $\Phi_{\tilde{H}, \tilde{H}}(\tilde{X})=\int_{\Omega} \alpha(\tilde{H}, x) \tilde{X} \beta(\tilde{H}, x) d \sigma(x)$ is exactly

$$
\int_{\Omega} \alpha(H, x) X \beta(K, x) d \sigma(x)=\Phi_{H, K}(X) .
$$

The support projection of $\tilde{H}$ is of the form

$$
s_{\tilde{H}}=\left[\begin{array}{cc}
s_{H} & 0 \\
0 & s_{K}
\end{array}\right]
$$

and $s_{H}\left(\Phi_{H, K}(X)\right) s_{K}$ is the $(1,2)$-component of $s_{\tilde{H}}\left(\Phi_{\tilde{H}, \tilde{H}}(\tilde{X})\right) s_{\tilde{H}}$.

### 2.5 Notes and references

Motivated from perturbations of a continuous spectrum, scattering theory and triangular representations of Volterra operators (see [30]) as well as study of Hankel operators (see [71] for recent progress of the subject matter), in [14, 15, 16] M. Sh. Birman and M. Z. Solomyak systematically developed theory of double integral transformations formally written as

$$
Y=\iint \phi(s, t) d F_{t} X d E_{s}
$$

Besides the definition given at the beginning of this chapter (first defined on $\mathcal{C}_{2}(\mathcal{H})$ ), another definition by repeated integration

$$
\begin{equation*}
Y(s)=\left(\int \phi(s, t) d F_{t}\right) X, \quad Y=\int Y(s) d E_{s} \tag{2.24}
\end{equation*}
$$

was also taken by Birman and Solomyak, where the latter integration is understood as the limit of Riemann-Stieltjes sums. Indeed, the articles [15, 16] were largely devoted to the well-definedness of the repeated integration in certain symmetric operator ideals in cases when $\phi$ is a function in some classes of Lipschitz type or of Sobolev type. For example, the following criterion was obtained:
Theorem Let $\phi(s, t)$ be a bounded Borel function on $[a, b] \times[c, d]$ satisfying $\operatorname{Lip} \alpha$ with respect to variable $s$ with a constant (of Hölder continuity of order $\alpha$ ) independent of $t$. Assume that $E_{s}$ and $F_{t}$ are supported in $[a, b]$ and $[c, d]$ respectively. If $\alpha>\frac{1}{2}$, then $\phi$ is a Schur multiplier and for any $X \in B(\mathcal{H})$ the repeated integral (2.24) exists and coincides with $\Phi(X)$ (defined in §2.1). If $\alpha \leq \frac{1}{2}$, then for any $X \in \mathcal{C}_{p}(\mathcal{H})$ with $\frac{1}{p}>\frac{1}{2}-\alpha$ the repeated integral (2.24) exists as a compact operator.

But this type of results are not so useful in the present monograph because we mostly treat means (introduced in Definition 3.1) which do not at all satisfy the Lipschitz type condition.

As was shown in [69, 70] (also [15]), double integral transformations are closely related to problems of operator perturbations. For a $C^{1}$-function $\varphi$ on an interval $I(\subseteq \mathbf{R})$ and self-adjoint operators $A=\int s d E_{s}, B=\int t d F_{t}$ with spectra contained in $I$ we formally have

$$
\begin{equation*}
\varphi(A)-\varphi(B)=\int_{I} \int_{I} \varphi^{[1]}(s, t) d E_{s}(A-B) d F_{t} \tag{2.25}
\end{equation*}
$$

with the divided difference

$$
\varphi^{[1]}(s, t)=\left\{\begin{array}{cc}
\frac{\varphi(s)-\varphi(t)}{s-t} & (\text { if } s \neq t) \\
\varphi^{\prime}(s) & (\text { if } s=t)
\end{array}\right.
$$

If $\varphi^{[1]}(s, t)$ is known to be a Schur multiplier relative to say some $p$-Schatten ideal $\mathcal{C}_{p}(\mathcal{H})$, then (2.25) for $A-B$ sitting in the ideal is justified and hence one gets the perturbation norm inequality

$$
\begin{equation*}
\|\varphi(A)-\varphi(B)\|_{p} \leq \text { const. }\|A-B\|_{p} \tag{2.26}
\end{equation*}
$$

showing $\varphi(A)-\varphi(B) \in \mathcal{C}_{p}(\mathcal{H})$, i.e., the stability of perturbation. The following is a folk result (whose proof is an easy but amusing exercise): If $\varphi(s)$ is of the form $\varphi(s)=\int_{-\infty}^{\infty} e^{i s t} d \nu(t)$ with a signed measure $\nu$ satisfying $\int_{-\infty}^{\infty}(1+$ $|t|) d|\nu|(t)<\infty$, then $\varphi^{[1]}(s, t)$ is a Schur multiplier relative to $\mathcal{C}_{1}(\mathcal{H})$ (and hence relative to any $\left.\mathcal{C}_{p}(\mathcal{H})\right)$. On the other hand, in [27] Yu. B. Farforovskaya obtained an example of $\varphi \in C^{1}(I)$ for which (2.26) fails to hold for $\|\cdot\|_{1}$. The next result due to E. B. Davies is very powerful:
Theorem ([24, Theorem 17]) Let $\varphi$ be a function of the form

$$
\varphi(s)=a s+b+\int_{-\infty}^{s}(s-t) d \nu(t)
$$

with $a, b \in \mathbf{R}$ and a signed measure $\nu$ of compact support. Then, the estimate (2.26) is valid for any $p \in(1, \infty)$.

The following "unitary version" of (2.25) is also useful: If $\varphi$ is a $C^{1}$-function on the unit circle $\mathbf{T}$ (with a Schur multiplier $\varphi^{[1]}(s, t)$ ), then we have

$$
\varphi(U)-\varphi(V)=\int_{\mathbf{T}} \int_{\mathbf{T}} \varphi^{[1]}(\zeta, \eta) d E_{\zeta}(U-V) d F_{\eta}
$$

for unitary operators $U=\int_{\mathbf{T}} \zeta d E_{\zeta}, V=\int_{\mathbf{T}} \eta d F_{\eta}$. This technique was often used in M. G. Krein's works and is closely related to his famous spectral shift function.

Peller's characterization theorem (Theorem 2.2) was given in [69] ([70] is an announcement) while general results such as Propositions 2.6 and 2.7 were shown in $[15,16]$ by M. Sh. Birman and M. Z. Solomyak. Unfortunately these articles $[15,16,69]$ (especially [69]) were not widely circulated. Our arguments here are basically taken from their articles, but we have tried to present more details. In fact, for the reader's convenience we have supplied some arguments that were omitted in the original articles.

## Means of operators and their comparison

From now on we will study means $M(H, K) X$ of operators $H, K, X$ with $H, K \geq 0$ (for certain scalar means $M(s, t)$ ). In fact, our operator means $M(H, K) X$ are defined as double integral transformations studied in Chapter 2 so that corresponding scalar means $M(s, t)$ are required to be Schur multipliers. In this chapter general properties of such operator means are clarified while some special series of concrete means will be exemplified in later chapters. Here we are mostly concerned with integral expressions (Theorem 3.4), comparison of norms (Theorem 3.7), norm estimate (Theorem 3.12) and the determination of the kernel and the closure of the range of the "mean transform" $M(H, K)$ (Theorem 3.16).

### 3.1 Symmetric homogeneous means

We begin by introducing a class of means for positive scalars and a partial order among them. This order will be quite essential in the sequel of the monograph. We confine ourselves to that class of means for convenience sake while all the results in the next $\S 3.2$ remain valid (with obvious modification) for more general means (as will be briefly discussed in §A.1).

Definition 3.1. A continuous positive real function $M(s, t)$ for $s, t>0$ is called a symmetric homogeneous mean (or simply a mean) if $M$ satisfies the following properties:
(a) $M(s, t)=M(t, s)$,
(b) $M(r s, r t)=r M(s, t)$ for $r>0$,
(c) $M(s, t)$ is non-decreasing in $s, t$,
(d) $\min \{s, t\} \leq M(s, t) \leq \max \{s, t\}$.

We denote by $\mathfrak{M}$ the set of all such symmetric homogeneous means.
Definition 3.2. We assume $M, N \in \mathfrak{M}$. We write $M \preceq N$ when the ratio $M\left(e^{x}, 1\right) / N\left(e^{x}, 1\right)$ is a positive definite function on $\mathbf{R}$, or equivalently, the
$\operatorname{matrix}\left[\frac{M\left(s_{i}, s_{j}\right)}{N\left(s_{i}, s_{j}\right)}\right]_{i, j=1, \cdots, n}$ is positive semi-definite for any $s_{1}, \ldots, s_{n}>0$ with any size $n$. By the Bochner theorem it is also equivalent to the existence of a symmetric probability measure $\nu$ on $\mathbf{R}$ satisfying $M\left(e^{x}, 1\right)=\hat{\nu}(x) N\left(e^{x}, 1\right)$ $(x \in \mathbf{R})$, that is,

$$
\begin{equation*}
M(s, t)=\hat{\nu}(\log s-\log t) N(s, t) \quad(s, t>0) \tag{3.1}
\end{equation*}
$$

Here, $\hat{\nu}(x)$ means the Fourier transform $\hat{\nu}(x)=\int_{-\infty}^{\infty} e^{i x y} d \nu(y)(x \in \mathbf{R})$.
The reason why a symmetric probability $\nu$ comes out is that the real function $M\left(e^{x}, 1\right) / N\left(e^{x}, 1\right)$ takes value 1 at the origin. (See [39, Theorem 1.1] for details.) Also, note that the order $M \preceq N$ is strictly stronger than the usual (point-wise) order $M(s, t) \leq N(s, t)(s, t>0)$ (see [39, Example 3.5]). The domain of $M \in \mathfrak{M}$ naturally extends to $[0, \infty) \times[0, \infty)$ in the following way:

$$
\begin{gathered}
M(s, 0)=\lim _{t \searrow 0} M(s, t) \quad(s>0), \quad M(0, t)=\lim _{s \searrow 0} M(s, t) \quad(t>0) \\
M(0,0)=\lim _{s \searrow 0} M(s, 0)=\lim _{t \searrow 0} M(0, t)
\end{gathered}
$$

and $M(s, t)$ remains continuous on the extended domain. It is easy to check

$$
\begin{equation*}
M(s, 0)=M(0, s)=s M(1,0) \quad(s>0) \tag{3.2}
\end{equation*}
$$

and hence

$$
\begin{equation*}
M(0,0)=0 \tag{3.3}
\end{equation*}
$$

The most familiar means in $\mathfrak{M}$ are probably

$$
\begin{aligned}
A(s, t) & =\frac{s+t}{2} & & \text { (arithmetic mean) } \\
L(s, t) & =\frac{s-t}{\log s-\log t}=\int_{0}^{1} s^{x} t^{1-x} d x & & \text { (logarithmic mean) } \\
G(s, t) & =\sqrt{s t} & & \text { (geometric mean), } \\
M_{\mathrm{har}}(s, t) & =\frac{2}{s^{-1}+t^{-1}} & & \text { (harmonic mean). }
\end{aligned}
$$

The largest and smallest means in $\mathfrak{M}$

$$
M_{\infty}(s, t)=\max \{s, t\} \quad \text { and } \quad M_{-\infty}(s, t)=\min \{s, t\}
$$

will play an important role in our discussions below.
We have the following order relation among the above means:

$$
\begin{equation*}
M_{-\infty} \preceq M_{\mathrm{har}} \preceq G \preceq L \preceq A \preceq M_{\infty} \tag{3.4}
\end{equation*}
$$

The proof is found in the more general [39, Theorem 2.1] (i.e., (5.2) right before Theorem 5.1 in Chapter 5 ; see also [38, Proposition 1 or more generally

Theorem 5]). However, here for the reader's convenience we prove this special case by bare-handed computations. Firstly Example 3.6, (c) below shows $A \preceq$ $M_{\infty}$. For $L \preceq A$ we just note

$$
\frac{L\left(e^{x}, 1\right)}{A\left(e^{x}, 1\right)}=\frac{e^{x}-1}{x} \times \frac{2}{e^{x}+1}=\frac{2 \sinh (x / 2)}{x \cosh (x / 2)}=\int_{0}^{1} \frac{\cosh (a x / 2)}{\cosh (x / 2)} d a
$$

Since $\cosh (a x / 2) / \cosh (x / 2)$ is positive definite for each $a \in[0,1]$ (see $\S 6.3$, 1), so is the above integral. (The Fourier transform can be also explicitly determined; see (6.8) or the computations in [38, p. 305].) For $G \preceq L$ we observe

$$
\frac{G\left(e^{x}, 1\right)}{L\left(e^{x}, 1\right)}=e^{x / 2} \times \frac{x}{e^{x}-1}=\frac{x}{2 \sinh (x / 2)}
$$

The well-known formula

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{x}{2 \sinh (x / 2)} e^{i x y} d x=\frac{1}{4 \cosh ^{2}(\pi y)} \tag{3.5}
\end{equation*}
$$

and its inverse transform guarantee the positive definiteness of the ratio. Finally, both of

$$
\begin{aligned}
& \frac{M_{\mathrm{har}}\left(e^{x}, 1\right)}{G\left(e^{x}, 1\right)}=\frac{2}{e^{-x}+1} \times e^{-x / 2}=\frac{1}{\cosh (x / 2)} \\
& \frac{M_{-\infty}\left(e^{x}, 1\right)}{M_{\mathrm{har}}\left(e^{x}, 1\right)}=\min \left\{e^{x}, 1\right\} \times \frac{e^{-x}+1}{2}=\frac{e^{-|x|}+1}{2}
\end{aligned}
$$

are obviously positive definite (see (5.8) and (7.3)), and we are done.
Now let $H, K$ be positive operators in $B(\mathcal{H})$ with the spectral decompositions $H=\int_{0}^{\|H\|} s d E_{s}$ and $K=\int_{0}^{\|K\|} t d F_{t}$. For a mean $M \in \mathfrak{M}$ we would like to define the corresponding double integral transformation relative to the pair $(H, K)$ :

$$
M(H, K) X=M_{H, K}(X)=\int_{0}^{\|H\|} \int_{0}^{\|K\|} M(s, t) d E_{s} X d F_{t}
$$

for $X \in B(\mathcal{H})$, and we consider this transformation acting on operators on $\mathcal{H}$ as a "mean of $H$ and $K$ ". The transformation $M(H, K)$ always makes sense if restricted on the Hilbert-Schmidt class $\mathcal{C}_{2}(\mathcal{H})$ (in particular, on the ideal $\left.\mathcal{I}_{\text {fin }}\right)$; it is the function calculus on $\mathcal{C}_{2}(\mathcal{H})$ via $M(s, t)$ of the left multiplication by $H$ and the right multiplication by $K$. But, to define $M(H, K)=M_{H, K}$ on the whole $B(\mathcal{H})$, we have to verify that $M$ is a Schur multiplier relative to $(H, K)$. For instance, if $H, K$ have finite spectra so that they have the discrete spectral decompositions

$$
H=\sum_{i=1}^{m} s_{i} P_{i} \quad \text { and } \quad K=\sum_{j=1}^{n} t_{j} Q_{j}
$$

with projections $P_{i}, Q_{j}$ such that $\sum_{i=1}^{m} P_{i}=\sum_{j=1}^{n} Q_{j}=1$, then each $M \in \mathfrak{M}$ is a Schur multiplier relative to $(H, K)$ and

$$
M(H, K) X=\sum_{i=1}^{m} \sum_{j=1}^{n} M\left(s_{i}, t_{j}\right) P_{i} X Q_{j}
$$

(this is the case even for any Borel function on $[0, \infty) \times[0, \infty)$ ).
In what follows we simply say that $M \in \mathfrak{M}$ is a Schur multiplier if it is so relative to any pair $(H, K)$ of positive operators. As for the means $A, L$ and $G$, the corresponding double integral transformations have the concrete forms

$$
\begin{aligned}
A(H, K) X & =\frac{1}{2}(H X+X K) \\
L(H, K) X & =\int_{0}^{1} H^{x} X K^{1-x} d x \\
G(H, K) X & =H^{\frac{1}{2}} X K^{\frac{1}{2}}
\end{aligned}
$$

showing that they are indeed Schur multipliers. But it is not so obvious to determine whether a given $M \in \mathfrak{M}$ is a Schur multiplier. The next proposition provides a handy sufficient condition.

Proposition 3.3. Let $M, N \in \mathfrak{M}$ and $H, K$ be positive operators.
(a) If $M \preceq N$ and $N$ is a Schur multiplier relative to $(H, K)$, then so is $M$.
(b) If $M \preceq M_{\infty}$, then $M$ is a Schur multiplier (relative to any $(H, K)$ ).

Proof. (a) By Definition 3.2 there exists a symmetric probability measure $\nu$ satisfying (3.1). Noting $M(1,0) \leq N(1,0)$ (following from $M(s, t) \leq N(s, t)$ when $s, t>0$ ) we set $c=M(1,0) / N(1,0)$ if $N(1,0)>0$, otherwise $c=0$. Then, thanks to (3.2) and (3.3) we have $M(s, t)=\pi(s, t) N(s, t)$ for all $s, t \geq 0$ with

$$
\pi(s, t)= \begin{cases}\hat{\nu}(\log s-\log t) & \text { if } s, t>0  \tag{3.6}\\ c & \text { if } s>0 \text { and } t=0 \\ c & \text { if } s=0 \text { and } t>0 \\ 0 & \text { if } s=t=0\end{cases}
$$

Hence the assertion is a consequence of Proposition 2.11 (based on Lemma 2.8).
(b) By virtue of (a) it suffices to show that $M_{\infty}$ is a Schur multiplier. Since $A$ is obviously a Schur multiplier (as was mentioned above), (a) implies by (3.4) that $M_{-\infty}$ is a Schur multiplier. Hence so is $M_{\infty}$ because of the simple formula

$$
\begin{equation*}
M_{\infty}(s, t)=2 A(s, t)-M_{-\infty}(s, t) \tag{3.7}
\end{equation*}
$$

(see the remark after Lemma 2.8).

The fact that $M_{ \pm \infty}$ are Schur multipliers can be also seen from the discrete decompositions explained in §A.3 (see (A.4) and Theorem A.6). All the concrete means treated in later chapters satisfy $M \preceq M_{\infty}$ so that they are all Schur multipliers. It is easy to write down examples of $M \in \mathfrak{M}$ not satisfying $M \preceq M_{\infty}$; nevertheless we have so far no explicit example of $M \in \mathfrak{M}$ which is not a Schur multiplier.

### 3.2 Integral expression and comparison of norms

We begin with the integral expression (Theorem 3.4) for operator means, which is an adaptation of the integral expression in Proposition 2.11 (also Lemma 2.9) in the present setting of means in $\mathfrak{M}$. (Similar integral expressions for wider classes of means will be worked out in $\S 8.1$ and $\S$ A.1.) Then, comparison of norms of means will be an easy consequence.

In [49, p. 138] the following formula appears as an exercise:

$$
\sum_{t \in \mathbf{R}}|\mu(\{t\})|^{2}=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T}|\hat{\mu}(t)|^{2} d t
$$

for a complex measure $\mu$ on $\mathbf{R}$. A related fact will be needed in the proof of the theorem, and the proofs for this fact as well as the above formula will be presented in $\S$ A. 4 for the reader's convenience.

Theorem 3.4. Let $M, N \in \mathfrak{M}$ and $H, K$ be positive operators. If $M \preceq N$ with the representing measure $\nu$ for $M\left(e^{x}, 1\right) / N\left(e^{x}, 1\right)$ (see Definition 3.2) and if $N$ is a Schur multiplier relative to $(H, K)$, then so is $M$ and

$$
\begin{array}{r}
M(H, K) X=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(N(H, K) X)\left(K s_{K}\right)^{-i x} d \nu(x) \\
+M(1,0)\left(H X\left(1-s_{K}\right)+\left(1-s_{H}\right) X K\right) \tag{3.8}
\end{array}
$$

for all $X \in B(\mathcal{H})$. In this case we also have

$$
\begin{gather*}
M(H, K) X=\int_{\{x \neq 0\}}\left(H s_{H}\right)^{i x}(N(H, K) X)\left(K s_{K}\right)^{-i x} d \nu(x) \\
+\nu(\{0\}) N(H, K) X \tag{3.9}
\end{gather*}
$$

Proof. We use the same notations as in the proof of Proposition 3.3, (a). Use of Lemma 2.9 (see (2.23)) to $N$ with (3.2) and (3.3) yields

$$
\begin{align*}
N(H, K) X=s_{H}( & N(H, K) X) s_{K} \\
& +N(1,0)\left(H X\left(1-s_{K}\right)+\left(1-s_{H}\right) X K\right) \tag{3.10}
\end{align*}
$$

Since $M(s, t)=\pi(s, t) N(s, t)$ for all $s, t \geq 0$ with $\pi$ defined by (3.6), Proposition 2.11 implies

$$
\begin{aligned}
M(H, K) X= & \int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(N(H, K) X)\left(K s_{K}\right)^{-i x} d \nu(x) \\
& +c\left(s_{H}(N(H, K) X)\left(1-s_{K}\right)+\left(1-s_{H}\right)(N(H, K) X) s_{K}\right)
\end{aligned}
$$

Since $M(1,0)=c N(1,0)$, the expression (3.8) is obtained by substituting (3.10) into the above integral expression.

To show (3.9), we begin with the claim $M(1,0)=\nu(\{0\}) N(1,0)$. When $N(1,0)=0$, we must have $M(1,0)=0$ due to $M(1,0) \leq N(1,0)$ and there is nothing to prove. Thus we may and do assume $N(1,0)>0$. In this case we note

$$
\begin{aligned}
& \lim _{x \rightarrow-\infty} \hat{\nu}(x)=\lim _{x \rightarrow-\infty} \frac{M\left(e^{x}, 1\right)}{N\left(e^{x}, 1\right)}=\frac{M(0,1)}{N(0,1)}\left(=\frac{M(1,0)}{N(1,0)}\right), \\
& \lim _{x \rightarrow \infty} \hat{\nu}(x)=\lim _{x \rightarrow \infty} \frac{M\left(e^{x}, 1\right)}{N\left(e^{x}, 1\right)}=\lim _{x \rightarrow \infty} \frac{M\left(1, e^{-x}\right)}{N\left(1, e^{-x}\right)}=\frac{M(1,0)}{N(1,0)} .
\end{aligned}
$$

Therefore, we conclude

$$
\lim _{x \rightarrow \pm \infty} \hat{\nu}(x)=\frac{M(1,0)}{N(1,0)}
$$

and the claim follows from Corollary A. 8 in $\S$ A.4. The claim and (3.8) yield

$$
\begin{aligned}
M( & H, K) X \\
= & \int_{\{x \neq 0\}}\left(H s_{H}\right)^{i x}(N(H, K) X)\left(K s_{K}\right)^{-i x} d \nu(x) \\
& +\nu(\{0\})\left(s_{H}(N(H, K) X) s_{K}+N(1,0)\left(H X\left(1-s_{K}\right)+\left(1-s_{H}\right) X K\right)\right) \\
= & \int_{\{x \neq 0\}}\left(H s_{H}\right)^{i x}(N(H, K) X)\left(K s_{K}\right)^{-i x} d \nu(x)+\nu(\{0\}) N(H, K) X .
\end{aligned}
$$

Here, the second equality is due to (3.10).
From the expression (3.9) in the preceding theorem and Theorem A. 5 we have

Corollary 3.5. Let $M, N \in \mathfrak{M}(M \preceq N)$ and $H, K$ be as in the theorem. Then for any unitarily invariant norm ||| ||| we have

$$
\|\|M(H, K) X|\|\leq\|\|N(H, K) X \mid\|
$$

for all $X \in B(\mathcal{H})$. In particular,

$$
\|M(H, K)\|_{(\||\cdot|\|,\|\cdot \mid\|)} \leq\|N(H, K)\|_{(\|\cdot \mid\|,\|,\| \cdot\| \|)}
$$

Example 3.6. The following examples are applications of the integral expression in the above theorem to means in (3.4).
(a) Since the ratio $G\left(e^{x}, 1\right) / A\left(e^{x}, 1\right)=\left(\cosh \left(\frac{x}{2}\right)\right)^{-1}$ is the Fourier transform of $(\cosh (\pi x))^{-1}$,

$$
H^{\frac{1}{2}} X K^{\frac{1}{2}}=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(H X+X K)\left(K s_{K}\right)^{-i x} \frac{d x}{2 \cosh (\pi x)}
$$

Actually, the observation of this expression is the starting point of our works on means of operators in a series of recent articles ([54, 38, 39]). We also point out that the use of this integral transformation was crucial in [22, 23].
(b) Since $M_{-\infty}\left(e^{x}, 1\right) / G\left(e^{x}, 1\right)=e^{-|x| / 2}$ is the Fourier transform of $\frac{1}{2 \pi}\left(x^{2}+\right.$ $\left.\frac{1}{4}\right)^{-1}($ see (5.8) and (7.3)),

$$
M_{-\infty}(H, K) X=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{\frac{1}{2}+i x} X\left(K s_{K}\right)^{\frac{1}{2}-i x} \frac{d x}{2 \pi\left(x^{2}+\frac{1}{4}\right)}
$$

(c) Since $A\left(e^{x}, 1\right) / M_{\infty}\left(e^{x}, 1\right)=\frac{1}{2}\left(1+e^{-|x|}\right)$ is the Fourier transform of the measure $\frac{1}{2} \delta_{0}+\frac{1}{2 \pi}\left(x^{2}+1\right)^{-1} d x$,

$$
\begin{aligned}
H X+X K= & M_{\infty}(H, K) X \\
& +\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(M_{\infty}(H, K) X\right)\left(K s_{K}\right)^{-i x} \frac{d x}{\pi\left(x^{2}+1\right)} .
\end{aligned}
$$

The opposite direction of this is also possible. Since $M_{-\infty}\left(e^{x}, 1\right) / A\left(e^{x}, 1\right)=$ $2 e^{-|x|} /\left(1+e^{-|x|}\right)=e^{-|x| / 2} / \cosh \left(\frac{x}{2}\right)$ is the Fourier transform of the convolution product

$$
f(x)=\left(\frac{1}{\cosh (\pi x)}\right) *\left(\frac{1}{2 \pi\left(x^{2}+\frac{1}{4}\right)}\right)
$$

one obtains thanks to (3.7)

$$
\begin{align*}
M_{\infty}(H, K) X= & H X+X K \\
& -\frac{1}{2} \int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(H X+X K)\left(K s_{K}\right)^{-i x} f(x) d x \tag{3.11}
\end{align*}
$$

The general comparison theorem for means in $\mathfrak{M}$ was summarized in [39, Theorem 1.1] in the setting of matrices, and its extension to the operator setting was stated at the end of [39]. However, the statement there is quite rough and its sketch for the proof contains some inaccurate arguments. So, for completeness let us prove the next theorem in a precise form.
Theorem 3.7. For $M, N \in \mathfrak{M}$ the following conditions are all equivalent:
(i) there exists a symmetric probability measure $\nu$ on $\mathbf{R}$ with the following property: if $N$ is a Schur multiplier relative to $(H, K)$ of non-singular positive operators, then so is $M$ and

$$
M(H, K) X=\int_{-\infty}^{\infty} H^{i x}(N(H, K) X) K^{-i x} d \nu(x)
$$

for all $X \in B(\mathcal{H})$;
(ii) if $N$ is a Schur multiplier relative to a pair $(H, K)$ of positive operators, then so is $M$ and

$$
\|\|M(H, K) X\|\| \leq\| \| N(H, K) X\| \|
$$

for all unitarily invariant norms and all $X \in B(\mathcal{H})$;
(iii) $\|M(H, H) X\| \leq\|N(H, H) X\|$ for all $H \geq 0$ and all $X \in \mathcal{I}_{\text {fin }}$;
(iv) $M \preceq N$.

Proof. (iv) $\Rightarrow$ (i) is contained in Theorem 3.4, and (iv) $\Rightarrow$ (ii) follows from Corollary 3.5. When $H, K$ and $X$ are of finite-rank, (ii) and (iii) reduce to the same condition in the matrix case (of any size). So (ii) $\Rightarrow$ (iv) and (iii) $\Rightarrow$ (iv) are seen from [39, Theorem 1.1]. (Necessary arguments under a slightly weaker assumption will be actually presented in the proof of Theorem A. 3 in $\S$ A.1.) For (i) $\Rightarrow$ (iv) put $H=s 1(s>0)$ and $K=X=1$; then the integral expression in (i) reduces to $M(s, 1)=\hat{\nu}(\log s) N(s, 1)$, i.e., $M \preceq N$.

It remains to show (iv) $\Rightarrow$ (iii), which is not quite trivial because $N$ in (iii) is not a priori a Schur multiplier relative to $(H, H)$. At first, when $H$ is also of finite-rank, the inequality in (iii) follows from (iv) by [39, Theorem 1.1] (or from (ii) since we have already had (iv) $\Rightarrow$ (ii)). For a general $H$ choose a sequence $\left\{H_{n}\right\}$ of finite-rank positive operators such that $\left\|H_{n}\right\| \leq\|H\|$ and $H_{n} \rightarrow H$ in the strong operator topology. Then $\pi_{\ell}\left(H_{n}\right) \rightarrow \pi_{\ell}(H)$ strongly on $\mathcal{C}_{2}(\mathcal{H})$ because for a rank-one operator $\xi \otimes \eta^{c}$ we get

$$
\begin{aligned}
& \left\|\pi_{\ell}\left(H_{n}\right)\left(\xi \otimes \eta^{c}\right)-\pi_{\ell}(H)\left(\xi \otimes \eta^{c}\right)\right\|_{2} \\
& \quad=\left\|\left(H_{n} \xi-H \xi\right) \otimes \eta^{c}\right\|_{2}=\left\|H_{n} \xi-H \xi\right\| \times\|\eta\| \longrightarrow 0 .
\end{aligned}
$$

Similarly $\pi_{r}\left(H_{n}\right) \rightarrow \pi_{r}(H)$ strongly on $\mathcal{C}_{2}(\mathcal{H})$. Since $M(s, t)$ is uniformly approximated on $[0,\|H\|] \times[0,\|H\|]$ by polynomials in two variables $s$ and $t$, it follows that $M\left(H_{n}, H_{n}\right) \rightarrow M(H, H)$ strongly on $\mathcal{C}_{2}(\mathcal{H})$. For every $X \in \mathcal{I}_{\text {fin }}$ $\left(\subseteq \mathcal{C}_{2}(\mathcal{H})\right)$ we thus get

$$
\left\|M\left(H_{n}, H_{n}\right) X-M(H, H) X\right\| \leq\left\|M\left(H_{n}, H_{n}\right) X-M(H, H) X\right\|_{2} \rightarrow 0
$$

and the same is true for $N$ too. Hence the required inequality is obtained by taking the limit from $\left\|M\left(H_{n}, H_{n}\right) X\right\| \leq\left\|N\left(H_{n}, H_{n}\right) X\right\|$.

### 3.3 Schur multipliers for matrices

In estimating the norm of a double integral transformation, it is sometimes useful to reduce the problem to the matrix case by approximation (though
computing the Schur multiplication norm is usually difficult even in the matrix case). Such an approximation technique is developed here, which will be indispensable in §3.5.

We begin with basics on Schur multiplication on matrices. Let $A=$ $\left[a_{i j}\right]_{i, j=1,2, \ldots}$ be an infinite complex matrix such that $\sup _{i, j}\left|a_{i j}\right|<\infty$. Then one can formally define a Schur multiplication operator $S_{A}$ on the space of infinite matrices as

$$
S_{A}(X)=A \circ X=\left[a_{i j} x_{i j}\right] \quad \text { for } X=\left[x_{i j}\right]
$$

where $\circ$ is the Schur product or the Hadamard product (i.e., the entry-wise product). Consider the Hilbert space $\ell^{2}$ with the canonical basis $\left\{e_{i}\right\}_{i=1,2, \ldots}$ and identify an operator $X \in B\left(\ell^{2}\right)$ as the matrix $\left[\left(X e_{j}, e_{i}\right)\right]_{i, j=1,2, \ldots}$. We then say that $A$ is a Schur multiplier if $S_{A}$ gives rise to a bounded transformation of $\mathcal{C}_{1}\left(\ell^{2}\right)$ into itself (or equivalently, of $B\left(\ell^{2}\right)$ into itself). A Schur multiplication operator $S_{A}$ as above is realized as a double integral transformation of discrete type. In fact, assume that $H, K \geq 0$ are diagonalizable with

$$
H=\sum_{i=1}^{\infty} s_{i} \xi_{i} \otimes \xi_{i}^{c} \quad \text { and } \quad K=\sum_{i=1}^{\infty} t_{i} \eta_{i} \otimes \eta_{i}^{c}
$$

for some orthonormal bases $\left\{\xi_{i}\right\}$ and $\left\{\eta_{i}\right\}$. For any Borel function $\phi$ on $[0, \infty) \times[0, \infty)$ the corresponding double integral transformation $\Phi_{H, K}$ can be represented as

$$
\begin{equation*}
\Phi_{H, K}\left(U X V^{*}\right)=U S_{A}(X) V^{*} \quad \text { for } X=\left[x_{i j}\right] \in B\left(\ell^{2}\right) \tag{3.12}
\end{equation*}
$$

where $A=\left[\phi\left(s_{i}, t_{j}\right)\right]_{i, j=1,2, \ldots}$ and $U, V$ are unitary operators given by $U e_{i}=$ $\xi_{i}, V e_{i}=\eta_{i}$. In this way, $\phi$ is a Schur multiplier relative to $(H, K)$ if and only if $A=\left[\phi\left(s_{i}, t_{j}\right)\right]$ is a Schur multiplier, and in this case

$$
\begin{equation*}
\left\|\Phi_{H, K}\right\|_{(1,1)}=\left\|S_{A}\right\|_{(1,1)} \tag{3.13}
\end{equation*}
$$

Moreover, the characterization (iv) of Theorem 2.2 reads as follows: there exist a Hilbert space $\mathcal{K}\left(=L^{2}(\Omega, \sigma)\right.$ there $)$ and bounded sequences $\left\{u_{i}\right\}$ and $\left\{v_{j}\right\}$ of vectors in $\mathcal{K}$ such that

$$
a_{i j}\left(=\phi\left(s_{i}, t_{j}\right)\right)=\left(u_{i}, v_{j}\right)_{\mathcal{K}} \quad(i, j=1,2, \ldots)
$$

This criterion (known as Haagerup's criterion) was independently obtained by U. Haagerup (see 4 in $\S 3.7$ ). In particular, when $A=\left[a_{i j}\right]_{i, j=1, \cdots, n}$ is an $n \times n$ matrix, the Schur multiplication operator $S_{A}$ is defined on $M_{n}(\mathbf{C})$, the algebra of $n \times n$ matrices, and furthermore the following is known (see 4 in §3.7):

$$
\begin{align*}
& \left\|S_{A}\right\|_{(1,1)}\left(=\left\|S_{A}\right\|_{(\infty, \infty)}\right) \\
& =\min \left\{\kappa \geq 0: \text { there are } \xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{n} \in \mathbf{C}^{n}\right. \text { such that } \\
& \left.\quad\left\|\xi_{i}\right\| \leq \kappa^{1 / 2},\left\|\eta_{j}\right\| \leq \kappa^{1 / 2}, a_{i j}=\left(\xi_{i}, \eta_{j}\right) \text { for } i, j=1, \ldots, n\right\} . \tag{3.14}
\end{align*}
$$

If $A$ is a positive semi-definite matrix, then

$$
\begin{equation*}
\left\|S_{A}\right\|_{(\infty, \infty)}=\max _{i} a_{i i} \tag{3.15}
\end{equation*}
$$

In fact, this is immediately seen from (3.14); if $\xi_{1}, \ldots, \xi_{n}$ are the row vectors of $A^{1 / 2}$, then $a_{i j}=\left(\xi_{i}, \xi_{j}\right)$ for all $i, j$. (A different proof without using (3.14) can be found in [4, 42].)

Lemma 3.8. An infinite matrix $A=\left[a_{i j}\right]_{i, j=1,2, \ldots}$ is a Schur multiplier if and only if

$$
\sup _{n \geq 1}\left\|S_{\left[a_{i j}\right]_{i, j=1, \cdots, n}}\right\|_{(1,1)}<\infty
$$

In this case, $\left\|S_{A}\right\|_{(1,1)}$ is equal to the above supremum.
Proof. If $A$ is a Schur multiplier, then it is obvious that

$$
\left\|S_{\left[a_{i j}\right]_{i, j=1, \cdots, n}}\right\|_{(1,1)} \leq\left\|S_{A}\right\|_{(1,1)} \quad(\text { for } n=1,2, \ldots)
$$

Conversely, assume that

$$
\kappa=\sup _{n \geq 1}\left\|S_{\left[a_{i j}\right]_{i, j=1, \cdots, n}}\right\|_{(1,1)}<\infty .
$$

Let $p_{n}=\sum_{i=1}^{n} e_{i} \otimes e_{i}^{c}$ with the canonical basis $\left\{e_{i}\right\}$ for $\ell^{2}$. For every $X \in \mathcal{C}_{1}\left(\ell^{2}\right)$ and $n=1,2, \ldots$ we get

$$
\left\|S_{A}\left(p_{n} X p_{n}\right)\right\|_{1}=\left\|\left[a_{i j} x_{i j}\right]_{i, j=1, \cdots, n}\right\|_{1} \leq \kappa\left\|p_{n} X p_{n}\right\|_{1} \leq \kappa\|X\|_{1}
$$

and

$$
\left\|S_{A}\left(p_{m} X p_{m}\right)-S_{A}\left(p_{n} X p_{n}\right)\right\|_{1} \leq \kappa\left\|p_{m} X p_{m}-p_{n} X p_{n}\right\|_{1}
$$

By approximating $X$ by finite-rank operators in the norm $\|\cdot\|_{1}$, one observes $\lim _{m, n \rightarrow \infty}\left\|p_{m} X p_{m}-p_{n} X p_{n}\right\|_{1}=0$ so that $\left\{S_{A}\left(p_{n} X p_{n}\right)\right\}_{n=1,2, \ldots}$ is Cauchy in $\mathcal{C}_{1}\left(\ell^{2}\right)$ from the second inequality and $\left\|S_{A}\left(p_{n} X p_{n}\right)-Y\right\|_{1} \rightarrow 0$ for some $Y \in$ $\mathcal{C}_{1}\left(\ell^{2}\right)$. Since the convergence also takes place in the weak operator topology, this limit $Y$ must be equal to $S_{A}(X)$ and consequently

$$
\left\|S_{A}(X)\right\|_{1}=\lim _{n \rightarrow \infty}\left\|S_{A}\left(p_{n} X p_{n}\right)\right\|_{1} \leq \kappa\|X\|_{1}
$$

from the above first estimate.
The next lemma will play a key role in $\S 3.5$. The assumption of $\phi$ here may not be best possible, however it is enough for our purpose.

Lemma 3.9. Let $\phi(s, t)$ be a function on $[0, \alpha] \times[0, \alpha]$ where $0<\alpha<\infty$, and assume that $\phi$ is bounded and continuous at any point possibly except at $(0,0)$. Then the following conditions are equivalent:
(i) $\phi$ is a Schur multiplier relative to every pair $(H, K)$ of positive operators with $\|H\|,\|K\| \leq \alpha$;
(ii) $\sup \left\{\left\|S_{\left[\phi\left(s_{i}, s_{j}\right)\right]_{i, j=1, \ldots, n}}\right\|_{(1,1)}: 0 \leq s_{1}, \ldots, s_{n} \leq \alpha, n \geq 1\right\}<\infty$, where repetition is allowed for $s_{1}, \ldots, s_{n}$.

Furthermore, if (ii) holds with finite supremum $\kappa$, then $\left\|\Phi_{H, K}\right\|_{(1,1)} \leq \kappa$ for any $(H, K)$ with $\|H\|,\|K\| \leq \alpha$.

Proof. (i) $\Rightarrow$ (ii). By assuming (i) and the failure of (ii), we will obtain a contradiction. Since (ii) fails to hold, for each $n$ one can choose $s_{1}^{(n)}, \ldots, s_{n}^{(n)}$ from $[0, \alpha]$ in such a way that

$$
\sup _{n \geq 1}\left\|S_{\left[\phi\left(s_{i}^{(n)}, s_{j}^{(n)}\right)\right]_{i, j=1, \cdots, n}}\right\|_{(1,1)}=\infty
$$

Let $\left\{s_{i}\right\}_{i=1,2, \ldots}$ be the sequence

$$
s_{1}^{(1)}, s_{1}^{(2)}, s_{2}^{(2)}, s_{1}^{(3)}, s_{2}^{(3)}, s_{3}^{(3)}, \ldots, s_{1}^{(n)}, \ldots, s_{n}^{(n)}, \ldots
$$

obtained so far. We set $A=\left[\phi\left(s_{i}, s_{j}\right)\right]_{i, j=1,2, \ldots}$ and $H=\sum_{i=1}^{\infty} s_{i} \xi_{i} \otimes \xi_{i}^{c}$ where $\left\{\xi_{i}\right\}$ is an orthonormal basis. Then (i) implies that $\phi$ is a Schur multiplier relative to $(H, H)$, so $A$ must be a Schur multiplier as remarked just after (3.12). But, since $\left[\phi\left(s_{i}^{(n)}, s_{j}^{(n)}\right)\right]_{i, j=1, \cdots, n}$ is a principal submatrix of $A$, it is obvious that

$$
\left\|S_{\left[\phi\left(s_{i}^{(n)}, s_{j}^{(n)}\right)\right]_{i, j=1, \cdots, n}}\right\|_{(1,1)} \leq\left\|S_{A}\right\|_{(1,1)}
$$

for all $n$. The supremum of the above left-hand side is $\infty$, a contradiction.
(ii) $\Rightarrow$ (i). Assume that the supremum $\kappa$ in (ii) is finite. Let $H$ be a positive operator with $\|H\| \leq \alpha$ and the spectral decomposition $H=\int_{0}^{\alpha} s d E_{s}$. For each $n=1,2, \ldots$ we divide $[0, \alpha]$ into subintervals

$$
\Lambda_{i}^{(n)}=\left[\frac{i-1}{n} \alpha, \frac{i}{n} \alpha\right) \quad(i=1, \ldots, n-1) \quad \text { and } \quad \Lambda_{n}^{(n)}=\left[\frac{n-1}{n} \alpha, \alpha\right],
$$

and let $t_{i}^{(n)}=\frac{i-1}{n} \alpha(i=1, \ldots, n)$. Define

$$
\phi_{n}(s, t)=\sum_{i, j=1}^{n} \phi\left(t_{i}^{(n)}, t_{j}^{(n)}\right) \chi_{\Lambda_{i}^{(n)} \times \Lambda_{j}^{(n)}}(s, t) \quad \text { for }(s, t) \in[0, \alpha] \times[0, \alpha]
$$

and

$$
H_{n}=\sum_{i=1}^{n} t_{i}^{(n)} E_{\Lambda_{i}^{(n)}}
$$

Then the double integral transformation $\Phi_{n}=\Phi_{H_{n}, H_{n}}$ corresponding to $\phi_{n}$ is given by

$$
\Phi_{n}(X)=\sum_{i, j=1}^{n} \phi\left(t_{i}^{(n)}, t_{j}^{(n)}\right) E_{\Lambda_{i}^{(n)}} X E_{\Lambda_{j}^{(n)}}
$$

Since $H_{n}$ is obviously diagonalizable, we write $H_{n}=\sum_{i=1}^{\infty} s_{i}^{(n)} \xi_{i}^{(n)} \otimes \xi_{i}^{(n) c}$ with an orthonormal basis $\left\{\xi_{i}^{(n)}\right\}_{i=1,2, \ldots}$ and set $A_{n}=\left[\phi\left(s_{i}^{(n)}, s_{j}^{(n)}\right)\right]_{i, j=1,2, \ldots}$. Then, thanks to (3.13) we get

$$
\left\|\Phi_{n}\right\|_{(1,1)}=\left\|S_{A_{n}}\right\|_{(1,1)}
$$

By assumption (ii) we apply Lemma 3.8 to conclude $\left\|S_{A_{n}}\right\|_{(1,1)} \leq \kappa$ so that $\left\|\Phi_{n}\right\|_{(1,1)} \leq \kappa$ for all $n$.

Now let $\xi, \eta, \xi^{\prime}, \eta^{\prime} \in \mathcal{H}$ be arbitrary. For $\Phi=\Phi_{H, H}$ we get

$$
\begin{aligned}
\left(\Phi\left(\xi \otimes \eta^{c}\right) \xi^{\prime}, \eta^{\prime}\right) & =\left(\Phi\left(\xi \otimes \eta^{c}\right), \eta^{\prime} \otimes \xi^{\prime c}\right)_{\mathcal{C}_{2}(\mathcal{H})} \\
& =\int_{0}^{\alpha} \int_{0}^{\alpha} \phi(s, t) d\left(E_{s}\left(\xi \otimes \eta^{c}\right) E_{t}, \eta^{\prime} \otimes \xi^{\prime c}\right)_{\mathcal{C}_{2}(\mathcal{H})} \\
& =\int_{0}^{\alpha} \int_{0}^{\alpha} \phi(s, t) d\left(E_{s} \xi, \eta^{\prime}\right) d\left(\xi^{\prime}, E_{t} \eta\right)
\end{aligned}
$$

and similarly

$$
\left(\Phi_{n}\left(\xi \otimes \eta^{c}\right) \xi^{\prime}, \eta^{\prime}\right)=\int_{0}^{\alpha} \int_{0}^{\alpha} \phi_{n}(s, t) d\left(E_{s} \xi, \eta^{\prime}\right) d\left(\xi^{\prime}, E_{t} \eta\right)
$$

Here, the complex-valued measures $d\left(E_{s} \xi, \eta^{\prime}\right), d\left(\xi^{\prime}, E_{t} \eta\right)$ are denoted by $\lambda, \mu$ respectively with their absolute values $|\lambda|,|\mu|$. By assumption, $|\phi(s, t)| \leq m$ (so $\left|\phi_{n}(s, t)\right| \leq m$ as well) on $[0, \alpha] \times[0, \alpha]$ for some $m<\infty$. For each $0<\delta<\alpha$, since $\phi_{n}(0,0)=\phi(0,0)$, we estimate

$$
\begin{aligned}
& \left|\left(\Phi_{n}\left(\xi \otimes \eta^{c}\right) \xi^{\prime}, \eta^{\prime}\right)-\left(\Phi\left(\xi \otimes \eta^{c}\right) \xi^{\prime}, \eta^{\prime}\right)\right| \\
& \leq \mid \\
& \quad+\left|\int_{([0, \alpha] \times[0, \alpha]) \backslash([0, \delta) \times[0, \delta))}\left(\phi_{n}(s, t)-\phi(s, t)\right) d(\lambda \times \mu)(s, t)\right| \\
& \quad+\left|\int_{([0, \delta) \times[0, \delta)) \backslash\{(0,0)\}} \phi_{n}(s, t) d(\lambda \times \mu)(s, t)\right| \\
& \leq \int_{([0, \alpha] \times[0, \alpha]) \backslash([0, \delta) \times[0, \delta))}\left|\phi_{n}(s, t)-\phi(s, t)\right| d(|\lambda| \times|\mu|)(s, t) \\
& \quad+2 m(|\lambda| \times|\mu|)(([0, \delta) \times[0, \delta)) \backslash\{(0,0)\}) .
\end{aligned}
$$

For any $\delta>0$ the first term of the latter expression tends to 0 as $n \rightarrow \infty$ because $\phi$ is continuous (hence uniformly continuous) on ([0, $\alpha] \times[0, \alpha]) \backslash$ $([0, \delta) \times[0, \delta))$ so that $\phi_{n} \rightarrow \phi$ uniformly there. But the second term can be arbitrarily small when $\delta>0$ is small enough. Therefore, we arrive at

$$
\lim _{n \rightarrow \infty}\left(\Phi_{n}\left(\xi \otimes \eta^{c}\right) \xi^{\prime}, \eta^{\prime}\right)=\left(\Phi\left(\xi \otimes \eta^{c}\right) \xi^{\prime}, \eta^{\prime}\right)
$$

This implies that $\Phi_{n}(X) \rightarrow \Phi(X)$ in the weak operator topology for all $X \in$ $\mathcal{I}_{\text {fin }}$. Since $\left\|\Phi_{n}\right\|_{(1,1)} \leq \kappa$ for all $n$ as stated above, the lower semi-continuity of $\|\cdot\|_{1}$ in the weak operator topology (see [37, Proposition 2.11]) yields

$$
\|\Phi(X)\|_{1} \leq \liminf _{n \rightarrow \infty}\left\|\Phi_{n}(X)\right\|_{1} \leq \kappa\|X\|_{1}
$$

for all $X \in \mathcal{I}_{\text {fin }}$. For each $X \in \mathcal{C}_{1}(\mathcal{H})$ we approximate $X$ by $p_{n} X p_{n}$ with finiterank projections $p_{n} \nearrow 1$. Then $\left\{\Phi\left(p_{n} X p_{n}\right)\right\}$ is $\|\cdot\|_{1}$-Cauchy and $\Phi\left(p_{n} X p_{n}\right) \rightarrow$ $Y \in \mathcal{C}_{1}(\mathcal{H})$ in the norm $\|\cdot\|_{1}$ as in the proof of Lemma 3.8. However, we claim $Y=\Phi(X)$. In fact, since $\Phi$ is a bounded operator on $\mathcal{C}_{2}(\mathcal{H})$, we have $\left\|\Phi\left(p_{n} X p_{n}\right)-\Phi(X)\right\|_{2} \rightarrow 0$ (as well as $\left\|\Phi\left(p_{n} X p_{n}\right)-Y\right\|_{2} \rightarrow 0$ thanks to $\left.\|\cdot\|_{2} \leq\|\cdot\|_{1}\right)$. Since $Y=\Phi(X)$, from the above estimate for operators in $\in \mathcal{I}_{\text {fin }}$ we have

$$
\|\Phi(X)\|_{1}=\lim _{n \rightarrow \infty}\left\|\Phi\left(p_{n} X p_{n}\right)\right\|_{1} \leq \kappa\|X\|_{1}
$$

for all $X \in \mathcal{C}_{1}(\mathcal{H})$.
Finally, the standard $2 \times 2$-matrix trick can be conveniently used to extend this inequality to a pair $(H, K)$ with $\|H\|,\|K\| \leq \alpha$. In fact, with $\tilde{H}$ and $\tilde{X}$ as in Remark 2.12 we notice

$$
\Phi_{\tilde{H}, \tilde{H}}(\tilde{X})=\left[\begin{array}{cc}
0 & \Phi_{H, K}(X) \\
0 & 0
\end{array}\right],
$$

which implies

$$
\left\|\Phi_{H, K}(X)\right\|_{1}=\left\|\Phi_{\tilde{H}, \tilde{H}}(\tilde{X})\right\|_{1} \leq \kappa\|\tilde{X}\|_{1}=\kappa\|X\|_{1}
$$

for $X \in \mathcal{C}_{1}(\mathcal{H})$. Thus, $\phi$ is a Schur multiplier relative to $(H, K)$ and $\left\|\Phi_{H, K}\right\|_{(1,1)} \leq \kappa$.

### 3.4 Positive definite kernels

We say that $M \in \mathfrak{M}$ is a positive definite kernel if $\left[M\left(s_{i}, s_{j}\right)\right]_{i, j=1, \cdots, n}$ is positive semi-definite for any $s_{1}, \ldots, s_{n}>0$ with any $n$. If $N \in \mathfrak{M}$ is a positive definite kernel, then so is $M \in \mathfrak{M}$ with $M \preceq N$. This is an immediate consequence of the famous Schur theorem on the Schur product of two positive semi-definite matrices. The next proposition says that the geometric mean $G$ is the largest in the order $\preceq$ among means in $\mathfrak{M}$ that are positive definite kernels. When $H$ is a matrix with eigenvalues $s_{1}, \ldots, s_{n} \geq 0, M(H, H)$ is essentially equal to the Schur multiplication by $\left[M\left(s_{i}, s_{j}\right)\right]_{i, j=1, \cdots, n}$ (up to unitary conjugation, see (3.12)). So one may consider the property (i) below as a generalization of the Schur theorem.

Proposition 3.10. The following conditions are equivalent for $M \in \mathfrak{M}$ :
(i) $M$ is a Schur multiplier and $M(H, H) X$ is positive if so are $H, X \in B(\mathcal{H})$;
(ii) $M$ is a positive definite kernel;
(iii) $M \preceq G$.

If this is the case, then $\|M(H, K)\|_{(1,1)} \leq \sqrt{\|H\| \times\|K\|}$ for all $H, K \geq 0$.
Proof. (i) $\Rightarrow$ (ii). Choose an orthonormal basis $\left\{\xi_{i}\right\}$. For each $n$, by setting $X=\sum_{i, j=1}^{n} \xi_{i} \otimes \xi_{j}^{c}$ and $H=\sum_{i=1}^{n} s_{i} \xi_{i} \otimes \xi_{i}^{c}$ with $s_{1}, \ldots, s_{n} \geq 0$, we get

$$
M(H, H) X=\sum_{i, j=1}^{n} M\left(s_{i}, s_{j}\right) \xi_{i} \otimes \xi_{j}^{c}
$$

Hence (i) implies the positive definiteness of $\left[M\left(s_{i}, s_{j}\right)\right]_{i, j=1, \cdots, n}$.
(ii) $\Rightarrow$ (iii). This is immediate because of

$$
\left[\frac{M\left(s_{i}, s_{j}\right)}{G\left(s_{i}, s_{j}\right)}\right]=\operatorname{diag}\left(s_{1}^{-1 / 2}, \ldots, s_{n}^{-1 / 2}\right)\left[M\left(s_{i}, s_{j}\right)\right] \operatorname{diag}\left(s_{1}^{-1 / 2}, \ldots, s_{n}^{-1 / 2}\right)
$$

for any $s_{1}, \ldots, s_{n}>0$.
(iii) $\Rightarrow$ (i). Assume (iii) with the representing measure $\nu$ for the ratio $M\left(e^{x}, 1\right) / G\left(e^{x}, 1\right)$. Then Theorem 3.4 implies that $M$ is a Schur multiplier and

$$
M(H, H) X=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(H^{1 / 2} X H^{1 / 2}\right)\left(H s_{H}\right)^{-i x} d \nu(x)
$$

(because of $M(1,0)=0$ ), which is positive if so is $X$. Furthermore, by Corollary 3.5 we get

$$
\||M(H, K) X|\| \leq\| \| H^{1 / 2} X K^{1 / 2}\| \| \leq \sqrt{\|H\| \times\|K\|}\| \| X \|
$$

for any unitarily invariant norm. Therefore, $\|M(H, K)\|_{(1,1)} \leq \sqrt{\|H\| \times\|K\|}$.

### 3.5 Norm estimates for means

When $M$ is one of $A, L$ and $G$, it is straight-forward to see $\|M(H, K)\|_{(1,1)} \leq$ $M(\|H\|,\|K\|)$. In fact, this was noticed for $G$ in the proof of Proposition 3.10, and for $L$ we have

$$
\begin{aligned}
& \|L(H, K) X\|\left\|\leq \int_{0}^{1} \mid\right\| H^{x} X K^{1-x}\| \| d x \\
& \quad \leq \int_{0}^{1}\|H\|^{x}\|K\|^{1-x} d x \times\| \| X\| \|=L(\|H\|,\|K\|) \mid\|X\| \|
\end{aligned}
$$

for any unitarily invariant norm. As long as $M \preceq M_{\infty}$ we also get the estimate
which is a consequence of Corollary 3.5 and (3.11).
The problem to compute the best possible bound of $\|M(H, K)\|_{(1,1)}$ (in terms of $\|H\|$ and $\|K\|$ ) is not easy in general. In this section the optimal bound will computed for the mean $M=M_{\infty}$.

Lemma 3.11. For every $s_{1}, \ldots, s_{n} \geq 0$,

$$
\left\|S_{\left[s_{i} \vee s_{j}\right]_{i, j=1, \ldots, n}}\right\|_{(1,1)} \leq \frac{2}{\sqrt{3}}\left(\max _{i} s_{i}-\min _{i} s_{i}\right)+\min _{i} s_{i} \leq \frac{2}{\sqrt{3}} \max _{i} s_{i},
$$

where $s_{i} \vee t_{j}=\max \left\{s_{i}, t_{j}\right\}$. Moreover, $2 / \sqrt{3}$ is the optimal bound in the above estimate.

Proof. The explicit formula of $\left\|S_{A}\right\|_{(\infty, \infty)}$ for a real $2 \times 2$ matrix $A$ was obtained in [21] by using Haagerup's criterion (3.14) and it indeed says

$$
\| S_{\left[\begin{array}{ll}
1 & 1  \tag{3.17}\\
1 & 0
\end{array}\right] \|_{(\infty, \infty)}=\frac{2}{\sqrt{3}} . . . ~}^{\text {. }}
$$

(In fact, a direct computation of (3.17) with Haagerup's criterion is also easy.) Next, let $s_{1}, \ldots, s_{n} \geq 0$. For a permutation $\gamma$ on $\{1,2, \ldots, n\}$ with the corresponding permutation matrix $\Gamma$ we obviously have

$$
S_{\left[s_{\gamma(i)} \vee s_{\gamma(j)}\right]}(X)=\Gamma\left(S_{\left[s_{i} \vee s_{j}\right]}\left(\Gamma^{-1} X \Gamma\right)\right) \Gamma^{-1}
$$

Thus, we may and do assume $s_{1} \geq s_{2} \geq \cdots \geq s_{n} \geq 0$, and the matrix [ $s_{i} \vee s_{j}$ ] can be written as

$$
\left[s_{i} \vee s_{j}\right]=\left(s_{1}-s_{2}\right) J_{1}^{(n)}+\left(s_{2}-s_{3}\right) J_{2}^{(n)}+\cdots+\left(s_{n-1}-s_{n}\right) J_{n-1}^{(n)}+s_{n} J_{n}^{(n)}
$$

where

$$
\left.J_{k}^{(n)}=\left[\begin{array}{cccccc}
1 & \cdots & 1 & 1 & \cdots & 1 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & \cdots & 1 & 1 & \cdots & 1 \\
1 & \cdots & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & \cdots & 1 & 0 & \cdots & 0
\end{array}\right] \quad \text { (the zero block is }(n-k) \times(n-k)\right)
$$

According to (3.17) and Haagerup's criterion, there are $u_{1}, u_{2}, v_{1}, v_{2} \in \mathbf{C}^{2}$ such that $\left\|u_{i}\right\|^{2},\left\|v_{j}\right\|^{2} \leq 2 / \sqrt{3}$ and

$$
\left(u_{1}, v_{1}\right)=\left(u_{1}, v_{2}\right)=\left(u_{2}, v_{1}\right)=1, \quad\left(u_{2}, v_{2}\right)=0
$$

For $k=1, \ldots, n-1$ we get $J_{k}^{(n)}=\left[\left(\xi_{i}, \eta_{j}\right)\right]$ when $\xi_{1}=\cdots=\xi_{k}=u_{1}$, $\xi_{k+1}=\cdots=\xi_{n}=u_{2}, \eta_{1}=\cdots=\eta_{k}=v_{1}$ and $\eta_{k+1}=\cdots=\eta_{n}=v_{2}$. This implies

$$
\left\|S_{J_{k}^{(n)}}\right\|_{(\infty, \infty)} \leq \frac{2}{\sqrt{3}} \quad(\text { for } k=1, \ldots, n-1)
$$

and obviously $\left\|S_{J_{n}^{(n)}}\right\|_{(\infty, \infty)}=1$. Since

$$
S_{\left[s_{i} \vee s_{j}\right]}=\left(s_{1}-s_{2}\right) S_{J_{1}^{(n)}}+\left(s_{2}-s_{3}\right) S_{J_{2}^{(n)}}+\cdots+\left(s_{n-1}-s_{n}\right) S_{J_{n-1}^{(n)}}+s_{n} S_{J_{n}^{(n)}}
$$

with positive coefficients, we get

$$
\left\|S_{\left[s_{i} \vee s_{j}\right]}\right\|_{(\infty, \infty)} \leq \frac{2}{\sqrt{3}}\left(s_{1}-s_{n}\right)+s_{n}
$$

as desired. Finally the optimality of $2 / \sqrt{3}$ is clear from (3.17).
The next theorem is a consequence of Lemmas 3.11 and 3.9 (for $\phi=M_{\infty}$ ) together with Corollary 3.5 (or Theorem 3.7).

Theorem 3.12. If $M \in \mathfrak{M}$ satisfies $M \preceq M_{\infty}$, then

$$
\|M(H, K)\|_{(1,1)} \leq \frac{2}{\sqrt{3}} \max \{\|H\|,\|K\|\}
$$

for all $H, K \geq 0$. Consequently, for any unitarily invariant norm ||| ||| we have

$$
\left|\left\|M(H, K) X\left|\left\|\leq \frac{2}{\sqrt{3}} \max \{\|H\|,\|K\|\}\right\| X\right|\right\|\right.
$$

for all $X \in B(\mathcal{H})$.
For each mean $M \in \mathfrak{M}$ one can define the mean $M^{(-)} \in \mathfrak{M}$ dual to $M$ by

$$
\begin{equation*}
M^{(-)}(s, t)=M\left(s^{-1}, t^{-1}\right)^{-1} \quad \text { for } s, t>0 \tag{3.18}
\end{equation*}
$$

(see $[39, \S 1]$ ). For $M, N \in \mathfrak{M}$ note that $M \preceq N$ is equivalent to $N^{(-)} \preceq M^{(-)}$. For example, $G^{(-)}=G, A^{(-)}=M_{\text {har }}$ and $M_{\infty}^{(-)}=M_{-\infty}$ concerning means in (3.4). It is easy to see that if $H, K$ are invertible positive operators, then

$$
\begin{align*}
& M^{(-)}\left(H^{-1}, K^{-1}\right)(M(H, K) X) \\
& \quad=M(H, K)\left(M^{(-)}\left(H^{-1}, K^{-1}\right) X\right)=X \tag{3.19}
\end{align*}
$$

for all $X \in \mathcal{C}_{2}(\mathcal{H})$. Indeed, this is the application of function calculus to the equality $M^{(-)}\left(s^{-1}, t^{-1}\right) M(s, t)=1$. Whenever both $M$ and $M^{(-)}$are Schur multipliers, (3.19) remains valid for all $X \in B(\mathcal{H})$ so that $M^{(-)}\left(H^{-1}, K^{-1}\right)$ is the inverse of $M(H, K)$ on $B(\mathcal{H})$. Hence Theorem 3.12 implies

Proposition 3.13. If $M \in \mathfrak{M}$ satisfies $M_{-\infty} \preceq M \preceq M_{\infty}$ and $H, K$ are invertible positive operators, then

$$
\|\|M(H, K) X\|\| \geq \frac{\sqrt{3}}{2} \min \left\{\left\|H^{-1}\right\|^{-1},\left\|K^{-1}\right\|^{-1}\right\}\|X \mid\|
$$

for all unitarily invariant norms and all $X \in B(\mathcal{H})$.
Remark 3.14. The "mean transform" $M(H, K)$ (when $M \preceq M_{\infty}$ for example) sends $\mathcal{I}_{\|||\cdot|| \mid}$ (and $\mathcal{I}_{|\| \cdot|| | \mid}^{(0)}$ ) into itself (see Propositions 2.7 and 3.3). However, if $H, K$ are positive compact operators in some Schatten class, then one can do better. For example, let us assume $H, K \in \mathcal{C}_{p_{0}}(\mathcal{H})\left(1 \leq p_{0} \leq \infty\right)$ and $M=A$, the arithmetic mean. Then, thanks to the (generalized) Hölder inequality

$$
\begin{equation*}
\|X Y\|_{p_{2}} \leq\|X\|_{p_{1}}\|Y\|_{p_{0}} \quad\left(\text { with } p_{1}^{-1}+p_{0}^{-1}=p_{2}^{-1}\right) \tag{3.20}
\end{equation*}
$$

$M(H, K)$ sends the Schatten class $\mathcal{C}_{p_{1}}(\mathcal{H})$ into the smaller one $\mathcal{C}_{p_{2}}(\mathcal{H})$ with the norm bound

$$
\begin{aligned}
& \|A(H, K) X\|_{p_{2}} \leq \frac{1}{2}\left(\|H X\|_{p_{2}}+\|X K\|_{p_{2}}\right) \\
& \quad \leq \frac{1}{2}\left(\|H\|_{p_{0}}+\|K\|_{p_{0}}\right)\|X\|_{p_{1}} \leq \max \left\{\|H\|_{p_{0}},\|K\|_{p_{0}}\right\}\|X\|_{p_{1}}
\end{aligned}
$$

We point out that this is a general phenomenon. Namely, let us assume $M \preceq$ $M_{\infty}$ and $p_{1}^{-1}+p_{0}^{-1}=p_{2}^{-1}\left(1 \leq p_{0}, p_{1}, p_{2} \leq \infty\right)$. If positive operators $H, K$ belong to $\mathcal{C}_{p_{0}}(\mathcal{H})$, then $M(H, K)$ is a bounded linear operator from $\mathcal{C}_{p_{1}}(\mathcal{H})$ into $\mathcal{C}_{p_{2}}(\mathcal{H})$ satisfying

$$
\|M(H, K) X\|_{p_{2}} \leq 3 \max \left\{\|H\|_{p_{0}},\|K\|_{p_{0}}\right\}\|X\|_{p_{1}}
$$

In fact, the general estimate (3.16) gives

$$
\|M(H, K) X\|_{p_{2}} \leq \frac{3}{2}\|H X+X K\|_{p_{2}} \leq \frac{3}{2}\left(\|H X\|_{p_{2}}+\|X K\|_{p_{2}}\right)
$$

so that the assertion follows from (3.20) as before.

### 3.6 Kernel and range of $M(\boldsymbol{H}, \boldsymbol{K})$

Assume $M_{-\infty} \preceq M \preceq M_{\infty}$. When both of $H, K \geq 0$ are invertible, the mean transform $M(H, K): B(\mathcal{H}) \rightarrow B(\mathcal{H})$ is bijective due to (3.19) (for each $X \in B(\mathcal{H}))$. In this section we determine the kernel and the closure of the range for general positive $H, K$.

Lemma 3.15. Assume that $M \in \mathfrak{M}$ satisfies $M_{-\infty} \preceq M \preceq M_{\infty}$, and let $H$ be a non-singular positive operator.
(i) If $X \in B(\mathcal{H})$ and $M(H, H) X=0$, then $X=0$.
(ii) The range of $M(H, H)$ is dense in $B(\mathcal{H})$ in the strong operator topology.

Proof. (i) For $\delta>0$ we note

$$
0=E_{(\delta, \infty)}(M(H, H) X) E_{(\delta, \infty)}=M\left(H E_{(\delta, \infty)}, H E_{(\delta, \infty)}\right)\left(E_{(\delta, \infty)} X E_{(\delta, \infty)}\right)
$$

with the spectral projection $E_{(\delta, \infty)}$ of $H$. Here, the second equality easily follows from the integral expression pointed out in Remark 2.5, (ii). By restricting everything to the subspace $E_{(\delta, \infty)} \mathcal{H}$ (where $H E_{(\delta, \infty)}$ is an invertible operator), from Proposition 3.13 (and (3.19)) we get $E_{(\delta, \infty)} X E_{(\delta, \infty)}=0$. We then see $X=0$ because the non-singularity of $H$ yields the strong convergence $E_{(\delta, \infty)} \nearrow 1$ (as $\left.\delta \searrow 0\right)$.
(ii) Choose and fix $X \in B(\mathcal{H})$ and $\delta>0$ at first. As above we regard $E_{(\delta, \infty)} X E_{(\delta, \infty)}$ and $H E_{(\delta, \infty)}(\geq \delta)$ as operators on $E_{(\delta, \infty)} \mathcal{H}$. Then, the operator equation

$$
M\left(H E_{(\delta, \infty)}, H E_{(\delta, \infty)}\right) Y=E_{(\delta, \infty)} X E_{(\delta, \infty)}
$$

for an unknown operator $Y \in B\left(E_{(\delta, \infty)} \mathcal{H}\right)$ possesses a solution, i.e.,

$$
\left.Y=M^{(-)}\left(\left(H E_{(\delta, \infty)}\right)^{-1},\left(H E_{(\delta, \infty)}\right)^{-1}\right)\left(E_{(\delta, \infty)} X E_{(\delta, \infty)}\right) \quad \text { (see (3.19)}\right)
$$

However, since $Y \in B\left(E_{(\delta, \infty)} \mathcal{H}\right)(\subseteq B(\mathcal{H}))$, we observe

$$
M\left(H E_{(\delta, \infty)}, H E_{(\delta, \infty)}\right) Y=M(H, H) Y
$$

once again based on the expression in Remark 2.5, (ii). Consequently we have $M(H, H) Y=E_{(\delta, \infty)} X E_{(\delta, \infty)}$, meaning that $E_{(\delta, \infty)} X E_{(\delta, \infty)}$ sits in the range of $M(H, H)$. We thus get the conclusion by letting $\delta \searrow 0$.

Theorem 3.16. Assume that $M \in \mathfrak{M}$ satisfies $M_{-\infty} \preceq M \preceq M_{\infty}$, and let $H, K$ be positive operators.
I. Case $M(1,0)=0$.
(i) For $X \in B(\mathcal{H})$ we have $M(H, K) X=0$ if and only if $s_{H} X s_{K}=0$.
(ii) The closure of the range of $M(H, K)$ in the strong operator topology is $s_{H} B(\mathcal{H}) s_{K}$.
II. Case $M(1,0)>0$.
(iii) For $X \in B(\mathcal{H})$ we have $M(H, K) X=0$ if and only if

$$
s_{H} X s_{K}=s_{H} X\left(1-s_{K}\right)=\left(1-s_{H}\right) X s_{K}=0 .
$$

(iv) The closure of the range of $M(H, K)$ in the strong operator topology is

$$
\left\{X \in B(\mathcal{H}):\left(1-s_{H}\right) X\left(1-s_{K}\right)=0\right\}
$$

Proof. We begin with the special case $H=K$. We recall

$$
\begin{aligned}
& M(H, H) X \\
& \quad=s_{H}(M(H, H) X) s_{H}+M(1,0)\left(H X\left(1-s_{H}\right)+\left(1-s_{H}\right) X H\right) \\
& \quad=M\left(H s_{H}, H s_{H}\right)\left(s_{H} X s_{H}\right)+M(1,0)\left(H X\left(1-s_{H}\right)+\left(1-s_{H}\right) X H\right)
\end{aligned}
$$

(see Lemma 2.9 and (3.10)). By restricting everything to the subspace $s_{H} \mathcal{H}$ (where $H s_{H}$ is non-singular) Lemma 3.15, (i) says $M\left(H s_{H}, H s_{H}\right)\left(s_{H} X s_{H}\right)=$ 0 if and only if $s_{H} X s_{H}=0$, showing (i). When $M(1,0)>0$, the additional requirement $H X\left(1-s_{H}\right)=\left(1-s_{H}\right) X H=0$ is needed. However, this is obviously equivalent to $s_{H} X\left(1-s_{H}\right)=\left(1-s_{H}\right) X s_{H}=0$, which corresponds to (iii). On the other hand, from Lemma 3.15, (ii) (and the above decomposition) we easily get (ii) and (iv). Note that to show (iv) we need the following obvious fact for instance: $\operatorname{HB}(\mathcal{H})\left(1-s_{H}\right)$ is strongly dense in

$$
\left\{X \in B(\mathcal{H}): s_{H} X s_{H}=\left(1-s_{H}\right) X s_{H}=\left(1-s_{H}\right) X\left(1-s_{H}\right)=0\right\}
$$

i.e., operators with only (non-zero) " $(1,2)$-components".

In the rest of the proof we will deal with the general case. With $\tilde{H}, \tilde{X}$ in Remark 2.12 we have

$$
M(H, K) X=0 \Longleftrightarrow M(\tilde{H}, \tilde{H}) \tilde{X}=0
$$

which is also equivalent to $s_{\tilde{H}} \tilde{X} s_{\tilde{H}}=0$ (with the additional requirement $s_{\tilde{H}} \tilde{X}\left(1-s_{\tilde{H}}\right)=\left(1-s_{\tilde{H}}\right) \tilde{X} s_{\tilde{H}}=0$ when $\left.M(1,0)>0\right)$ from the first part of the proof. But, since $s_{\tilde{H}}=\left[\begin{array}{cc}s_{H} & 0 \\ 0 & s_{K}\end{array}\right]$, we easily get (i) and (iii) (in the general setting). Indeed, we have

$$
\begin{aligned}
s_{\tilde{H}} \tilde{X} s_{\tilde{H}}=0 & \Longleftrightarrow s_{H} X s_{K}=0 \\
s_{\tilde{H}} \tilde{X}\left(1-s_{\tilde{H}}\right) & =0 \\
\left(1-s_{\tilde{H}}\right) \tilde{X}\left(1-s_{\tilde{H}}\right) & =0
\end{aligned} \Longleftrightarrow\left(1-s_{H}\right) X\left(1-s_{K}\right)=0, ~\left(1-s_{K}\right)=0 . ~ \$
$$

To investigate the range, we consider the projections

$$
P_{1}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \quad P_{2}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] \quad(\text { in } B(\mathcal{H} \oplus \mathcal{H})) .
$$

The range $M(H, K)(B(\mathcal{H}))$ is $P_{1}\left(M(\tilde{H}, \tilde{H})(B(\mathcal{H} \oplus \mathcal{H})) P_{2}\right.$ (see Remark 2.12) with the natural identification of the $(1,2)$-corner of $B(\mathcal{H} \oplus \mathcal{H})$ with $B(\mathcal{H})$. We claim

$$
\overline{P_{1}\left(M(\tilde{H}, \tilde{H})(B(\mathcal{H} \oplus \mathcal{H})) P_{2}\right.}=P_{1} \overline{(M(\tilde{H}, \tilde{H})(B(\mathcal{H} \oplus \mathcal{H}))} P_{2}
$$

At first, $\supseteq$ is obvious. To see $\subseteq$, we choose and fix $Y$ from the left-hand side. We note $Y=P_{1} Y P_{2}$ and can choose $Y_{\lambda}=M(\tilde{H}, \tilde{H}) Z_{\lambda}\left(\right.$ for some $\left.Z_{\lambda} \in B(\mathcal{H} \oplus \mathcal{H})\right)$ such that $P_{1} Y_{\lambda} P_{2} \rightarrow Y$ strongly. But notice

$$
P_{1} Y_{\lambda} P_{2}=P_{1}\left(M(\tilde{H}, \tilde{H}) Z_{\lambda}\right) P_{2}=M(\tilde{H}, \tilde{H})\left(P_{1} Z_{\lambda} P_{2}\right)
$$

due to the fact that $P_{1}$ and $P_{2}$ commute with $\tilde{H}$ (recall the integral expression in Remark 2.12). Therefore, each $P_{1} Y_{\lambda} P_{2}$ actually belongs to the range $M(\tilde{H}, \tilde{H})(B(\mathcal{H} \oplus \mathcal{H}))$ so that the limit $Y$ sits in the strong closure $\overline{M(\tilde{H}, \tilde{H})(B(\mathcal{H} \oplus \mathcal{H}))}$. Hence, we have

$$
Y=P_{1} Y P_{2} \in P_{1} \overline{M(\tilde{H}, \tilde{H})(B(\mathcal{H} \oplus \mathcal{H}))} P_{2}
$$

and the claim is established.
From the discussions so far we have

$$
\begin{align*}
\overline{M(H, K)(B(\mathcal{H}))} & =\overline{P_{1}\left(M(\tilde{H}, \tilde{H})(B(\mathcal{H} \oplus \mathcal{H})) P_{2}\right.} \\
& =P_{1} \overline{(M(\tilde{H}, \tilde{H})(B(\mathcal{H} \oplus \mathcal{H}))} P_{2} \tag{3.21}
\end{align*}
$$

When $M(1,0)=0$, we have

$$
\begin{aligned}
& \overline{M(H, K)(B(\mathcal{H}))}=P_{1} s_{\tilde{H}} B(\mathcal{H} \oplus \mathcal{H}) s_{\tilde{H}} P_{2} \\
& \quad=s_{\tilde{H}} P_{1} B(\mathcal{H} \oplus \mathcal{H}) P_{2} s_{\tilde{H}}=s_{\tilde{H}} B(\mathcal{H}) s_{\tilde{H}}
\end{aligned}
$$

Here, the first equality follows from (3.21) and the first part of the proof (i.e, (ii) in the special case $H=K$ ) while the second is a consequence of the commutativity of $P_{1}, P_{2}$ with $\tilde{H}$. The last equality comes from the abovementioned natural identification. We note that the $B(\mathcal{H})$ (appearing in the far right side) is the one sitting at the (1,2)-corner so that $s_{\tilde{H}} B(\mathcal{H}) s_{\tilde{H}}$ actually means $s_{H} B(\mathcal{H}) s_{K}$ (sitting at the same place). Therefore, we have shown (ii).

On the other hand, when $M(1,0)>0$, from (3.21) (and (iv) in the special case) we similarly get

$$
\begin{aligned}
& \overline{M(H, K)(B(\mathcal{H}))} \\
& =P_{1}\left(s_{\tilde{H}} B(\mathcal{H} \oplus \mathcal{H}) s_{\tilde{H}}\right. \\
& \left.\quad+\left(1-s_{\tilde{H}}\right) B(\mathcal{H} \oplus \mathcal{H}) s_{\tilde{H}}+s_{\tilde{H}} B(\mathcal{H} \oplus \mathcal{H})\left(1-s_{\tilde{H}}\right)\right) P_{2} \\
& =s_{\tilde{H}} P_{1} B(\mathcal{H} \oplus \mathcal{H}) P_{2} s_{\tilde{H}} \\
& \quad+\left(1-s_{\tilde{H}}\right) P_{1} B(\mathcal{H} \oplus \mathcal{H}) P_{2} s_{\tilde{H}}+s_{\tilde{H}} P_{1} B(\mathcal{H} \oplus \mathcal{H}) P_{2}\left(1-s_{\tilde{H}}\right) \\
& =s_{\tilde{H}} B(\mathcal{H}) s_{\tilde{H}}+\left(1-s_{\tilde{H}}\right) B(\mathcal{H}) s_{\tilde{H}}+s_{\tilde{H}} B(\mathcal{H})\left(1-s_{\tilde{H}}\right) .
\end{aligned}
$$

The $B(\mathcal{H})$ appearing at the end is once again the one at the $(1,2)$-corner, and the same reasoning as in the last part of the preceding paragraph yields (iv) in the general case.

### 3.7 Notes and references

## 1. Means of operators

In [39] the class $\mathfrak{M}$ (in Definition 3.1) of homogeneous symmetric means was introduced, and for matrices $H, K, X$ (with $H, K \geq 0$ ) and $M \in \mathfrak{M}$ the matrix mean $M(H, K) X$ was defined by (1.1). With this definition Theorem 3.7 was obtained for matrices (as [39, Theorem 1.1]), and many norm inequalities were obtained. We cannot determine if every $M \in \mathfrak{M}$ is a Schur multiplier (probably not), and this problem seems to deserve further investigation. Anyway the criterion $M \preceq M_{\infty}$ obtained in Proposition 3.3, (b) is good enough in almost all circumstances. The implication (iv) $\Rightarrow$ (ii) in Theorem 3.7 (at least in the matrix case, or equivalently (3.15)) has been known to many specialists ([42, p. 343] and [4, p. 363] for example) and indeed used as a standard tool for showing norm inequalities. We actually have the bi-implication here. Therefore, the theorem can be also used to check failure of certain norm inequalities, which will be carried out in our forthcoming article [55]. In §8.1 and $\S$ A. 1 we will deal with "operator means" $M(H, K) X$ for functions $M$ in wider classes. This will make it possible to study norm inequalities for certain operators which are not operator means in the sense of the present chapter.

Our theory of operator means is useful in study of certain operator equations. Let us assume the invertibility of $H, K \geq 0$ for simplicity and regard

$$
M(H, K) X=Y
$$

as an operator equation with an unknown operator $X$. Then, (3.18) and (3.19) show that $X=M^{(-)}\left(H^{-1}, K^{-1}\right) Y$ gives rise to a solution. With this idea concrete integral expressions for solutions to many operator equations were obtained in [39, §4]. In [68] related analysis was also made by G. K. Pedersen from the viewpoint of "operator differentials" (see also [33, 67]). Theorem 3.16 in $\S 3.6$ provides us useful information on uniqueness of solutions to the above operator equation.

Another important notion of operator means, quite different from those treated in the present monograph, is the one axiomatically introduced by F. Kubo and T. Ando in [57]. An operator mean in their sense is a binary operation $B(\mathcal{H})_{+} \times B(\mathcal{H})_{+} \rightarrow B(\mathcal{H})_{+}$, and it bijectively corresponds to an operator monotone function on $\mathbf{R}_{+}$. For example, the geometric mean (formerly introduced by W. Pusz and L. Woronowicz in [73]) is given as $H \# K=H^{\frac{1}{2}}\left(H^{-\frac{1}{2}} K H^{-\frac{1}{2}}\right)^{\frac{1}{2}} H^{\frac{1}{2}}$ for positive invertible $H, K \in B(\mathcal{H})$ while our geometric mean $G(H, K) X=H^{\frac{1}{2}} X K^{\frac{1}{2}}$ is no longer positive even when $X=1$.

## 2. Arithmetic-geometric mean inequality and related topics

The arithmetic-geometric mean inequality (1.4) for unitarily invariant norms was first noticed by R. Bhatia and C. Davis in [10], and its alternative proofs (and/or some discussions) were worked out by many authors including
R. A. Horn ([41]), F. Kittaneh ([50, 51]), R. Mathias ([63]) and probably some others. Proofs presented in $[41,63]$ are indeed based on the method explained in 1. The article [13] by R. Bhatia and K. Parthasarathy is closely related to our previous works $[38,39,54]$, and this method was systematically used to derive an abundance of known and new norm inequalities. The same method was used by X. Zhan ([83, Theorem 6 and Corollary 7]) to show the following generalizations of the arithmetic-geometric mean inequality (as well as the Heinz inequality (1.3)):
(i) for $x \in(-2,2]$ and $\theta \in[1 / 4,3 / 4]$,

$$
\frac{2+x}{2}\left\|\left\|H^{\theta} X K^{1-\theta}+H^{1-\theta} X K^{\theta}\right\|\right\| \leq\| \| H+X K+x H^{1 / 2} X K^{1 / 2} \| \mid ;
$$

(ii) for $x \in(-2,2]$,

$$
(2+x)\left\|\left\|H^{1 / 2} X K^{1 / 2}\right\|\right\| \leq\left\|H X+X K+x H^{1 / 2} X K^{1 / 2}\right\| \| .
$$

Similar results (based on the similar method) were also obtained in [78].
The following inequality was obtained by D. Jocić ([45, Theorem 3.1]) as an application of the arithmetic-geometric mean inequality:

$$
\left\|\left||H X+X K|^{p}\| \| \leq 2^{p-1}\|X\|^{p-1}\right|\right\||H|^{p-1} H X+X K|K|^{p-1}\| \|
$$

for $p \geq 3$ and self-adjoint operators $H, K$. It generalizes the earlier result

$$
\left|\left\|( H - K ) ^ { 2 n + 1 } \left|\left\|\leq 2^{2 n}\left|\left\|H^{2 n+1}-K^{2 n+1} \mid\right\|\right.\right.\right.\right.\right.
$$

due to D. Jocić and F. Kittaneh ([46], and also see [7]). In fact, when $p=2 n+1$ odd, by setting $X=1$ and using $-K$ instead one gets $|H|^{2 n} H=H^{2 n+1}$ and $(-K)|(-K)|^{2 n}=-K^{2 n+1}$. This perturbation estimate in particular shows $H-K \in \mathcal{C}_{(2 n+1) p}$ as long as $H^{2 n+1}-K^{2 n+1} \in \mathcal{C}_{p}$ and $p \in[1, \infty)$, which improves L. S. Koplienko's result in [52].
G. Corach, H. Porta and L. Recht studied the set of invertible self-adjoint operators (and some other sets) as a space equipped with a certain natural Finsler metric (see [60]). In [19] from the differential geometry viewpoint they arrived at the inequality

$$
\|X\| \leq \frac{1}{2}\left\|H X H^{-1}+H^{-1} X H\right\|
$$

for an invertible self-adjoint operator $H$. This corresponds to the normdecreasing property of a certain tangential map, and their proof actually uses Schur products. As noticed in $[28,51]$ for example (change $X$ to $H X H$ and use the standard $2 \times 2$-matrix trick in Remark 2.12), their inequality is nothing but the arithmetic-geometric mean inequality (in the operator norm). In [20] they also gave a geometric interpretation of the Segal inequality

$$
\left\|e^{H+K}\right\| \leq\left\|e^{H / 2} e^{K} e^{H / 2}\right\|\left(\leq\left\|e^{H} e^{K}\right\|\right)
$$

for self-adjoint operators $H, K$.

## 3. Arithmetic-logarithmic-geometric mean inequality

The arithmetic-logarithmic-geometric mean inequality (1.8) (as well as some further extensions such as monotonicity of the norms (1.9) in $m$ and $n$ ) was proved in [38]. In [9] R. Bhatia pointed out a close connection between the logarithmic-geometric mean inequality and the Golden-Thompson-type norm inequality (extending the Segal inequality)

$$
\left\|\left|\left\|e ^ { H + K } \left|\|\leq\|\left\|e^{H} e^{K} \mid\right\|\right.\right.\right.\right.
$$

for self-adjoint operators $H, K$ based on the differential geometry viewpoint (akin to $[19,20]$ ). (See $[8,37,77]$ for the Golden-Thompson-type inequality.)

## 4. Schur multipliers in the matrix case

Haagerup's criterion and (3.14) were presented in his unpublished notes [31, 32], and a proof is available in the literature. Namely, the formula was shown in the article [5] by T. Ando and K. Okubo as a consequence of its variant for the numerical radius norm. The Ando-Okubo theorem was recently extended to $B(\mathcal{H})$ by T. Itoh and M. Nagisa in [44].

Materials in §3.3 are somewhat technical. But, we need them (especially Lemma 3.9) to reduce the proof of Theorem 3.12 in $\S 3.5$ to the matrix case. In fact, this technique enables us to make use of Lemma 3.11 (based on (3.14)).
(Sub)majorization theory for eigenvalues and singular values of matrices provides a powerful tool in study of matrix (also operator) norm inequalities for unitarily invariant norms (see $[34,62]$ and also $[1,2,8]$ for surveys on recent results). Among others, T. Ando, R. A. Horn and C. R. Johnson obtained in [4] a fundamental majorization for singular values of Hadamard (or Schur) products of matrices, which implies (3.15) as a corollary. Majorization method was implicitly used in the proof of Proposition 2.6; however it does not have much to do with the present monograph.

## Convergence of means

In this chapter we will investigate continuity properties of means (in operator variables). In fact, the convergence $M\left(H_{n}, K_{n}\right) X \rightarrow M(H, K) X$ in a unitarily invariant norm is discussed under the strong convergence $H_{n} \rightarrow H, K_{n} \rightarrow K$. Our main result here is Theorem 4.1 in $\S 4.1$, and some related convergence results are also presented in $\S 4.2$ as variants of (the proof of) the main theorem.

### 4.1 Main convergence result

Norm convergence is guaranteed under many circumstances. Although the conditions imposed in the theorem below may not be optimal, many practical situations are being covered.

Theorem 4.1. Let $M \in \mathfrak{M}$ be such that $M \preceq M_{\infty}$, and $\mid\|\cdot\| \|$ be a unitarily invariant norm. Let $H, K, H_{n}$ and $K_{n}(n=1,2, \ldots)$ be positive operators such that $H_{n} \rightarrow H$ and $K_{n} \rightarrow K$ in the strong operator topology. Assume in addition one of the following assumptions:
(a) ||| $\cdot \| \mid$ is dominated by $\|\cdot\|_{2}$,
(b) $s_{H_{n}} \rightarrow s_{H}$ and $s_{K_{n}} \rightarrow s_{K}$ strongly,
(c) $M \preceq L$, where $L$ denotes the logarithmic mean.

Then we have

$$
\lim _{n \rightarrow \infty} \mid\left\|M\left(H_{n}, K_{n}\right) X-M(H, K) X\right\| \|=0
$$

for all $X \in \mathcal{I}_{||||||| |}^{(0)}$.
Proof. Thanks to the assumption $M \preceq M_{\infty}$ and the boundedness of $\left\|H_{n}\right\|$ and $\left\|K_{n}\right\|$, Theorem 3.12 implies that there is a $\kappa<\infty$ such that

$$
\left\|\left\|M\left(H_{n}, K_{n}\right) X|\|\leq \kappa \mid\| X\|\|\right.\right.
$$

for all $n=1,2, \ldots$ and all $X \in B(\mathcal{H})$. Since $\mathcal{I}_{\text {fin }}$ is dense in $\mathcal{I}_{|||\cdot|||}^{(0)}$, it suffices to show the required norm convergence for rank-one operators $X$.

Case (a). This case is immediately seen because $M\left(H_{n}, K_{n}\right) \rightarrow M(H, K)$ strongly as operators acting on the Hilbert-Schmidt class $\mathcal{C}_{2}(\mathcal{H})$ (see the proof (iv) $\Rightarrow$ (iii) of Theorem 3.7).

Case (b). Any unitarily invariant norm is dominated by $\|\cdot\|_{1}$, and hence we may prove the case $\|\|\cdot\|\|=\|\cdot\|_{1}$. Put $\tilde{H}_{n}=H_{n}+\left(1-s_{H_{n}}\right)$ and $\tilde{H}=$ $H+\left(1-s_{H}\right)$, so $\tilde{H}_{n}$ and $\tilde{H}$ are non-singular positive operators. Since $\tilde{H}_{n} \rightarrow \tilde{H}$ strongly, it is well-known that $\tilde{H}_{n}^{i x} \rightarrow \tilde{H}^{i x}$ strongly for all $x \in \mathbf{R}$. Hence

$$
\left(H_{n} s_{H_{n}}\right)^{i x}=\tilde{H}_{n}^{i x} s_{H_{n}} \longrightarrow \tilde{H}^{i x} s_{H}=\left(H s_{H}\right)^{i x}
$$

strongly for all $x \in \mathbf{R}$. Similarly, $\left(K_{n} s_{K_{n}}\right)^{i x} \rightarrow\left(K s_{K}\right)^{i x}$ strongly. For a rankone operator $X$, we claim that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|M_{\infty}\left(H_{n}, K_{n}\right) X-M_{\infty}(H, K) X\right\|_{1}=0 \tag{4.1}
\end{equation*}
$$

In fact, (3.11) shows

$$
\begin{aligned}
M_{\infty}\left(H_{n}, K_{n}\right) X=- & \frac{1}{2} \int_{-\infty}^{\infty}\left(H_{n} s_{H_{n}}\right)^{i x}\left(H_{n} X+X K_{n}\right)\left(K_{n} s_{K_{n}}\right)^{-i x} f(x) d x \\
& +H_{n} X+X K_{n} \\
M_{\infty}(H, K) X=- & \frac{1}{2} \int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(H X+X K)\left(K s_{K}\right)^{-i x} f(x) d x \\
& +H X+X K
\end{aligned}
$$

It is straight-forward to see $\left\|\left(H_{n} X+X K_{n}\right)-(H X+X K)\right\|_{1} \rightarrow 0$ since $X$ is of rank-one. So it suffices to show

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \|\left(H_{n} s_{H_{n}}\right)^{i x}\left(H_{n} X+X K_{n}\right)\left(K_{n} s_{K_{n}}\right)^{-i x} \\
&-\left(H s_{H}\right)^{i x}(H X+X K)\left(K s_{K}\right)^{-i x} \|_{1}=0 \tag{4.2}
\end{align*}
$$

for all $x \in \mathbf{R}$. Indeed, we can then apply Theorem A. 5 and the Lebesgue dominated convergence theorem to get (4.1). However, the $\|\cdot\|_{1}$-norm in (4.2) is majorized by

$$
\begin{aligned}
& \left\|\left(H_{n} s_{H_{n}}\right)^{i x}\left(\left(H_{n} X+X K_{n}\right)-(H X+X K)\right)\left(K_{n} s_{K_{n}}\right)^{-i x}\right\|_{1} \\
& \quad+\left\|\left(\left(H_{n} s_{H_{n}}\right)^{i x}-\left(H s_{H}\right)^{i x}\right)(X H+X K)\left(K_{n} s_{K_{n}}\right)^{-i x}\right\|_{1} \\
& \quad+\left\|\left(H s_{H}\right)^{i x}(H X+X K)\left(\left(K_{n} s_{K_{n}}\right)^{-i x}-\left(K s_{K}\right)^{-i x}\right)\right\|_{1} \\
& \leq\left\|\left(H_{n} X+X K_{n}\right)-(H X+X K)\right\|_{1} \\
& \quad+\left\|\left(\left(H_{n} s_{H_{n}}\right)^{i x}-\left(H s_{H}\right)^{i x}\right)(X H+X K)\right\|_{1} \\
& \quad+\left\|(H X+X K)\left(\left(K_{n} s_{K_{n}}\right)^{-i x}-\left(K s_{K}\right)^{-i x}\right)\right\|_{1}
\end{aligned}
$$

so that (4.2) is obtained from the strong convergence

$$
\left(H_{n} s_{H_{n}}\right)^{i x} \longrightarrow\left(H s_{H}\right)^{i x}, \quad\left(K_{n} s_{K_{n}}\right)^{-i x} \longrightarrow\left(K s_{K}\right)^{-i x}
$$

When $M \preceq M_{\infty}$ Theorem 3.4 (see (3.8)) guarantees

$$
\begin{aligned}
M\left(H_{n}, K_{n}\right) X= & \int_{-\infty}^{\infty}\left(H_{n} s_{H_{n}}\right)^{i x}\left(M_{\infty}\left(H_{n}, K_{n}\right) X\right)\left(K_{n} s_{K_{n}}\right)^{-i x} d \nu(x) \\
& +M(1,0)\left(s_{H_{n}} X\left(1-s_{K_{n}}\right)+\left(1-s_{H_{n}}\right) X s_{K_{n}}\right) \\
M(H, K) X= & \int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(M_{\infty}(H, K) X\right)\left(K s_{K}\right)^{-i x} d \nu(x) \\
& +M(1,0)\left(s_{H} X\left(1-s_{K}\right)+\left(1-s_{H}\right) X s_{K}\right)
\end{aligned}
$$

The strong convergence $s_{H_{n}} \rightarrow s_{H}, s_{K_{n}} \rightarrow s_{K}$ is assumed while the preceding claim says (4.1). Therefore, by making use of these we can repeat the arguments in the proof of the claim for the above $M\left(H_{n}, K_{n}\right) X$ and $M(H, K) X$ to conclude

$$
\left\|M\left(H_{n}, K_{n}\right) X-M(H, K) X\right\|_{1}=0
$$

Case (c). As usual we may and do assume $H_{n}=K_{n}$ and $H=K$ thanks to the $2 \times 2$-matrix trick, and we set $\alpha=\sup _{n}\left\|H_{n}\right\|(<\infty)$. Choose and fix $\delta>0$. Let us assume $E_{\{\delta\}}(H)=0$ (where $E_{\Lambda}(H)$ denotes the spectral measure for $H$ ) so that we have the strong convergence

$$
P_{n}=E_{[0, \delta)}\left(H_{n}\right) \longrightarrow P=E_{[0, \delta)}(H)
$$

(see [74, Theorem VIII.24]). We consider the decomposition

$$
H_{n}=H_{n} P_{n}+H_{n} P_{n}^{\perp}, \quad H=H P+H P^{\perp}
$$

Based on the integral expression in Remark 2.5, (ii) we easily have

$$
\begin{aligned}
M\left(H_{n}, H_{n}\right) X & =M\left(H_{n} P_{n}, H_{n} P_{n}\right)\left(P_{n} X P_{n}\right)+M\left(H_{n} P_{n}, H_{n} P_{n}^{\perp}\right)\left(P_{n} X P_{n}^{\perp}\right) \\
& +M\left(H_{n} P_{n}^{\perp}, H_{n} P_{n}\right)\left(P_{n}^{\perp} X P_{n}\right)+M\left(H_{n} P_{n}^{\perp}, H_{n} P_{n}^{\perp}\right)\left(P_{n}^{\perp} X P_{n}^{\perp}\right)
\end{aligned}
$$

(and the similar decomposition of $M(H, H) X$ ).
We recall the general fact

$$
\|\|L(H, K) X\|\| \leq L(\|H\|,\|K\|)\| \| X \|
$$

(see the paragraph before Lemma 3.11). Corollary 3.5 together with this implies

$$
\begin{align*}
\left\|\left\|M\left(H_{n} P_{n}, H_{n} P_{n}^{\perp}\right)\left(P_{n} X P_{n}^{\perp}\right) \mid\right\|\right. & \leq\left\|\mid L\left(H_{n} P_{n}, H_{n} P_{n}^{\perp}\right)\left(P_{n} X P_{n}^{\perp}\right)\right\| \| \\
& \leq L\left(\left\|H_{n} P_{n}\right\|,\left\|H_{n} P_{n}^{\perp}\right\|\right)\left\|P_{n} X P_{n}^{\perp}\right\| \| \\
& \leq L(\delta, \alpha) \mid\|X\| \tag{4.3}
\end{align*}
$$

thanks to $\left\|H_{n} P_{n}\right\| \leq \delta,\left\|H_{n} P_{n}^{\perp}\right\| \leq \alpha$. Of course the same estimate is available for

$$
\begin{gathered}
\left\|\left\|M\left(H_{n} P_{n}^{\perp}, H_{n} P_{n}\right)\left(P_{n}^{\perp} X P_{n}\right)\right\|\right\|, \quad\| \| M\left(H P, H P^{\perp}\right)\left(P X P^{\perp}\right)\| \| \\
\text { and } \quad\left\|M\left(H P^{\perp}, H P\right)\left(P^{\perp} X P\right)\right\| \| .
\end{gathered}
$$

Similarly we have

$$
\left\{\begin{array}{l}
\|\mid\|\left(H_{n} P_{n}, H_{n} P_{n}\right)\left(P_{n} X P_{n}\right)\|\|\leq \delta\|\| X \|  \tag{4.4}\\
\|M(H P, H P)(P X P)\| \leq \delta\||X|\|
\end{array}\right.
$$

The estimates so far imply

Note $L(\delta, \alpha) \searrow 0$ as $\delta \searrow 0$. For each $\varepsilon>0$, we can choose $\delta>0$ such that

$$
(2 \delta+4 L(\delta, \alpha))\left|\|X \mid\| \leq \varepsilon \quad \text { and } \quad E_{\{\delta\}}(H)=0\right.
$$

(due to the separability of our Hilbert space). Then, we have

$$
\begin{aligned}
& \left\|\left\|M\left(H_{n}, H_{n}\right) X-M(H, H) X \mid\right\|\right. \\
& \quad \leq\| \| M\left(H_{n} P_{n}^{\perp}, H_{n} P_{n}^{\perp}\right)\left(P_{n}^{\perp} X P_{n}^{\perp}\right)-M\left(H P^{\perp}, H P^{\perp}\right)\left(P^{\perp} X P^{\perp}\right)\| \|+\varepsilon
\end{aligned}
$$

Since $E_{\{\delta\}}(H)=0$, we have the strong convergence

$$
s_{H_{n} P_{n}^{\perp}}=P_{n}^{\perp} \longrightarrow s_{H P^{\perp}}=P^{\perp}, \quad H_{n} P_{n}^{\perp} \longrightarrow H P^{\perp}
$$

as was remarked at the beginning, and Case (b) (or more precisely Remark 4.2 , (1) below together with the obvious fact $\lim _{n \rightarrow \infty}\| \| P_{n}^{\perp} X P_{n}^{\perp}-$ $\left.P^{\perp} X P^{\perp}| | \mid=0\right)$ guarantees

$$
\lim _{n \rightarrow \infty}\| \| M\left(H_{n} P_{n}^{\perp}, H_{n} P_{n}^{\perp}\right)\left(P_{n}^{\perp} X P_{n}^{\perp}\right)-M\left(H P^{\perp}, H P^{\perp}\right)\left(P^{\perp} X P^{\perp}\right)\| \|=0
$$

Therefore, we have

$$
\limsup _{n \rightarrow \infty}\| \| M\left(H_{n}, H_{n}\right) X-M(H, H) X \| \mid \leq \varepsilon
$$

and the proof is completed.
Remark 4.2. Some remarks are in order.
(1) The conclusion of Theorem 4.1 can be a bit strengthened: if $X_{n}, X \in \mathcal{I}_{|||\cdot|||}^{(0)}$ and $\left\|\left\|X_{n}-X\right\|\right\| 0$, then

$$
\lim _{n \rightarrow \infty}\| \| M\left(H_{n}, K_{n}\right) X_{n}-M(H, K) X\| \|=0
$$

under the same situation. The result indeed follows from

$$
\begin{aligned}
& \left\|\left\|M\left(H_{n}, K_{n}\right) X_{n}-M(H, K) X\right\|\right\| \\
& \quad \leq\left\|\left|\left|M\left(H_{n}, K_{n}\right)\left(X_{n}-X\right)\right|\|+\|\right| M\left(H_{n}, K_{n}\right) X-M(H, K) X\right\| \| \\
& \quad \leq \kappa\left\|\left|X_{n}-X\right|\right\|+\left|\left\|M\left(H_{n}, K_{n}\right) X-M(H, K) X \mid\right\|\right.
\end{aligned}
$$

(2) The case (a) covers the Schatten $p$-norm $\|\cdot\|_{p}$ for $2 \leq p<\infty$ and the operator norm $\|\cdot\|$, so if $M \preceq M_{\infty}$ and $H_{n} \rightarrow H, K_{n} \rightarrow K$ strongly, then we have

$$
\lim _{n \rightarrow \infty}\left\|M\left(H_{n}, K_{n}\right) X-M(H, K) X\right\|=0
$$

for all $X \in \mathcal{C}(\mathcal{H})\left(=\mathcal{I}_{\|\cdot\|}^{(0)}\right)$, the algebra of all compact operators.
(3) The condition (b) is automatic as long as $s_{H} \geq s_{H_{n}}$ (for $n$ large enough). Hence, for example when either $H_{n} \nearrow H, K_{n} \nearrow K$ or $H, K$ are nonsingular, the condition (b) is satisfied. In fact, thanks to $s_{H_{n}} \geq H_{n}(\varepsilon+$ $\left.H_{n}\right)^{-1}(\varepsilon>0)$ and the strong convergence $H_{n} \rightarrow H$ we have

$$
\begin{aligned}
\left(s_{H} \xi, \xi\right) & \geq \limsup _{n \rightarrow \infty}\left(s_{H_{n}} \xi, \xi\right) \geq \liminf _{n \rightarrow \infty}\left(s_{H_{n}} \xi, \xi\right) \\
& \geq \liminf _{n \rightarrow \infty}\left(H_{n}\left(\varepsilon+H_{n}\right)^{-1} \xi, \xi\right)=\left(H(\varepsilon+H)^{-1} \xi, \xi\right)
\end{aligned}
$$

for each vector $\xi$. By letting $\varepsilon \searrow 0$ one gets $\lim _{n \rightarrow \infty}\left(s_{H_{n}} \xi, \xi\right)=\left(s_{H} \xi, \xi\right)$, showing $s_{H_{n}} \rightarrow s_{H}$ strongly.
(4) When $M \in \mathfrak{M}$ is a Schur multiplier, one can observe from the argument before Remark 2.5 that $M(H, K)$ on $\mathcal{I}_{\|||\cdot|| \mid}$ is the transpose of $M(K, H)$ on $\mathcal{I}_{|||\cdot|||^{\prime}}^{(0)}$ under the duality $\mathcal{I}_{|||\cdot|||}=\left(\mathcal{I}_{\left.|||\cdot|||\right|^{\prime}}^{(0)}\right)^{*}$. Here, $\left\|\left\|\cdot|\||^{\prime}\right.\right.$ is the conjugate norm of $\|\|\cdot\|\|$, and the duality is given by the bilinear form $(X, Y) \in \mathcal{I}_{\|||\cdot \||} \times$ $\mathcal{I}_{\|\left.||\cdot||\right|^{\prime}}^{(0)} \mapsto \operatorname{Tr}(X Y) \in \mathbf{C}$. Hence $M(H, K)$ on $\mathcal{I}_{\|||\cdot|| \mid}$ is $\mathrm{w}^{*}$-w*-continuous, that is $\sigma\left(\mathcal{I}_{\||||| |}, \mathcal{I}_{\|||\cdot|| \mid}^{(0)}\right)-\sigma\left(\mathcal{I}_{\|||\cdot||}, \mathcal{I}_{\|\left.||\cdot||\right|^{\prime}}^{(0)}\right)$-continuous, as in Remark 2.5, (i). It is seen from this fact that $M\left(H_{n}, K_{n}\right) X \rightarrow M(H, K) X$ in $\sigma\left(\mathcal{I}_{\||\cdot|| |}, \mathcal{I}_{\| \| \cdot \|| |^{\prime}}^{(0)}\right)$ for all $X \in \mathcal{I}_{|||\cdot|||}$ in the situation of (b) or (c) in Theorem 4.1.

### 4.2 Related convergence results

Variants of the arguments presented in the proof of Theorem 4.1 enable us to obtain some related convergence criteria in many settings. We begin with the strong convergence $M\left(H_{n}, K_{n}\right) X \rightarrow M(H, K) X$, which is somewhat easier to handle.

Proposition 4.3. Assume that $M \in \mathfrak{M}$ satisfies $M \preceq M_{\infty}$. Let $H, K, H_{n}$ and $K_{n}(n=1,2, \ldots)$ be positive operators such that $H_{n} \rightarrow H, K_{n} \rightarrow K$, $s_{H_{n}} \rightarrow s_{H}$ and $s_{K_{n}} \rightarrow s_{K}$ in the strong operator topology. Then, for each $X \in B(\mathcal{H})$, means $M\left(H_{n}, K_{n}\right) X$ tend to $M(H, K) X$ in the strong operator topology.

Proof. As remarked in the proof of Theorem 4.1, we have the strong convergence $\left(H_{n} s_{H_{n}}\right)^{i x} \rightarrow\left(H s_{H}\right)^{i x},\left(K_{n} s_{K_{n}}\right)^{i x} \rightarrow\left(K s_{K}\right)^{i x}$ (for each $x \in \mathbf{R}$ ). We consider the special case $M=M_{\infty}$ at first. By substituting the integral expression (3.11) to the right-hand side of the obvious equation

$$
\begin{aligned}
& \left\|\left(M_{\infty}\left(H_{n}, K_{n}\right) X-M_{\infty}(H, K) X\right) \xi\right\| \\
& \quad=\sup _{\|\eta\| \leq 1}\left|\left(\left(M_{\infty}\left(H_{n}, K_{n}\right) X-M_{\infty}(H, K) X\right) \xi, \eta\right)\right|,
\end{aligned}
$$

we easily observe

$$
\begin{aligned}
& \left\|\left(M_{\infty}\left(H_{n}, K_{n}\right) X-M_{\infty}(H, K) X\right) \xi\right\| \\
& \quad \leq\left\|\left(\left(H_{n} X+X K_{n}\right)-(H X+X K)\right) \xi\right\| \\
& \quad+\frac{1}{2} \int_{-\infty}^{\infty} \|\left(\left(H_{n} s_{H_{n}}\right)^{i x}\left(H_{n} X+X K_{n}\right)\left(K_{n} s_{K_{n}}\right)^{-i x}\right. \\
& \left.\quad-\left(H s_{H}\right)^{i x}(H X+X K)\left(K s_{K}\right)^{-i x}\right) \xi \| f(x) d x .
\end{aligned}
$$

Since

$$
\left(H_{n} s_{H_{n}}\right)^{i x}\left(H_{n} X+X K_{n}\right)\left(K_{n} s_{K_{n}}\right)^{-i x} \longrightarrow\left(H s_{H}\right)^{i x}(H X+X K)\left(K s_{K}\right)^{-i x}
$$

strongly, the above estimate (together with the Lebesgue dominated convergence theorem) implies the strong convergence

$$
M_{\infty}\left(H_{n}, K_{n}\right) X \longrightarrow M_{\infty}(H, K) X
$$

Moreover, since Theorem 3.12 implies the uniform boundedness

$$
\begin{equation*}
\sup _{n}\left\|M_{\infty}\left(H_{n}, K_{n}\right) X\right\|<\infty \tag{4.6}
\end{equation*}
$$

the following strong convergence is also valid:

$$
\begin{align*}
&\left(H_{n} s_{H_{n}}\right)^{i x}\left(M_{\infty}\left(H_{n}, K_{n}\right) X\right)\left(K_{n} s_{K_{n}}\right)^{-i x} \\
& \longrightarrow\left(H s_{H}\right)^{i x}\left(M_{\infty}(H, K) X\right)\left(K s_{K}\right)^{-i x} \tag{4.7}
\end{align*}
$$

We now assume $M \preceq M_{\infty}$. Then, based on Theorem 3.4 (i.e., (3.8)) we obtain the similar estimate for $\left\|\left(M\left(H_{n}, K_{n}\right) X-M(H, K) X\right) \xi\right\|$ as above with the integrand

$$
\begin{aligned}
& \|\left(\left(H_{n} s_{H_{n}}\right)^{i x}\left(M_{\infty}\left(H_{n}, K_{n}\right) X\right)\left(K_{n} s_{K_{n}}\right)^{-i x}\right. \\
&\left.-\left(H s_{H}\right)^{i x}\left(M_{\infty}(H, K) X\right)\left(K s_{K}\right)^{-i x}\right) \xi \| .
\end{aligned}
$$

Therefore, (4.6), (4.7) and another use of the Lebesgue dominated convergence theorem yield the strong convergence $M\left(H_{n}, K_{n}\right) X \rightarrow M(H, K) X$.

The strong convergence of $M\left(H_{n}, K_{n}\right) X$ to $M(H, K) X$ is also guaranteed by (i) the strong convergence $H_{n} \rightarrow H, K_{n} \rightarrow K$, (ii) $X \in \mathcal{C}(\mathcal{H})$ (i.e., $X$ is compact) and (iii) $M \preceq L$ (i.e., the condition (c) in Theorem 4.1). We will just sketch the arguments, and full details are left to the reader. In fact, by using the same decomposition (as well as the notations) as in the proof of Theorem 4.1, (c) and the estimates (4.3), (4.4) for $|\|\cdot|\|\mid=\| \cdot \|$ the operator norm, we obtain the following estimate for each vector $\xi$ :

$$
\begin{aligned}
& \left\|\left(M\left(H_{n}, H_{n}\right) X-M(H, H) X\right) \xi\right\| \\
& \quad \leq\left\|\left(M\left(H_{n} P_{n}^{\perp}, H_{n} P_{n}^{\perp}\right)\left(P_{n}^{\perp} X P_{n}^{\perp}\right)-M\left(H P^{\perp}, H P^{\perp}\right)\left(P^{\perp} X P^{\perp}\right)\right) \xi\right\| \\
& \quad+(2 \delta+4 L(\delta, \alpha))\|X\| \times\|\xi\| .
\end{aligned}
$$

Therefore, we can repeat the arguments at the end of the part (c) in the proof of Theorem 4.1 to get the desired convergence; in fact, use the above estimate in place of (4.5) and apply Proposition 4.3 (see also Remark 4.2, (1)) together with $\left\|P_{n}^{\perp} X P_{n}^{\perp}-P^{\perp} X P^{\perp}\right\| \rightarrow 0$, which is a consequence of the compactness of $X$.

We point out that the arguments in Case (b) in Theorem 4.1 gives us the norm convergence $M\left(H_{n}, K_{n}\right) X \rightarrow M(H, K) X$ valid for all $X \in \mathcal{I}_{|||\cdot|||}$ (instead of $\mathcal{I}_{|||\cdot|||}^{(0)}$ under a stronger condition).

Proposition 4.4. Assume that $M \in \mathfrak{M}$ satisfies $M \preceq M_{\infty}$. Let $H, K, H_{n}$ and $K_{n}(n=1,2, \ldots)$ be positive operators such that $H, K$ are invertible, $\left\|H_{n}-H\right\| \rightarrow 0$ and $\left\|K_{n}-K\right\| \rightarrow 0$. Then for any unitarily invariant norm ||| • ||| we have

$$
\lim _{n \rightarrow \infty}\| \| M\left(H_{n}, K_{n}\right) X-M(H, K) X\| \|=0
$$

for all $X \in \mathcal{I}_{||||| |}$. In particular,

$$
\lim _{n \rightarrow \infty}\left\|M\left(H_{n}, K_{n}\right) X-M(H, K) X\right\|=0
$$

for all $X \in B(\mathcal{H})$.
Proof. Note that $H_{n}, K_{n}$ are invertible for large $n$ and $\left\|H_{n}^{i x}-H^{i x}\right\| \rightarrow 0$, $\left\|K_{n}^{i x}-K^{i x}\right\| \rightarrow 0$ for all $x \in \mathbf{R}$. By using the expression (3.11) (together with Theorem A. 5 and the Lebesgue dominated convergence theorem) it is easy to see that

$$
\lim _{n \rightarrow \infty}\| \| M_{\infty}\left(H_{n}, K_{n}\right) X-M_{\infty}(H, K) X \mid \|=0
$$

for all $X \in \mathcal{I}_{||||| |}$. Next, by using the expression

$$
M\left(H_{n}, K_{n}\right) X=\int_{-\infty}^{\infty} H_{n}^{i x}\left(M_{\infty}\left(H_{n}, K_{n}\right) X\right) K_{n}^{-i x} d \nu(x)
$$

and the same for $H, K$ we obtain the conclusion.

## $A-L-G$ interpolation means $M_{\alpha}$

Three special one-parameter families of symmetric homogeneous means were investigated in our previous article [39]: $A-L-G$ interpolation means $M_{\alpha}$, Heinz-type means $A_{\alpha}$ and binomial means $B_{\alpha}$ (see also Chapter 1). We obtained there a variety of comparison (in terms of the order $\preceq$ ) among those means, which give norm inequalities including the familiar arithmetic-logarithmic-geometric mean inequality for Hilbert space operators based on Theorem 3.7 (though in [39] we restricted ourselves to the case of matrices). In the rest we will deal with the same one-parameter families of means once again, but our main aim here is to establish the norm continuity of their means of operators in the parameter $\alpha$ (see Theorem 5.7 for instance). In this chapter we begin with $A-L$ - $G$ interpolation means $M_{\alpha}$ while Heinz-type means $A_{\alpha}$ and binomial means $B_{\alpha}$ will be dealt with in the subsequent two chapters.

### 5.1 Monotonicity and related results

The most typical one-parameter family of means in $\mathfrak{M}$ is the following $M_{\alpha}$ $(-\infty \leq \alpha \leq \infty)$ :

$$
M_{\alpha}(s, t)= \begin{cases}\frac{\alpha-1}{\alpha} \times \frac{s^{\alpha}-t^{\alpha}}{s^{\alpha-1}-t^{\alpha-1}} & (s \neq t) \\ s & (s=t)\end{cases}
$$

where $M_{\alpha}$ for $\alpha=-\infty, 0,1, \infty$ are understood as $M_{-\infty}, G, L, M_{\infty}$ respectively mentioned in (3.4). Indeed, notice

$$
G(s, t)=\lim _{\alpha \rightarrow 0} M_{\alpha}(s, t), L(s, t)=\lim _{\alpha \rightarrow 1} M_{\alpha}(s, t), M_{ \pm \infty}(s, t)=\lim _{\alpha \rightarrow \pm \infty} M_{\alpha}(s, t) .
$$

In this way, the one-parameter family $M_{\alpha}$ interpolates familiar means such as

$$
\begin{aligned}
& M_{2}=A \\
& M_{1}=L \quad(\text { the arithmetic mean }) \\
& M_{1 / 2}=G \quad(\text { the logarithmic mean }), \\
& M_{-1}=M_{\text {har }} \quad \text { (the geometric mean) } \\
& \text { the harmonic mean) } .
\end{aligned}
$$

The means $M_{\alpha}$ for the special values $\alpha=\frac{n}{n-1}(n=2,3, \ldots)$ and $\alpha=\frac{m}{m+1}$ ( $m=1,2, \ldots$ ) are written as

$$
\left\{\begin{array}{l}
M_{\frac{n}{n-1}}(s, t)=\frac{1}{n} \times \frac{s^{\frac{n}{n-1}}-t^{\frac{n}{n-1}}}{s^{\frac{1}{n-1}}-t^{\frac{1}{n-1}}}=\frac{1}{n} \sum_{k=0}^{n-1} s^{\frac{k}{n-1}} t^{\frac{n-1-k}{n-1}},  \tag{5.1}\\
M_{\frac{m}{m+1}}(s, t)=\frac{1}{m} \times \frac{s^{\frac{m}{m+1}}-t^{\frac{m}{m+1}}}{s^{\frac{-1}{m+1}}-t^{\frac{-1}{m+1}}}=\frac{1}{m} \sum_{k=1}^{m} s^{\frac{k}{m+1}} t^{\frac{m+1-k}{m+1}} .
\end{array}\right.
$$

The former (resp. latter) means discretely interpolate $A$ and $L$ (resp. $G$ and $L$ ), and the corresponding operator means were thoroughly investigated in [38] (where the notations $A_{n}$ and $G_{m}$ were used instead).

It was proved in [39] that

$$
\begin{equation*}
M_{\alpha} \preceq M_{\beta} \quad \text { if }-\infty \leq \alpha<\beta \leq \infty \tag{5.2}
\end{equation*}
$$

(see (3.4) and its proof for typical cases). Hence Proposition 3.3 and Corollary 3.5 imply the following monotonicity:

Theorem 5.1. For every $-\infty \leq \alpha \leq \infty$ the mean $M_{\alpha}$ is a Schur multiplier, and if $-\infty \leq \alpha<\beta \leq \infty$, then

$$
\left\|\left|M_{\alpha}(H, K) X\right|\right\| \leq\left\|\left|M_{\beta}(H, K) X\right|\right\|
$$

for all $H, K, X \in B(\mathcal{H})$ with $H, K \geq 0$ and for any unitarily invariant norm ||| • |||.

The estimate (3.16) and Theorem 5.1 guarantee the equivalence of the norms of $M_{\alpha}(H, K) X$ for $2 \leq \alpha \leq \infty$. The equivalence actually remains valid for $1<\alpha \leq \infty$ (but not for $\alpha \leq 1$ ), as will be seen in the proposition below together with mutual norm bounds. This difference comes from the fact that $M_{\alpha}(1,0)>0$ for $\alpha>1$ in contrast with $M_{\alpha}(1,0)=0$ for $\alpha \leq 1$ (see Remark $5.5,(i))$.

Proposition 5.2. Let $H, K$ be positive operators, $X \in B(\mathcal{H})$ and ||| $\cdot \| \mid$ be any unitarily invariant norm. If $1<\alpha<\beta \leq \infty$, then we have

$$
\begin{align*}
& \left\|\left|M_{\alpha}(H, K) X\right|\right\| \leq\left\|\mid M_{\beta}(H, K) X\right\| \\
& \quad \leq \frac{(\alpha+1) \beta-2 \alpha}{(\alpha-1) \beta} \times\left\|\mid M_{\alpha}(H, K) X\right\| \| \tag{5.3}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\mid M_{\alpha}(H, K) X-M_{\beta}(H, K) X\right\|\left\|\leq \frac{2(\beta-\alpha)}{(\alpha-1) \beta} \times\right\| M_{\alpha}(H, K) X\| \| \tag{5.4}
\end{equation*}
$$

Here, for $\beta=\infty$ the constants $\frac{(\alpha+1) \beta-2 \alpha}{(\alpha-1) \beta}$ and $\frac{2(\beta-\alpha)}{(\alpha-1) \beta}$ are understood as $\frac{\alpha+1}{\alpha-1}$ and $\frac{2}{\alpha-1}$ respectively.
Proof. The first inequality in (5.3) is due to Theorem 5.1. To show the second, we first assume $1<\alpha<\beta<\infty$. Direct computations yield

$$
\begin{align*}
\frac{M_{\beta}\left(e^{x}, 1\right)}{M_{\alpha}\left(e^{x}, 1\right)} & =\frac{\alpha(\beta-1)}{(\alpha-1) \beta} \times \frac{e^{(\alpha-1) x}-1}{e^{\alpha x}-1} \times \frac{e^{\beta x}-1}{e^{(\beta-1) x}-1} \\
& =\frac{\alpha(\beta-1)}{(\alpha-1) \beta} \times \frac{\sinh \left(\frac{\alpha-1}{2} x\right)}{\sinh \left(\frac{\alpha}{2} x\right)} \times \frac{\sinh \left(\frac{\beta}{2} x\right)}{\sinh \left(\frac{\beta-1}{2} x\right)} \tag{5.5}
\end{align*}
$$

From this we easily observe

$$
\begin{align*}
1- & \frac{(\alpha-1) \beta}{\alpha(\beta-1)} \times \frac{M_{\beta}\left(e^{x}, 1\right)}{M_{\alpha}\left(e^{x}, 1\right)} \\
& =\frac{\sinh \left(\frac{\alpha}{2} x\right) \sinh \left(\frac{\beta-1}{2} x\right)-\sinh \left(\frac{\alpha-1}{2} x\right) \sinh \left(\frac{\beta}{2} x\right)}{\sinh \left(\frac{\alpha}{2} x\right) \sinh \left(\frac{\beta-1}{2} x\right)} \\
& =\frac{\sinh \left(\frac{x}{2}\right)}{\sinh \left(\frac{\alpha}{2} x\right)} \times \frac{\sinh \left(\frac{\beta-\alpha}{2} x\right)}{\sinh \left(\frac{\beta-1}{2} x\right)} \tag{5.6}
\end{align*}
$$

by using $\sinh \left(\frac{\alpha}{2} x\right)=\sinh \left(\frac{\alpha-1}{2} x\right) \cosh \left(\frac{x}{2}\right)+\cosh \left(\frac{\alpha-1}{2} x\right) \sinh \left(\frac{x}{2}\right)$ (and the similar formula for $\left.\sinh \left(\frac{\beta}{2} x\right)\right)$. Thanks to $1<\alpha<\beta<\infty$, the two functions $\sinh \left(\frac{x}{2}\right) / \sinh \left(\frac{\alpha}{2} x\right)$ and $\sinh \left(\frac{\beta-\alpha}{2} x\right) / \sinh \left(\frac{\beta-1}{2} x\right)$ here are positive definite (see $[39,(1.4)])$ so that (5.6) is the Fourier transform of a positive measure with total mass $\frac{\beta-\alpha}{\alpha(\beta-1)}$. This means that

$$
M(s, t)=\frac{\alpha(\beta-1)}{\beta-\alpha} M_{\alpha}(s, t)-\frac{(\alpha-1) \beta}{\beta-\alpha} M_{\beta}(s, t)
$$

is a mean in $\mathfrak{M}$ and $M \preceq M_{\alpha}$ is satisfied. Therefore, from Corollary 3.5 we get

$$
\begin{equation*}
\left\|\left|\frac{\alpha(\beta-1)}{\beta-\alpha} M_{\alpha}(H, K) X-\frac{(\alpha-1) \beta}{\beta-\alpha} M_{\beta}(H, K) X\| \| \leq\left\|\left|M_{\alpha}(H, K) X\right|\right\|\right.\right. \tag{5.7}
\end{equation*}
$$

so that

$$
\begin{aligned}
& \frac{(\alpha-1) \beta}{\beta-\alpha}\left\|\left|\left|M_{\beta}(H, K) X\right| \|\right.\right. \\
& \quad \leq \frac{\alpha(\beta-1)}{\beta-\alpha}\left|\left\|M_{\alpha}(H, K) X \mid\right\|\right. \\
& \quad+\left|\left\|\left.\frac{\alpha(\beta-1)}{\beta-\alpha} M_{\alpha}(H, K) X-\frac{(\alpha-1) \beta}{\beta-\alpha} M_{\beta}(H, K) X \right\rvert\,\right\|\right. \\
& \quad \leq\left(\frac{\alpha(\beta-1)}{\beta-\alpha}+1\right)\left\|| | M_{\alpha}(H, K) X \mid\right\|=\frac{(\alpha+1) \beta-2 \alpha}{\beta-\alpha} \times\left\|M_{\alpha}(H, K) X\right\| \|
\end{aligned}
$$

implying the second inequality in the case $\beta<\infty$.
The proof in the limiting case $\beta=\infty$ is similar. Indeed, we can replace the expressions (5.5) and (5.6) by

$$
\frac{\alpha}{\alpha-1} \times \frac{e^{\frac{|x|}{2}} \sinh \left(\frac{\alpha-1}{2} x\right)}{\sinh \left(\frac{\alpha}{2} x\right)} \quad \text { and } \quad e^{\frac{1-\alpha}{2}|x|} \times \frac{\sinh \left(\frac{x}{2}\right)}{\sinh \left(\frac{\alpha}{2} x\right)}
$$

respectively, and then we proceed as in the above case $\beta<\infty$. Here, we point out that the function $e^{\frac{1-\alpha}{2}|x|}$ is positive definite thanks to

$$
\begin{equation*}
e^{-a|x|}=\frac{a}{\pi} \int_{-\infty}^{\infty} \frac{e^{i x y}}{y^{2}+a^{2}} d y \quad(a>0) \tag{5.8}
\end{equation*}
$$

(see also (7.3)).
Finally, by noting $\frac{\alpha(\beta-1)}{(\alpha-1) \beta}>1$ and recalling (5.7), we estimate

$$
\begin{aligned}
& \left\|\left\|M_{\alpha}(H, K) X-M_{\beta}(H, K) X \mid\right\|\right. \\
& \leq\left(\frac{\alpha(\beta-1)}{(\alpha-1) \beta}-1\right)\left|\left\|M_{\alpha}(H, K) X \mid\right\|\right. \\
& \quad+\left|\left\|\left.\frac{\alpha(\beta-1)}{(\alpha-1) \beta} M_{\alpha}(H, K) X-M_{\beta}(H, K) X \right\rvert\,\right\|\right. \\
& \leq\left(\frac{\alpha(\beta-1)}{(\alpha-1) \beta}-1+\frac{\beta-\alpha}{(\alpha-1) \beta}\right)\left\|M_{\alpha}(H, K) X \mid\right\| .
\end{aligned}
$$

The last coefficient here is $\frac{2(\beta-\alpha)}{(\alpha-1) \beta}$ so that (5.4) is obtained.
From the means $M_{\alpha}$ with $\alpha=\frac{n}{n-1}(n=2,3, \ldots)$ we get

$$
M_{\frac{n}{n-1}}(H, K) X=\frac{1}{n} \sum_{k=0}^{n-1} H^{\frac{k}{n-1}} X K^{\frac{n-1-k}{n-1}}
$$

(see (5.1)). We showed in [38] that the norm $\left\|\left\lvert\, \frac{1}{n} \sum_{k=0}^{n-1} H^{\frac{k}{n-1}} X K^{\frac{n-1-k}{n-1}}\right.\right\| \|$ is monotone decreasing in $n$ (which can be thought of as a special case of Theorem 5.1). Complementing this, we state the following special case of the above proposition:
Corollary 5.3. Let $H, K, X$ and $|\|\cdot\|| \mid$ be as above. For all integers $n>m \geq 2$,

$$
\begin{aligned}
\left\|\frac{1}{n} \sum_{k=0}^{n-1} H^{\frac{k}{n-1}} X K^{\frac{n-1-k}{n-1}}\right\| \| & \leq\left\|\left.\frac{1}{m} \sum_{k=0}^{m-1} H^{\frac{k}{m-1}} X K^{\frac{m-1-k}{m-1}} \right\rvert\,\right\| \\
& \leq \frac{2 n-m}{m} \times\left\|\frac{1}{n} \sum_{k=0}^{n-1} H^{\frac{k}{n-1}} X K^{\frac{n-1-k}{n-1}}\right\| \|
\end{aligned}
$$

and

$$
\begin{gathered}
\left\|\left|\frac{1}{n} \sum_{k=0}^{n-1} H^{\frac{k}{n-1}} X K^{\frac{n-1-k}{n-1}}-\frac{1}{m} \sum_{k=0}^{m-1} H^{\frac{k}{m-1}} X K^{\frac{m-1-k}{m-1}}\right|\right\| \\
\left.\leq \frac{2(n-m)}{m} \times\| \| \frac{1}{n} \sum_{k=0}^{n-1} H^{\frac{k}{n-1}} X K^{\frac{n-1-k}{n-1}} \right\rvert\, \|
\end{gathered}
$$

### 5.2 Characterization of $\|\left|M_{\infty}(\boldsymbol{H}, \boldsymbol{K}) X\right|| |<\infty$

The following is also a consequence of Proposition 5.2:
Proposition 5.4. For every $H, K \geq 0, X \in B(\mathcal{H})$ and any unitarily invariant norm $|\|\cdot\||$, the following conditions are mutually equivalent:
(i) $\left|\left|\left|M_{\alpha}(H, K) X\right| \|<\infty\right.\right.$ for some $1<\alpha<\infty$;
(ii) $\left\|\mid M_{\infty}(H, K) X\right\| \|<\infty$;
(iii) $\|\|H X+X K\|\|<\infty$.

Moreover, when one (and hence all) of these conditions is satisfied, then we have the norm convergence

$$
\lim _{\alpha \rightarrow \beta}\left|\left\|M_{\alpha}(H, K) X-M_{\beta}(H, K) X \mid\right\|=0\right.
$$

for every $1<\beta \leq \infty$.
Remark 5.5. A few remarks are in order.
(i) An estimate from the above such as the second inequality in (5.3) is impossible (even for scalars) for $\alpha \leq 1$. In fact, it is straight-forward to see $\lim _{s \backslash 0} M_{\beta}(s, 1) / M_{\alpha}(s, 1)=\infty$ for any $\beta>\alpha$ as long as $\alpha \leq 1$.
(ii) In [53] unitarily invariant norms $|\| \cdot||\mid$ under which the map $A \mapsto| A \mid$ is Lipschitz continuous were characterized as interpolation norms (see [6, 56] for general facts on interpolation spaces) between $\|\cdot\|_{p_{1}}$ and $\|\cdot\|_{p_{2}}$ with $1<$ $p_{1}, p_{2}<\infty$, where the boundedness of the "upper triangular projection" played a crucial role (see [30,59]). For such norms the inequality (5.9) in Proposition 5.6 below shows that the finiteness condition $\||H X+X K|\|<$ $\infty$ in Proposition 5.4 is equivalent to the requirement:

$$
\|\|H X \mid\|<\infty \quad \text { and } \quad\||X K| \|<\infty
$$

Proposition 5.6. If $\|\|\cdot\| \mid$ is an interpolation norm between some Schatten p-norms $\|\cdot\|_{p_{1}}$ and $\|\cdot\|_{p_{2}}$ with $1<p_{1}, p_{2}<\infty$, then one can find a constant $\kappa$ (depending only on $\|\|\cdot\| \mid$ ) such that

$$
\begin{equation*}
|\|H X-X K|\|\leq \kappa\|\|H X+X K \mid\| \tag{5.9}
\end{equation*}
$$

is valid for all $H, K, X$ with $H, K \geq 0$.

Proof. The inequality (5.9) for matrices is known (see [24] and also [53]), where $\kappa$ is a constant depending only upon $|||\cdot|||$ (independent of the size of matrices). We have to generalize this inequality for infinite-dimensional operators. Thanks to the standard $2 \times 2$-matrix trick we may and do assume $H=K \geq 0$. Then, for any given $\varepsilon>0$ one can find a decomposition $H=$ $D_{\varepsilon}+H_{\varepsilon}$ into self-adjoint operators such that $\left\|\left\|H_{\varepsilon}\right\|\right\| \leq \varepsilon$ and $D_{\varepsilon}$ is diagonal (see [58] or [48, Chapter X, §2.2]). Note $\left|\left|\left|H-\left|D_{\varepsilon}\right|\right|\right|\right| \leq$ const. ||| $H_{\varepsilon}| | \mid$ (with a constant depending only upon $\|\|\cdot\| \mid$ ) thanks to [53, Corollary 7]. Hence, by replacing $D_{\varepsilon}, H_{\varepsilon}$ by $\left|D_{\varepsilon}\right|, H-\left|D_{\varepsilon}\right|$, we may and do assume the positivity of the diagonal operator $D_{\varepsilon}$. Notice

$$
\begin{aligned}
& \left|\left\|D_{\varepsilon} X \pm X D_{\varepsilon}|\|-\| H H \pm X H\| \||\right.\right. \\
& \quad \leq\left\|H _ { \varepsilon } X | \| + \| | X H _ { \varepsilon } \left|\left\|\leq 2\left|\left\|H_{\varepsilon} \mid\right\| \times\|X\| \leq 2 \varepsilon\|X\| .\right.\right.\right.\right.
\end{aligned}
$$

Thus, to show (5.9) for infinite-dimensional operators we may and do assume that $H(=K)$ is a positive diagonal operator from the beginning, and hence one finds a sequence $\left\{p_{n}\right\}_{n=1,2, \ldots}$ of finite-rank projections such that $p_{n}$ tends to 1 in the strong operator topology and $H p_{n}=p_{n} H$. We then estimate

$$
\begin{aligned}
\||H X-X H|\| & \leq \liminf _{n \rightarrow \infty}\| \|\left(p_{n} H p_{n}\right)\left(p_{n} X p_{n}\right)-\left(p_{n} X p_{n}\right)\left(p_{n} H p_{n}\right)\| \| \\
& \leq \kappa \liminf _{n \rightarrow \infty} \mid\left\|\left(p_{n} H p_{n}\right)\left(p_{n} X p_{n}\right)+\left(p_{n} X p_{n}\right)\left(p_{n} H p_{n}\right)\right\| \| \\
& =\kappa \liminf _{n \rightarrow \infty} \mid\left\|p_{n}(H X+X H) p_{n}\right\| \\
& \leq \kappa\| \| H+X H \mid \| \quad \text { by (5.9) in the matrix case) }
\end{aligned}
$$

so that (5.9) for general operators is established.

### 5.3 Norm continuity in parameter

In this section we will show the next theorem concerning the norm continuity of $M_{\alpha}(H, K) X$ in the parameter $\alpha$.

Theorem 5.7. Let $H, K \geq 0, X \in B(\mathcal{H})$ and $\|\|\cdot\| \mid$ be a unitarily invariant norm. If $-\infty \leq \alpha_{0} \leq \infty$ and $\left\|\left\|M_{\beta}(H, K) X\right\|\right\| \infty$ for some $\beta>\min \left\{\alpha_{0}, 1\right\}$, then

$$
\lim _{\alpha \rightarrow \alpha_{0}} \mid\left\|M_{\alpha}(H, K) X-M_{\alpha_{0}}(H, K) X\right\| \|=0 .
$$

At first we prepare two easy lemmas for the proof of the theorem.
Lemma 5.8. Let $\varphi, \varphi_{n}(n=1,2, \ldots)$ be nonnegative functions in $L^{1}(\mathbf{R})$ such that

$$
\lim _{n \rightarrow \infty} \int_{-\infty}^{\infty} \varphi_{n}(x) d x=\int_{-\infty}^{\infty} \varphi(x) d x
$$

If the Fourier transforms

$$
\hat{\varphi}(x)=\int_{-\infty}^{\infty} e^{i x y} \varphi(y) d y, \quad \hat{\varphi}_{n}(x)=\int_{-\infty}^{\infty} e^{i x y} \varphi_{n}(y) d y
$$

are in $L^{2}(\mathbf{R})$ and

$$
\lim _{n \rightarrow \infty}\left\|\hat{\varphi}_{n}-\hat{\varphi}\right\|_{2}=0
$$

then

$$
\lim _{n \rightarrow \infty}\left\|\varphi_{n}-\varphi\right\|_{1}=0
$$

Proof. By the Fourier inversion formula we get $\varphi, \varphi_{n} \in L^{2}(\mathbf{R})$ and

$$
\left\|\varphi_{n}-\varphi\right\|_{2}=\frac{1}{2 \pi}\left\|\hat{\varphi}_{n}-\hat{\varphi}\right\|_{2} \longrightarrow 0 \quad(n \rightarrow \infty)
$$

In particular, we have the convergence $\varphi_{n}(x) \rightarrow \varphi(x)$ in measure. The assumption means

$$
\lim _{n \rightarrow \infty} \int_{-\infty}^{\infty}\left(\varphi_{n}(x)+\varphi(x)\right) d x=2 \int_{-\infty}^{\infty} \varphi(x) d x
$$

Hence, by applying the extended form of the Lebesgue dominated convergence theorem (see [75, Chapter 11, Proposition 18] or [26, Theorem 3.6]) to $\mid \varphi_{n}(x)-$ $\varphi(x) \mid \leq \varphi_{n}(x)+\varphi(x)$, we conclude $\left\|\varphi_{n}-\varphi\right\|_{1} \rightarrow 0$.

Lemma 5.9. For any $\theta>0$ and $x>0$ the following inequalities hold:
(i) $\frac{\theta}{\sinh (\theta x)} \leq \frac{1}{x}$,
(ii) $\frac{\sinh (\theta x)}{\theta \sinh ((1+\theta) x)} \leq \frac{x}{\sinh (x)}$.

Proof. (i) is just the well-known inequality $x \leq \sinh (x)$ for $x \geq 0$. The inequality (ii) is equivalent to

$$
x \theta \sinh ((1+\theta) x)-\sinh (\theta x) \sinh (x) \geq 0 .
$$

However, it is indeed the case because the derivative (with respect to $\theta$ ) of the above left-hand side is

$$
\begin{aligned}
& x \sinh ((1+\theta) x)+x^{2} \theta \cosh ((1+\theta) x)-x \cosh (\theta x) \sinh (x) \\
& \quad=x \sinh (\theta x) \cosh (x)+x^{2} \theta \cosh ((1+\theta) x) \geq 0 .
\end{aligned}
$$

Proof of Theorem 5.7. The assertion for the case $1<\alpha_{0} \leq \infty$ was already shown in Proposition 5.4. To deal with the case $-\infty \leq \alpha_{0} \leq 1$, we will consider the following cases separately:
(a) $0<\alpha_{0}<1$,
(b) $\alpha_{0}<0$,
(c) $\alpha_{0}=1$,
(d) $\alpha_{0}=0$.
(e) $\alpha_{0}=-\infty$,
(a) Case $0<\alpha_{0}<1$. By the assumption (also Corollary 3.5 and (5.2)) we can choose $\alpha_{0}<\beta<1$ such that $\left\|\left|M_{\beta}(H, K) X \|\right|<\infty\right.$. For $0<\alpha<\beta$ we compute

$$
\begin{aligned}
\frac{M_{\alpha}\left(e^{x}, 1\right)}{M_{\beta}\left(e^{x}, 1\right)} & =\frac{(\alpha-1) \beta}{\alpha(\beta-1)} \times \frac{e^{\alpha x}-1}{e^{(\alpha-1) x}-1} \times \frac{e^{(\beta-1) x}-1}{e^{\beta x}-1} \\
& =\frac{(\alpha-1) \beta}{\alpha(\beta-1)} \times \frac{\sinh \left(\frac{\alpha}{2} x\right)}{\sinh \left(\frac{\beta}{2} x\right)} \times \frac{\sinh \left(\frac{1-\beta}{2} x\right)}{\sinh \left(\frac{1-\alpha}{2} x\right)} \\
& =\hat{\varphi}_{\alpha, \beta}(x)
\end{aligned}
$$

for some positive function $\varphi_{\alpha, \beta} \in L^{1}(\mathbf{R})$ with $\int_{-\infty}^{\infty} \varphi_{\alpha, \beta}(x) d x=1$ (see the proof of [39, Theorem 2.1] or [39, (1.4)]). We note

$$
\frac{\sinh \left(\frac{\alpha}{2} x\right)}{\sinh \left(\frac{\beta}{2} x\right)} \times \frac{\sinh \left(\frac{1-\beta}{2} x\right)}{\sinh \left(\frac{1-\alpha}{2} x\right)}=O\left(e^{(\alpha-\beta)|x|}\right) \quad(\text { as }|x| \rightarrow \infty)
$$

and take $\delta>0$ satisfying $0<\alpha_{0}-\delta<\alpha_{0}+\delta<\beta$. Then, $\hat{\varphi}_{\alpha, \beta}^{2}$ for $\left|\alpha-\alpha_{0}\right|<\delta$ are uniformly integrable. Moreover, it is obvious that $\hat{\varphi}_{\alpha, \beta}(x) \rightarrow \hat{\varphi}_{\alpha_{0}, \beta}(x)$ as $\alpha \rightarrow \alpha_{0}$ for all $x \in \mathbf{R}$. Thus, the Lebesgue dominated convergence theorem yields

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left\|\hat{\varphi}_{\alpha, \beta}-\hat{\varphi}_{\alpha_{0}, \beta}\right\|_{2}=0
$$

and so Lemma 5.8 implies

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left\|\varphi_{\alpha, \beta}-\varphi_{\alpha_{0}, \beta}\right\|_{1}=0
$$

Since

$$
M_{\alpha}(H, K) X=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(M_{\beta}(H, K) X\right)\left(K s_{K}\right)^{-i x} \varphi_{\alpha, \beta}(x) d x
$$

$(0<\alpha<\beta)$ by Theorem 3.4 and (5.2), we have
$\left|\left|\left|M_{\alpha}(H, K) X-M_{\alpha_{0}}(H, K) X\left\|\left|\leq\left\|\varphi_{\alpha, \beta}-\varphi_{\alpha_{0}, \beta}\right\|_{1} \times\left\|\left|\left|M_{\beta}(H, K) X\right| \| \longrightarrow 0\right.\right.\right.\right.\right.\right.\right.$ as $\alpha \rightarrow \alpha_{0}$.
(b) Case $\alpha_{0}<0$. We can choose $\alpha_{0}<\beta<\frac{\alpha_{0}}{2}$ (or $2 \beta<\alpha_{0}<\beta$ ) such that $\left|\left|\left|M_{\beta}(H, K) X \|\right|<\infty\right.\right.$. When $2 \beta<\alpha<\beta$, we have (see the proof of [39, Theorem 2.1])

$$
\begin{align*}
\frac{M_{\alpha}\left(e^{x}, 1\right)}{M_{\beta}\left(e^{x}, 1\right)} & =\frac{(1-\alpha)(-\beta)}{(-\alpha)(1-\beta)} \times \frac{\sinh \left(\frac{-\alpha}{2} x\right)}{\sinh \left(\frac{1-\alpha}{2} x\right)} \times \frac{\sinh \left(\frac{1-\beta}{2} x\right)}{\sinh \left(\frac{-\beta}{2} x\right)} \\
& =\frac{(1-\alpha)(-\beta)}{(-\alpha)(1-\beta)}\left(1+\frac{\sinh \left(\frac{x}{2}\right)}{\sinh \left(\frac{1-\alpha}{2} x\right)} \times \frac{\sinh \left(\frac{\beta-\alpha}{2} x\right)}{\sinh \left(\frac{-\beta}{2} x\right)}\right) \\
& =\frac{(1-\alpha)(-\beta)}{(-\alpha)(1-\beta)}+\hat{\varphi}_{\alpha, \beta}(x) \tag{5.10}
\end{align*}
$$

for some positive function $\varphi_{\alpha, \beta} \in L^{1}(\mathbf{R})$ with

$$
\int_{-\infty}^{\infty} \varphi_{\alpha, \beta}(x) d x=1-\frac{(1-\alpha)(-\beta)}{(-\alpha)(1-\beta)}
$$

In the same way as in Case (a) we have

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left\|\hat{\varphi}_{\alpha, \beta}-\hat{\varphi}_{\alpha_{0}, \beta}\right\|_{2}=0
$$

so that Lemma 5.8 implies $\left\|\varphi_{\alpha, \beta}-\varphi_{\alpha, \beta}\right\|_{1} \rightarrow 0$ as $\alpha \rightarrow \alpha_{0}$. Since

$$
\begin{gathered}
M_{\alpha}(H, K) X=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i s}\left(M_{\beta}(H, K) X\right)\left(K s_{K}\right)^{-i x} \varphi_{\alpha, \beta}(x) d x \\
+\frac{(1-\alpha)(-\beta)}{(-\alpha)(1-\beta)} M_{\beta}(H, K) X
\end{gathered}
$$

by (3.9) in Theorem 3.4, we get

$$
\begin{aligned}
& \left\|\left\|M_{\alpha}(H, K) X-M_{\alpha_{0}}(H, K) X \mid\right\|\right. \\
& \qquad\left(\left\|\varphi_{\alpha, \beta}-\varphi_{\alpha_{0}, \beta}\right\|_{1}+\left|\frac{(1-\alpha)(-\beta)}{(-\alpha)(1-\beta)}-\frac{\left(1-\alpha_{0}\right)(-\beta)}{\left(-\alpha_{0}\right)(1-\beta)}\right|\right) \\
& \times\| \| M_{\beta}(H, K) X\| \| \longrightarrow
\end{aligned}
$$

as $\alpha \rightarrow \alpha_{0}$.
(c) Case $\alpha_{0}=1$. Choose $1<\beta<2$ such that $\left\|\left|M_{\beta}(H, K) X\right|\right\|<\infty$. We have

$$
\frac{M_{1}\left(e^{x}, 1\right)}{M_{\beta}\left(e^{x}, 1\right)}=\frac{\beta}{\beta-1} \times \frac{\sinh \left(\frac{x}{2}\right) \sinh \left(\frac{\beta-1}{2} x\right)}{\left(\frac{x}{2}\right) \sinh \left(\frac{\beta}{2} x\right)}=\hat{\psi}_{1, \beta}(x)
$$

for some positive function $\psi_{1, \beta} \in L^{1}(\mathbf{R})$ with $\int_{-\infty}^{\infty} \psi_{1, \beta}(x) d x=1$ by [39, Corollary 2.4]. Notice $\hat{\psi}_{1, \beta} \in L^{2}(\mathbf{R})$ because of $\hat{\psi}_{1, \beta}(x)^{2}=O\left(x^{-2}\right)$ as $|x| \rightarrow \infty$. Now we deal with the two cases $1<\alpha<\beta$ and $0<\alpha<1$ separately.

First, consider the case $1<\alpha<\beta$. We notice

$$
\begin{aligned}
\frac{M_{\alpha}\left(e^{x}, 1\right)}{M_{\beta}\left(e^{x}, 1\right)} & =\frac{(\alpha-1) \beta}{\alpha(\beta-1)}\left(1+\frac{\sinh \left(\frac{x}{2}\right) \sinh \left(\frac{\beta-\alpha}{2} x\right)}{\sinh \left(\frac{\alpha-1}{2} x\right) \sinh \left(\frac{\beta}{2} x\right)}\right) \\
& =\frac{(\alpha-1) \beta}{\alpha(\beta-1)}+\hat{\psi}_{\alpha, \beta}(x)
\end{aligned}
$$

for some positive function $\psi_{\alpha, \beta} \in L^{1}(\mathbf{R})$ with

$$
\int_{-\infty}^{\infty} \psi_{\alpha, \beta}(x) d x=1-\frac{(\alpha-1) \beta}{\alpha(\beta-1)}
$$

Indeed, choose $\alpha=a_{0}<a_{1}<\cdots<a_{m}=\beta$ such that $a_{k}<2 a_{k-1}-1$ $(1 \leq k \leq m)$. By the proof of [39, Theorem 2.1] there are positive functions $f_{1}, \ldots, f_{m} \in L^{1}(\mathbf{R})$ such that

$$
\frac{M_{a_{k-1}}\left(e^{x}, 1\right)}{M_{a_{k}}\left(e^{x}, 1\right)}=\frac{\left(a_{k-1}-1\right) a_{k}}{a_{k-1}\left(a_{k}-1\right)}+\hat{f}_{k}(x) \quad(1 \leq k \leq m)
$$

so that

$$
\frac{M_{\alpha}\left(e^{x}, 1\right)}{M_{\beta}\left(e^{x}, 1\right)}=\prod_{k=1}^{m}\left(\frac{\left(a_{k-1}-1\right) a_{k}}{a_{k-1}\left(a_{k}-1\right)}+\hat{f}_{k}(x)\right)=\frac{(\alpha-1) \beta}{\alpha(\beta-1)}+\hat{\psi}_{\alpha, \beta}(x)
$$

Here, $\psi_{\alpha, \beta}$ is a linear combination (with positive coefficients) of the convolutions $f_{k_{1}} * f_{k_{2}} * \cdots * f_{k_{l}}$ for $1 \leq k_{1}<k_{2}<\cdots<k_{l} \leq m$ so that the positivity of $\psi_{\alpha, \beta}$ is clear.

We have

$$
\begin{aligned}
\hat{\psi}_{\alpha, \beta}(x) & =\frac{(\alpha-1) \beta}{\alpha(\beta-1)} \times \frac{\sinh \left(\frac{x}{2}\right) \sinh \left(\frac{\beta-\alpha}{2} x\right)}{\sinh \left(\frac{\alpha-1}{2} x\right) \sinh \left(\frac{\beta}{2} x\right)} \\
& \leq \frac{\beta}{\alpha(\beta-1)} \times \frac{\sinh \left(\frac{x}{2}\right) \sinh \left(\frac{\beta-1}{2} x\right)}{\left(\frac{x}{2}\right) \sinh \left(\frac{\beta}{2} x\right)} \\
& =\frac{1}{\alpha} \times \hat{\psi}_{1, \beta}(x) \leq \hat{\psi}_{1, \beta}(x)
\end{aligned}
$$

thanks to $(\alpha-1) / \sinh \left(\frac{\alpha-1}{2} x\right) \leq \frac{2}{x}$ (see Lemma 5.9, (i)) and the increasingness $\sinh \left(\frac{\beta-\alpha}{2} x\right) \leq \sinh \left(\frac{\beta-1}{2} x\right) \quad(x \geq 0)$. Moreover, $\hat{\psi}_{\alpha, \beta}(x) \rightarrow \hat{\psi}_{1, \beta}(x)$ as $\alpha \searrow 1$ for all $x \in \mathbf{R}$. Therefore, the dominated convergence theorem shows

$$
\left\|\hat{\psi}_{\alpha, \beta}-\hat{\psi}_{1, \beta}\right\|_{2}=0
$$

and Lemma 5.8 implies $\left\|\psi_{\alpha, \beta}-\psi_{1, \beta}\right\|_{1} \rightarrow 0$ as $\alpha \searrow 1$. Since

$$
\begin{aligned}
M_{1}(H, K) X= & \int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(M_{\beta}(H, K) X\right)\left(K s_{K}\right)^{-i x} \psi_{1, \beta}(x) d x \\
M_{\alpha}(H, K) X= & \int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(M_{\beta}(H, K) X\right)\left(K s_{K}\right)^{-i x} \psi_{\alpha, \beta}(x) d x \\
& +\frac{(\alpha-1) \beta}{\alpha(\beta-1)} M_{\beta}(H, K) X
\end{aligned}
$$

we get

$$
\begin{aligned}
& \left\|\left\|M_{\alpha}(H, K) X-M_{1}(H, K) X\right\|\right\| \\
& \quad \leq\left(\left\|\psi_{\alpha, \beta}-\psi_{1, \beta}\right\|_{1}+\frac{(\alpha-1) \beta}{\alpha(\beta-1)}\right)\left\|M_{\beta}(H, K) X\right\| \| 0
\end{aligned}
$$

as $\alpha \searrow 1$.

Next, consider the case $0<\alpha<1$. Since

$$
\frac{M_{\alpha}\left(e^{x}, 1\right)}{M_{\beta}\left(e^{x}, 1\right)}=\frac{M_{\alpha}\left(e^{x}, 1\right)}{M_{1}\left(e^{x}, 1\right)} \times \hat{\psi}_{1, \beta}(x)
$$

and $M_{\alpha}\left(e^{x}, 1\right) / M_{1}\left(e^{x}, 1\right)$ is a positive definite function, there is a positive function $\varphi_{\alpha, \beta} \in L^{1}(\mathbf{R})$ such that

$$
\frac{M_{\alpha}\left(e^{x}, 1\right)}{M_{\beta}\left(e^{x}, 1\right)}=\frac{(1-\alpha) \beta}{\alpha(\beta-1)} \times \frac{\sinh \left(\frac{\alpha}{2} x\right) \sinh \left(\frac{\beta-1}{2} x\right)}{\sinh \left(\frac{1-\alpha}{2} x\right) \sinh \left(\frac{\beta}{2} x\right)}=\hat{\varphi}_{\alpha, \beta}(x)
$$

We have

$$
\hat{\varphi}_{\alpha, \beta}(x) \leq \frac{\beta}{\alpha(\beta-1)} \times \frac{\sinh \left(\frac{x}{2}\right) \sinh \left(\frac{\beta-1}{2} x\right)}{\left(\frac{x}{2}\right) \sinh \left(\frac{\beta}{2} x\right)}=\frac{1}{\alpha} \times \hat{\psi}_{1, \beta}(x)
$$

because of $(1-\alpha) / \sinh \left(\frac{1-\alpha}{2} x\right) \leq \frac{2}{x}$ (see Lemma 5.9 , (i)) and the increasingness $\sinh \left(\frac{\alpha}{2} x\right) \leq \sinh \left(\frac{x}{2}\right)(x \geq 0)$. Hence we get

$$
\lim _{\alpha \nearrow 1}\left\|\hat{\varphi}_{\alpha, \beta}-\hat{\psi}_{1, \beta}\right\|_{2}=0
$$

by the dominated convergence theorem. Therefore, Lemma 5.8 implies $\| \varphi_{\alpha, \beta}-$ $\psi_{1, \beta} \|_{1} \rightarrow 0$ as $\alpha \nearrow 1$, and consequently

$$
\lim _{\alpha \nearrow 1}\| \| M_{\alpha}(H, K) X-M_{1}(H, K) X\| \|=0
$$

as before.
(d) Case $\alpha_{0}=0$. Choose $0<\beta<1$ such that $\left\|\left|M_{\beta}(H, K) X\right|\right\|<\infty$, and deal with the two cases $0<\alpha<\beta$ and $-\beta<\alpha<0$ separately. For $0 \leq \alpha<\beta$ we have

$$
\frac{M_{\alpha}\left(e^{x}, 1\right)}{M_{\beta}\left(e^{x}, 1\right)}=\frac{(1-\alpha) \beta}{\alpha(1-\beta)} \times \frac{\sinh \left(\frac{\alpha}{2} x\right)}{\sinh \left(\frac{\beta}{2} x\right)} \times \frac{\sinh \left(\frac{1-\beta}{2} x\right)}{\sinh \left(\frac{1-\alpha}{2} x\right)}=\hat{\varphi}_{\alpha, \beta}(x)
$$

for some positive function $\varphi_{\alpha, \beta} \in L^{1}(\mathbf{R})$. (Here, $\frac{1}{\alpha} \sinh \left(\frac{\alpha}{2} x\right)$ for $\alpha=0$ means $\frac{x}{2}$.) Since Lemma 5.9, (ii) gives

$$
\frac{1}{\alpha} \times \sinh \left(\frac{\alpha}{2} x\right) \leq \frac{\left(\frac{x}{2}\right) \sinh \left(\frac{1+\alpha}{2} x\right)}{\sinh \left(\frac{x}{2}\right)}
$$

we get

$$
\begin{aligned}
\hat{\varphi}_{\alpha, \beta}(x) & \leq \frac{(1-\alpha) \beta}{1-\beta} \times \frac{\left(\frac{x}{2}\right) \sinh \left(\frac{1+\alpha}{2} x\right) \sinh \left(\frac{1-\beta}{2} x\right)}{\sinh \left(\frac{x}{2}\right) \sinh \left(\frac{\beta}{2} x\right) \sinh \left(\frac{1-\alpha}{2} x\right)} \\
& \leq \frac{(1-\alpha) \beta}{1-\beta} \times \frac{\left(\frac{x}{2}\right) \sinh \left(\frac{1+(\beta / 2)}{2} x\right) \sinh \left(\frac{1-\beta}{2} x\right)}{\sinh \left(\frac{x}{2}\right) \sinh \left(\frac{\beta}{2} x\right) \sinh \left(\frac{1-(\beta / 2)}{2} x\right)} \\
& \leq O\left(e^{-\frac{\beta}{4}|x|}\right) \quad(\text { as }|x| \rightarrow \infty)
\end{aligned}
$$

when for example $0<\alpha<\frac{\beta}{2}$. Hence, as usual we have $\lim _{\alpha \searrow 0}\left\|\hat{\varphi}_{\alpha, \beta}-\hat{\varphi}_{0, \beta}\right\|_{2}=$ 0 and so $\lim _{\alpha \searrow 0}\left\|\varphi_{\alpha, \beta}-\varphi_{0, \beta}\right\|_{1}=0$. Consequently

$$
\lim _{\alpha \searrow 0}\| \| M_{\alpha}(H, K) X-M_{0}(H, K) X\| \|=0 .
$$

Now, consider the case $-\beta<\alpha<0$. We have

$$
\frac{M_{\alpha}\left(e^{x}, 1\right)}{M_{\beta}\left(e^{x}, 1\right)}=\frac{(1-\alpha) \beta}{(-\alpha)(1-\beta)} \times \frac{\sinh \left(\frac{-\alpha}{2} x\right)}{\sinh \left(\frac{\beta}{2} x\right)} \times \frac{\sinh \left(\frac{1-\beta}{2} x\right)}{\sinh \left(\frac{1-\alpha}{2} x\right)}=\hat{\varphi}_{\alpha, \beta}(x)
$$

for some positive $\varphi_{\alpha, \beta} \in L^{1}(\mathbf{R})$. Since the estimate

$$
\frac{\sinh \left(\frac{-\alpha}{2} x\right)}{(-\alpha) \sinh \left(\frac{1-\alpha}{2} x\right)} \leq \frac{\left(\frac{x}{2}\right)}{\sinh \left(\frac{x}{2}\right)}
$$

(Lemma 5.9, (ii)) guarantees

$$
\hat{\varphi}_{\alpha, \beta}(x) \leq \frac{(1-\alpha) \beta}{1-\beta} \times \frac{\left(\frac{x}{2}\right) \sinh \left(\frac{1-\beta}{2} x\right)}{\sinh \left(\frac{x}{2}\right) \sinh \left(\frac{\beta}{2} x\right)}=(1-\alpha) \hat{\varphi}_{0, \beta}(x)
$$

we get $\lim _{\alpha \nearrow 0}\left\|\hat{\varphi}_{\alpha, \beta}-\hat{\varphi}_{0, \beta}\right\|_{2}=0$. Therefore, we get $\lim _{\alpha \nearrow 0}\left\|\varphi_{\alpha, \beta}-\varphi_{0, \beta}\right\|_{1}=0$ and

$$
\lim _{\alpha \nearrow 0} \mid\left\|M_{\alpha}(H, K) X-M_{0}(H, K) X\right\| \|=0
$$

as before.
(e) Case $\alpha_{0}=-\infty$. We may and do assume that $\left\|\left|M_{\beta}(H, K) X\right|\right\|<\infty$ for some $\beta<-1$. Then, for $\alpha<\beta$ we have $\sinh \left(\frac{\beta-\alpha}{2} x\right) / \sinh \left(\frac{1-\alpha}{2} x\right) \leq 1$, and hence $\hat{\varphi}_{\alpha, \beta}(x)$ in (5.10) is majorized by the $L^{2}$-function

$$
\frac{(1-\alpha)(-\beta)}{(-\alpha)(1-\beta)} \times \frac{\sinh \left(\frac{x}{2}\right)}{\sinh \left(\frac{-\beta}{2} x\right)}
$$

Therefore, it follows that $\hat{\varphi}_{\alpha, \beta}$ converges in the $\|\cdot\|_{2}$-norm to the function

$$
\frac{-\beta}{1-\beta} \times e^{\frac{\beta-1}{2}|x|} \times \frac{\sinh \left(\frac{x}{2}\right)}{\sinh \left(\frac{-\beta}{2} x\right)}
$$

as $\alpha \rightarrow-\infty$. On the other hand, we notice

$$
\begin{aligned}
\frac{M_{-\infty}\left(e^{x}, 1\right)}{M_{\beta}\left(e^{x}, 1\right)} & =\frac{-\beta}{1-\beta} \times e^{-\frac{|x|}{2}} \times \frac{\sinh \left(\frac{1-\beta}{2} x\right)}{\sinh \left(\frac{-\beta}{2} x\right)} \\
& =\frac{-\beta}{1-\beta}\left(1+e^{\frac{\beta-1}{2}|x|} \times \frac{\sinh \left(\frac{x}{2}\right)}{\sinh \left(\frac{-\beta}{2} x\right)}\right)
\end{aligned}
$$

so that the desired convergence is obtained as before.
For the operator norm $\|\|\cdot\|\|=\|\cdot\|$, the boundedness requirement in Theorem 5.7 is automatic and hence we state

Corollary 5.10. For each $H, K \geq 0, X \in B(\mathcal{H})$ and for each $-\infty \leq \alpha_{0} \leq \infty$ we have

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left\|M_{\alpha}(H, K) X-M_{\alpha_{0}}(H, K) X\right\|=0
$$

In Theorem 5.7 we required the existence of $\beta>\alpha_{0}$ satisfying the finiteness condition $\left\|\left|M_{\beta}(H, K) X \|\right|<\infty\right.$, which enabled us to combine relevant integral expressions with the Lebesgue dominated convergence theorem. We now deal with the limiting case $\beta=\alpha_{0}$.

Proposition 5.11. Let $H, K \geq 0, X \in B(\mathcal{H})$ and $\|\|\cdot\| \mid$ be a unitarily invariant norm.
(i) For each $-\infty \leq \alpha_{0} \leq \infty$ we have

$$
\lim _{\alpha \nearrow \alpha_{0}}\left\|\left|M_{\alpha}(H, K) X\right|\right\|=\left\|\left|\left|M_{\alpha_{0}}(H, K) X\right| \|(\leq \infty)\right.\right.
$$

(ii) Assume $-\infty<\alpha_{0} \leq \infty$. If $\mathcal{I}_{\|||\cdot||}$ is uniformly convex, then as long as $M_{\alpha_{0}}(H, K) X \in \mathcal{I}_{\|||\cdot||}$ we have $M_{\alpha}(H, K) X \in \mathcal{I}_{||\cdot|| \mid}$ for each $\alpha \leq \alpha_{0}$ and the norm convergence

$$
\lim _{\alpha \nearrow \alpha_{0}}\| \| M_{\alpha}(H, K) X-M_{\alpha_{0}}(H, K) X\| \|=0
$$

The result also remains valid for the ideal $\mathcal{C}_{1}(\mathcal{H})$ of trace class operators. Note that the uniform convexity of $\mathcal{I}_{|||\cdot||}$ is the same requirement as that of $\mathcal{I}_{|||\cdot|||}^{(0)}$. In fact, this condition actually implies the separability of $\mathcal{I}_{\||||| |}$, i.e., $\mathcal{I}_{|||\cdot|||}=\mathcal{I}_{|||\cdot|||}^{(0)}($ see $[29, \S I I I .6])$, and that of the dual $\left(\mathcal{I}_{|||\cdot|||}\right)^{*}$ (see Corollary A. 11 in §A.5).

Proof. (i) By the lower semi-continuity of |||•||| in the weak operator topology (see [37, Proposition 2.11]), Corollary 5.10 guarantees

$$
\left\|\left|| M _ { \alpha _ { 0 } } ( H , K ) X | \left\|\leq \liminf _{\alpha / \alpha_{0}}\left|\left\|M_{\alpha}(H, K) X\right\|\right|\right.\right.\right.
$$

which (together with the monotonicity obtained in Theorem 5.1) shows the result.
(ii) From (i) and the uniform convexity of $\mathcal{I}_{|||\cdot|||}$, it suffices to show

$$
\lim _{\alpha \nearrow \alpha_{0}} \phi\left(M_{\alpha}(H, K) X\right)=\phi\left(M_{\alpha_{0}}(H, K) X\right)
$$

for each $\phi \in\left(\mathcal{I}_{|||\cdot|||}\right)^{*}$. However, thanks to the boundedness of $\left\|\left\|M_{\alpha}(H, K) X \mid\right\|\right.$ for $\alpha<\alpha_{0}$, we need to check this weak convergence only against $\phi$ 's in a dense subset of $\left(\mathcal{I}_{\||\cdot|| |}\right)^{*}$. Thanks to the separability of $\left(\mathcal{I}_{||||| |}\right)^{*}, \phi$ 's of the form $\operatorname{Tr}(F \cdot)$ with a finite-rank operator $F$ form a dense subspace in $\left(\mathcal{I}_{\||\cdot|| |}\right)^{*}$. But, for $\phi=\operatorname{Tr}(F \cdot)$ the above convergence is trivial by Corollary 5.10. Finally, the assertion for $\mathcal{C}_{1}(\mathcal{H})$ is seen from for example [77, Theorem 2.19].

Proposition 5.11, (ii) is meaningful only in the case $\alpha_{0} \leq 1$. Actually, a situation is much better in the case $\alpha_{0}>1$; in fact, the latter case is automatically covered in Theorem 5.7. It is known ([18]) that the uniform convexity of $\mathcal{I}_{\||||| |}$is equivalent to that of the corresponding sequence Banach space. For example, the Schatten $p$-class $\mathcal{C}_{p}(\mathcal{H})$ for $1<p<\infty$ is uniformly convex.

### 5.4 Notes and references

In [39] $A-L-G$ interpolation means $\left\{M_{\alpha}\right\}_{-\infty \leq \alpha \leq \infty}$ were introduced and the monotonicity (Theorem 5.1) was proved (at least for matrices) as a refinement of the arithmetic-logarithmic-geometric mean inequality (1.8). For the special values $\alpha=\frac{n}{n-1}$ and $\alpha=\frac{m}{m+1}$ the operator means $M_{\frac{n}{n-1}}(H, K) X$ and $M_{\frac{m}{m+1}}(H, K) X$ are easy to handle for Hilbert space operators (at least as far as the definition is concerned). In fact, the expression (5.1) enables us to set

$$
\left\{\begin{array}{l}
M_{\frac{n}{n-1}}(H, K) X=\frac{1}{n} \sum_{k=0}^{n-1} H^{\frac{k}{n-1}} X K^{\frac{n-1-k}{n-1}} \\
M_{\frac{m}{m+1}}(H, K) X=\frac{1}{m} \sum_{k=1}^{m} H^{\frac{k}{m+1}} X K^{\frac{m+1-k}{m+1}}
\end{array}\right.
$$

directly so that detailed analysis on Schur multipliers (in Chapter 2) is irrelevant in this special case. Besides (1.8) these operator means were studied in [38]. In fact, the monotonicity of their norms (i.e., (1.9)) was shown as a refinement of (1.8).

In the appendix to [38] the norm convergence of $M_{\frac{n}{n-1}}(H, K) X$ and $M_{\frac{m}{m+1}}(H, K) X$ to the logarithmic mean $M_{1}(H, K) X$ was examined under suitable assumptions ([38, Propositions $6,7,8]$ ). Theorem 5.7 (together with the finiteness criterion Proposition 5.4) and Proposition 5.11, (ii) in this chapter give rise to quite complete and satisfactory answers to such convergence problems to all $M_{\alpha}$ 's.

## Heinz-type means $\boldsymbol{A}_{\alpha}$

In this chapter we will deal with the following means in $\mathfrak{M}$ :

$$
A_{\alpha}(s, t)=A_{1-\alpha}(s, t)=\frac{1}{2}\left(s^{\alpha} t^{1-\alpha}+s^{1-\alpha} t^{\alpha}\right) \quad(0 \leq \alpha \leq 1)
$$

that interpolates the arithmetic mean $A_{0}=A$ and the geometric one $A_{1 / 2}=$ $G$. Obviously, each $A_{\alpha}$ is a Schur multiplier, and one has

$$
\begin{equation*}
A_{\alpha}(H, K) X=\frac{1}{2}\left(H^{\alpha} X K^{1-\alpha}+H^{1-\alpha} X K^{\alpha}\right) \tag{6.1}
\end{equation*}
$$

for all $H, K \geq 0$ and $X \in B(\mathcal{H})$ (with the convention $H^{0}=K^{0}=1$ in the case $\alpha=0,1)$. We point out that operators of this form appear in Heinz-type inequalities ([36]).

We noticed in [39] that

$$
\begin{equation*}
A_{\alpha} \preceq A_{\beta} \quad \text { if } \quad 0 \leq \beta<\alpha \leq \frac{1}{2} \tag{6.2}
\end{equation*}
$$

Hence, Corollary 3.5 implies that $\left\|H^{\alpha} X K^{1-\alpha}+H^{1-\alpha} X K^{\alpha}\right\| \|$ is monotone decreasing in $\alpha \in\left[0, \frac{1}{2}\right]$ for unitarily invariant norms, corresponding to the well-known fact: the Heinz inequality (1.3) remains valid for these norms (see $\S 6.3,1)$.

### 6.1 Norm continuity in parameter

The norm continuity of the Heinz mean $A_{\alpha}(H, K) X$ in the parameter $\alpha$ is given as follows: Let $\|\|\cdot\|\|$ be a unitarily invariant norm and $0<\alpha_{0} \leq \frac{1}{2}$. If $\left\|H^{\beta} X K^{1-\beta}+H^{1-\beta} X K^{\beta}\right\| \mid<\infty$ for some $0 \leq \beta<\alpha_{0}$, then

$$
\lim _{\alpha \rightarrow \alpha_{0}}\| \|\left(H^{\alpha} X K^{1-\alpha}+H^{1-\alpha} X K^{\alpha}\right)-\left(H^{\beta} X K^{1-\beta}+H^{1-\beta} X K^{\beta}\right)\| \|=0
$$

This can be proved by using the integral expression

$$
\begin{aligned}
& H^{\alpha} X K^{1-\alpha}+H^{1-\alpha} X K^{\alpha} \\
& \quad=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(H^{\beta} X K^{1-\beta}+H^{1-\beta} X K^{\beta}\right)\left(K s_{K}\right)^{-i x} f_{\alpha, \beta}(x) d x
\end{aligned}
$$

for $0 \leq \beta<\alpha \leq \frac{1}{2}$, where $f_{\alpha, \beta}$ is a positive function with $\int_{-\infty}^{\infty} f_{\alpha, \beta}(x) d x=1$ such that

$$
\frac{A_{\alpha}\left(e^{x}, 1\right)}{A_{\beta}\left(e^{x}, 1\right)}=\frac{\cosh \left(\left(\frac{1}{2}-\alpha\right) x\right)}{\cosh \left(\left(\frac{1}{2}-\beta\right) x\right)}=\hat{f}_{\alpha, \beta}(x)
$$

In fact, we have an explicit form of the function $f_{\alpha, \beta}$ (see $[39,(1.5)]$ ), and so the proof is much easier than that of Theorem 5.7. Moreover, the above norm convergence can be improved in Proposition 6.1 below.

Note that the convergence $A_{\alpha}(H, K) X \rightarrow A(H, K) X$ as $\alpha \rightarrow 0$ is not true even in the matrix case. In fact, when $P, Q$ are orthogonal projections with $P \perp Q$ and $X=1$, we have $A(P, Q) 1=\frac{1}{2}(P+Q)$ but $A_{\alpha}(P, Q) 1=0$ for all $0<\alpha \leq \frac{1}{2}$.

One piece $H^{\alpha} X K^{1-\alpha}$ of the mean (6.1) is asymmetric, however our method using integral expressions can still work to treat it. Actually, the following integral formula was obtained in [54, Theorem 6]:

$$
\begin{array}{r}
H^{\alpha} X K^{1-\alpha}=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(H X+X K)\left(K s_{K}\right)^{-i x} \\
 \tag{6.3}\\
\times \frac{d x}{2 \cosh \left(\pi x+\pi i\left(\alpha-\frac{1}{2}\right)\right)}
\end{array}
$$

for each $0<\alpha<1$ and for all $H, K, X \in B(\mathcal{H})$ with $H, K \geq 0$. (A particular case of this was given in Example 3.6, (a).) Let $g_{\alpha}(x)$ be the density appearing in (6.3). Then, Theorem A. 5 implies

$$
\begin{equation*}
\left\|\left|H^{\alpha} X K^{1-\alpha}\right|\right\| \leq\left(\int_{-\infty}^{\infty}\left|g_{\alpha}(x)\right| d x\right)\|\mid H X+X K\| \| \tag{6.4}
\end{equation*}
$$

which is the weak matrix Young inequality in [54] (see also [3]).
Proposition 6.1. Let $H, K \geq 0, X \in B(\mathcal{H})$ and $|\|\cdot\||$ be a unitarily invariant norm. If $0<\alpha_{0}<1$ and $\left\|\mid H^{\beta} X K^{1-\beta}+H^{\gamma} X K^{1-\gamma}\right\| \|<\infty$ for some $0 \leq \gamma<$ $\alpha_{0}<\beta \leq 1$ (this is the case in particular when $\|H X+X K\|<\infty$ ), then

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left|\left\|H^{\alpha} X K^{1-\alpha}-H^{\alpha_{0}} X K^{1-\alpha_{0}}\right\|\right|=0
$$

Proof. Since

$$
H^{\beta} X K^{1-\beta}+H^{\gamma} X K^{1-\gamma}=H^{\beta-\gamma}\left(H^{\gamma} X K^{1-\beta}\right)+\left(H^{\gamma} X K^{1-\beta}\right) K^{\beta-\gamma}
$$

and

$$
H^{\alpha} X K^{1-\alpha}=\left(H^{\beta-\gamma}\right)^{\frac{\alpha-\gamma}{\beta-\gamma}}\left(H^{\gamma} X K^{1-\beta}\right)\left(K^{\beta-\gamma}\right)^{1-\frac{\alpha-\gamma}{\beta-\gamma}},
$$

we may and do assume $\|\|H X+X K\|\| \infty$ (i.e., $\beta=1$ and $\gamma=0$ ) by replacing $H, K, X$ by $H^{\beta-\gamma}, K^{\beta-\gamma}, H^{\gamma} X K^{1-\beta}$ respectively. Then by (6.3) and Theorem A.5, we get

$$
\left\|\left\|H^{\alpha} X K^{1-\alpha}-H^{\alpha_{0}} X K^{1-\alpha_{0}} \mid\right\| \leq\right\| g_{\alpha}-g_{\alpha_{0}}\left\|_{1} \times\right\|\|H+X K\|
$$

for $0<\alpha, \alpha_{0}<1$. Thus, it suffices to see that $\left\|g_{\alpha}-g_{\alpha_{0}}\right\|_{1} \rightarrow 0$ as $\alpha \rightarrow \alpha_{0}$. However, by recalling ([54, p. 443])

$$
\begin{equation*}
\left|g_{\alpha}(x)\right|=\frac{1}{2 \sqrt{\sinh ^{2}(\pi x)+\cos ^{2}\left(\pi\left(\alpha-\frac{1}{2}\right)\right)}} \tag{6.5}
\end{equation*}
$$

we see that the above $L^{1}$-convergence is an immediate consequence of the Lebesgue dominated convergence theorem.

### 6.2 Convergence of operator Riemann sums

We present another application of the integral expression (6.3) in a similar nature. Let us consider the following operator Riemann sum:

$$
R(n)=\frac{1}{n} \sum_{k=1}^{n} H^{\xi_{k}} X K^{1-\xi_{k}} \quad\left(\text { with } \xi_{k} \in\left[\frac{k-1}{n}, \frac{k}{n}\right]\right)
$$

From (6.3) we get

$$
R(n)=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(H X+X K)\left(K s_{K}\right)^{-i x} \phi_{n}(x) d x
$$

with

$$
\phi_{n}(x)=\frac{1}{n} \sum_{k=1}^{n} \frac{1}{2 \cosh \left(\pi x+\pi i\left(\xi_{k}-\frac{1}{2}\right)\right)} .
$$

For a moment we assume that Riemann sums are chosen symmetrically, i.e., $\xi_{n+1-k}=1-\xi_{k}$ for each $n$ and $k$. (Asymmetric Riemann sums will be considered in Proposition 6.3.) Then, we easily compute

$$
\begin{align*}
\phi_{2 m}(x) & =\frac{1}{2 m} \sum_{k=1}^{2 m} \frac{1}{2 \cosh \left(\pi x+\pi i\left(\xi_{k}-\frac{1}{2}\right)\right)} \\
& =\frac{1}{2 m} \sum_{k=1}^{m} \frac{\cosh (\pi x) \cos \left(\pi\left(\xi_{k}-\frac{1}{2}\right)\right)}{\cos ^{2}\left(\pi\left(\xi_{k}-\frac{1}{2}\right)\right)+\sinh ^{2}(\pi x)} \tag{6.6}
\end{align*}
$$

thanks to

$$
\begin{aligned}
& \cosh \left(\pi x+\pi i\left(\xi_{k}-\frac{1}{2}\right)\right) \\
& \quad=\cosh (\pi x) \cos \left(\pi\left(\xi_{k}-\frac{1}{2}\right)\right)+i \sinh (\pi x) \sin \left(\pi\left(\xi_{k}-\frac{1}{2}\right)\right)
\end{aligned}
$$

We similarly get

$$
\begin{align*}
& \phi_{2 m+1}(x) \\
& \quad=\frac{1}{2 m+1}\left(\sum_{k=1}^{m} \frac{\cosh (\pi x) \cos \left(\pi\left(\xi_{k}-\frac{1}{2}\right)\right)}{\cos ^{2}\left(\pi\left(\xi_{k}-\frac{1}{2}\right)\right)+\sinh ^{2}(\pi x)}+\frac{1}{2 \cosh (\pi x)}\right) \tag{6.7}
\end{align*}
$$

where the last term arises from the midpoint $\xi_{m+1}=\frac{1}{2}$. On the other hand, the logarithmic mean is given by

$$
L=\int_{0}^{1} H^{s} X K^{1-s} d s=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(H X+X K)\left(K s_{K}\right)^{-i x} \phi(x) d x
$$

with

$$
\begin{equation*}
\phi(x)=\frac{1}{\pi} \log \left|\operatorname{coth}\left(\frac{\pi x}{2}\right)\right| \tag{6.8}
\end{equation*}
$$

(see [38, p. 305]).
Proposition 6.2. Let $H, K \geq 0, X \in B(\mathcal{H})$, and we assume $\|H X+H K\| \|<$ $\infty$ for a unitarily invariant norm $\|\|\cdot\|\|$. Then, as long as Riemann sums $R(n)$ are chosen symmetrically (i.e., $\xi_{n+1-k}=1-\xi_{k}$ for each $n$ and $k$ ) we have

$$
\lim _{n \rightarrow \infty}\| \| R(n)-\int_{0}^{1} H^{s} X K^{1-s} d s \mid \|=0
$$

Proof. From the preceding integral expressions for $R(n)$ and $L$ we see

$$
R(n)-L=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(H X+X K)\left(K s_{K}\right)^{-i x}\left(\phi_{n}(x)-\phi(x)\right) d x
$$

so that Theorem A. 5 shows

$$
\|\|R(n)-L\|\| \leq\left\|\phi_{n}-\phi\right\|_{1} \times\|H X+X K\| .
$$

Hence, as usual it suffices to see $\lim _{n \rightarrow \infty}\left\|\phi_{n}-\phi\right\|_{1}=0$. The Fourier transform of the positive and positive definite function $\phi$ is $\frac{1}{x} \tanh \left(\frac{x}{2}\right)$ (see [38, p. 306]) and hence

$$
\int_{-\infty}^{\infty} \phi(x) d x=\frac{1}{2}
$$

On the other hand, the positive (and actually positive definite) function $\phi_{n}$ also satisfies

$$
\int_{-\infty}^{\infty} \phi_{n}(x) d x=\frac{1}{2}
$$

because of (6.6), (6.7) and

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \frac{\cosh (\pi x)}{\cos ^{2}\left(\pi\left(\xi_{k}-\frac{1}{2}\right)\right)+\sinh ^{2}(\pi x)} d x=\frac{1}{\cos \left(\pi\left(\xi_{k}-\frac{1}{2}\right)\right)} \\
& \int_{-\infty}^{\infty} \frac{1}{\cosh (\pi x)} d x=1
\end{aligned}
$$

(The fact $\int_{-\infty}^{\infty} \phi(x) d x=\int_{-\infty}^{\infty} \phi_{n}(x) d x=\frac{1}{2}$ can be also seen by simply setting $H=K=X=1$ in the integral expressions for $R(n)$ and $L$.) We claim

$$
\lim _{n \rightarrow \infty} \phi_{n}(x)=\phi(x)
$$

Indeed, from (6.6) and (6.7) we observe that the limit in the left-hand side is equal to the following definite integral:

$$
\begin{aligned}
\cosh & (\pi x) \int_{-\frac{1}{2}}^{0} \frac{\cos (\pi \alpha)}{\cos ^{2}(\pi \alpha)+\sinh ^{2}(\pi x)} d \alpha \\
& =\cosh (\pi x) \int_{-\frac{1}{2}}^{0} \frac{\cos (\pi \alpha)}{\cosh ^{2}(\pi x)-\sin ^{2}(\pi \alpha)} d \alpha \\
& =\frac{\cosh (\pi x)}{\pi} \int_{-1}^{0} \frac{1}{\cosh ^{2}(\pi x)-t^{2}} d t \\
& =\frac{1}{2 \pi} \int_{-1}^{0}\left(\frac{1}{\cosh (\pi x)+t}+\frac{1}{\cosh (\pi x)-t}\right) d t \\
& =-\frac{1}{2 \pi} \log \left|\frac{\cosh (\pi x)-1}{\cosh (\pi x)+1}\right|
\end{aligned}
$$

which is obviously $\phi(x)$. The desired $L^{1}$-convergence thus follows from the extended Lebesgue dominated convergence theorem (see [75, Chapter 11, Proposition 18]).

Proposition 6.2 (as well as Theorem 5.7) is a considerable generalization of the convergence results obtained in the appendix to [38]. If Riemann sums are asymmetric, then $\|\mid R(n)\| \|<\infty$ is no longer guaranteed (under the assumption $\|H X+X K\|<\infty)$. However, for interpolation norms between $\|\cdot\|_{p_{1}}$ and $\|\cdot\|_{p_{2}}$ with $1<p_{1}, p_{2}<\infty$ (see Remark 5.5, (ii)), the finiteness $\|\|R(n)\|<\infty$ is indeed guaranteed (see the inequality at the beginning of the proof of the proposition below). Actually, for such norms we have the following strengthening of Proposition 6.2:

Proposition 6.3. For an interpolation norm between $\|\cdot\|_{p_{1}}$ and $\|\cdot\|_{p_{2}}$ with $1<p_{1}, p_{2}<\infty$ the convergence in Proposition 6.2 remains valid for general Riemann sums (which are not necessarily symmetric).

Proof. We choose and fix a small $\varepsilon>0$, and split the sum $\sum_{k=1}^{n} H^{\xi_{k}} X K^{1-\xi_{k}}$ (appearing in the definition of the Riemann sum $R(n)$ ) into the following two parts:

$$
\left\{\begin{array}{l}
\sum^{\prime} \text { : summation over } k \text { 's satisfying }\left[\frac{k-1}{n}, \frac{k}{n}\right] \subseteq[\varepsilon, 1-\varepsilon], \\
\sum^{\prime \prime}: \text { summation over other } k \text { 's. }
\end{array}\right.
$$

Thanks to the assumption on the norm $\|\|\cdot\|$, we have

$$
\left.\left\|\left\|H^{\alpha} X K^{1-\alpha}|\|\leq \kappa\|| H X+X K\right\|\right\| \quad \text { (for each } \alpha \in[0,1]\right)
$$

with a constant $\kappa$ (depending only on $\|\|\cdot\|\|$ ) (see [39, Proposition 3.1] and Proposition 5.6). By counting the number of subintervals "near the endpoints", this inequality guarantees

$$
\begin{aligned}
\left\|\frac{1}{n} \sum^{\prime \prime} H^{\xi_{k}} X K^{1-\xi_{k}}\right\| \| & \leq \frac{2(n \varepsilon+1)}{n} \times \kappa\| \| H X+X K\| \| \\
& =2\left(\varepsilon+\frac{1}{n}\right) \kappa\| \| H X+X K\| \|
\end{aligned}
$$

We similarly get

$$
\left\|\left\|\int_{0}^{\varepsilon} H^{s} X K^{1-s} d s+\int_{1-\varepsilon}^{1} H^{s} X K^{1-s} d s\right\|\right\| \leq 2 \varepsilon \kappa\| \| H X+X K \|
$$

From the estimates so far (near the endpoints), we conclude

$$
\begin{align*}
\|\| R(n)- & \int_{0}^{1} H^{s} X K^{1-s} d s\| \| \\
\leq & \| \\
& \frac{1}{n} \sum^{\prime} H^{\xi_{k}} X K^{1-\xi_{k}}-\int_{\varepsilon}^{1-\varepsilon} H^{s} X K^{1-s} d s\| \|  \tag{6.9}\\
& +2\left(2 \varepsilon+\frac{1}{n}\right) \kappa\| \| H X+X K\| \|
\end{align*}
$$

To see the limit (as $n \rightarrow \infty$ ) of the first quantity in the right-hand side of (6.9), we need to check the behavior of Riemann sums corresponding to the interval $[\varepsilon, 1-\varepsilon]$. From (6.3) we get

$$
\begin{aligned}
\frac{1}{n} \sum^{\prime} H^{\xi_{k}} X K^{1-\xi_{k}} & =\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(H X+X K)\left(K s_{K}\right)^{-i x} \psi_{n}(x) d x \\
\int_{\varepsilon}^{1-\varepsilon} H^{s} X K^{1-s} d s & =\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(H X+X K)\left(K s_{K}\right)^{-i x} \psi(x) d x
\end{aligned}
$$

with the densities

$$
\begin{aligned}
& \psi_{n}(x)=\frac{1}{n} \sum^{\prime} \frac{1}{2 \cosh \left(\pi x+\pi i\left(\xi_{k}-\frac{1}{2}\right)\right)} \\
& \psi(x)=\int_{\varepsilon}^{1-\varepsilon} \frac{1}{2 \cosh \left(\pi x+\pi i\left(\alpha-\frac{1}{2}\right)\right)} d \alpha
\end{aligned}
$$

Of course we have $\lim _{n \rightarrow \infty} \psi_{n}(x)=\psi(x)$ from the definition of $\sum^{\prime}$ and the continuity of the involved function. On the other hand, from (6.5) we observe

$$
\left|\psi_{n}(x)\right| \leq \frac{1}{2 n} \sum^{\prime} \frac{1}{\sqrt{\sinh ^{2}(\pi x)+\cos ^{2}\left(\pi\left(\xi_{k}-\frac{1}{2}\right)\right)}}
$$

From the definition of $\sum^{\prime}$ we have $\varepsilon \leq \xi_{k} \leq 1-\varepsilon$ and hence

$$
\cos \left(\pi\left(\xi_{k}-\frac{1}{2}\right)\right) \geq \cos \left(\pi\left(\frac{1}{2}-\varepsilon\right)\right)>0
$$

which enables us to obtain the following uniform (independent of $n$ ) bound:

$$
\left|\psi_{n}(x)\right| \leq \frac{1}{2} \min \left\{\frac{1}{|\sinh (\pi x)|}, \frac{1}{\cos \left(\pi\left(\frac{1}{2}-\varepsilon\right)\right)}\right\}
$$

The right side here being an $L^{1}$-function, we see $\lim _{n \rightarrow \infty}\left\|\psi_{n}-\psi\right\|_{1}=0$ by the Lebesgue dominated convergence theorem. The usual argument thus shows

$$
\begin{aligned}
&\left\|\frac{1}{n} \sum^{\prime} H^{\xi_{k}} X K^{1-\xi_{k}}-\int_{\varepsilon}^{1-\varepsilon} H^{s} X K^{1-s} d s\right\| \| \\
& \leq\left\|\psi_{n}-\psi\right\|_{1} \times\|H X+X K\| \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. Therefore, (6.9) implies

$$
\limsup _{n \rightarrow \infty}\left\|\left|R(n)-\int_{0}^{1} H^{s} X K^{1-s} d s\|\mid \leq 4 \varepsilon \kappa\|\|H X+X K\|,\right.\right.
$$

and consequently we get

$$
\lim _{n \rightarrow \infty} \mid\left\|R(n)-\int_{0}^{1} H^{s} X K^{1-s} d s\right\| \|=0
$$

due to the arbitrariness of $\varepsilon>0$.

### 6.3 Notes and references

## 1. Heinz inequality

The Heinz inequality (1.3) (in the operator norm) is equivalent to the decreasingness of the function

$$
\alpha \in[0,1 / 2] \mapsto\left\|H^{\alpha} X K^{1-\alpha}+H^{1-\alpha} X K^{\alpha}\right\| .
$$

For the special value $\alpha=\frac{1}{2}$ the Heinz inequality reduces to the arithmeticgeometric inequality (1.4) (in the operator norm). The original proof in [36] was quite involved, and in [64] A. McIntosh presented a simpler proof in two steps: (i) a direct proof of the latter is obtained, (ii) the former is proved from the latter by certain iteration arguments. In [10] the latter was shown to remain valid for unitarily invariant norms, and hence so does the former (i.e., the Heinz inequality). In fact, (although quite ingenious) the step (ii) is based on just the triangle inequality (see [64, Theorem 4]). A slightly different proof can be found in [63, Theorem 2.3]. Proofs can be also found in [13, 54]. The proof in [13] uses a Schur multiplier while that in [54, 39] uses an integral formula of the form (3.9) (which arises from the Poisson integral formula below). Both proofs are essentially based on the positive definiteness of

$$
\frac{\cosh (a x)}{\cosh (x)}=\int_{-\infty}^{\infty} \frac{\cos (\pi a / 2) \cosh (\pi y / 2)}{\cosh (\pi y)+\cos (\pi a)} e^{i x y} d y \quad(0 \leq a<1)
$$

On the other hand,

$$
\frac{\sinh (a x)}{\sinh (x)}=\frac{1}{2} \int_{-\infty}^{\infty} \frac{\sin (\pi a)}{\cosh (\pi y)+\cos (\pi a)} e^{i x y} d y \quad(0<a<1)
$$

is also positive definite, which corresponds to the difference version

$$
\left\|\left|H^{\theta} X K^{1-\theta}-H^{1-\theta} X K^{\theta}\right|\right\| \leq|2 \theta-1| \times|\|H X-X K \mid\| \quad(\text { for } \theta \in[0,1])
$$

of the Heinz inequality (see [13, p. 219] or [54, p. 435] for instance). From this we get the following inequality (see [53, Theorem 4]):

$$
\||H X-X K|\| \leq\left\|\mid e^{H / 2} X e^{-K / 2}-e^{-H / 2} X e^{K / 2}\right\| \|
$$

where $H, K$ are self-adjoint operators. This commutator estimate also follows from the positive definiteness of the function $x / \sinh (x)$ (see (3.5)).

## 2. Matrix Young inequality and related topics

Almost all results in this chapter are based on the integral expression (6.3). This formula appeared in [54], from which the weak Young inequality ((1.6) and (6.4)) was derived. This inequality was motivated by T. Ando's work [3] on the (operator) Young inequality (1.5). The special case $p=q=2$ was obtained earlier by R. Bhatia and F. Kittaneh ([12]). Note that (1.5) actually implies

$$
\left|\left\|f ( | H ^ { \frac { 1 } { p } } K ^ { \frac { 1 } { q } } | ) \left|\left\|\leq\left|\left|\left|f\left(\frac{1}{p} H+\frac{1}{q} K\right)\right| \|\right.\right.\right.\right.\right.\right.
$$

for $p, q>1$ with $p^{-1}+q^{-1}=1$ and a continuous increasing function $f$ on $[0, \infty)$ satisfying $f(0)=0$.

We observed

$$
\begin{aligned}
H^{\frac{1}{p}} X K^{\frac{1}{q}}= & \int_{-\infty}^{\infty} H^{i x}(H X) K^{-i x} \frac{\sin (\pi / q)}{2(\cosh (\pi x)-\cos (\pi / q))} d x \\
& +\int_{-\infty}^{\infty} H^{i x}(X K) K^{-i x} \frac{\sin (\pi / q)}{2(\cosh (\pi x)+\cos (\pi / q))} d x
\end{aligned}
$$

in $[54, \S 2]$. This is nothing but the Poisson integral formula (for the strip $0 \leq \operatorname{Im} z \leq 1$ ) applied for $f(z)=H^{-i z} X K^{1+i z}$, and the reason why the Fourier transform of $\sin (a x) / \sin (x)$ is given as above was also explained in [54, Appendix B]. This integral expression immediately yields (1.7). We point out that (1.7) is actually equivalent to the following multiplicative version:

$$
\left\|\left\|H^{\frac{1}{p}} X K^{\frac{1}{q}}\right\|\right\| \leq\left\|H X \left|\left\|^ { 1 / p } \left|\|X K \mid\|^{1 / q}\right.\right.\right.\right.
$$

Indeed, (1.7) comes from the multiplicative version together with the Young inequality (for scalars). On the other hand, with $t^{p} H$ and $K / t^{q}(t>0)$ instead
of $H, K(1.7)$ gives us $\left|\left|\left|H^{\frac{1}{p}} X K^{\frac{1}{q}}\right|\left\|\leq \frac{t^{p}}{p}| ||H X|\right\|+\frac{t^{-q}}{q}\||X K|\|\right.\right.$. The minimum of the right side here is $\|\mid H X\|\left\|^{1 / p}\right\|\|X K\| \|^{1 / q}$ as desired. The multiplicative version first appeared in [11] by R. Bhatia and C. Davis (see also [64, Theorem 4, (iii)]). It can be further extended for example to
with $r>0$ (see [43, Theorem 3], [54, Theorem 3] for instance). An updated survey on these Hölder-type norm inequalities can be found in [84, §4.4].

## Binomial means $\boldsymbol{B}_{\boldsymbol{\alpha}}$

The "binomial means" introduced in [39] are

$$
B_{\alpha}(s, t)=\left(\frac{s^{\alpha}+t^{\alpha}}{2}\right)^{1 / \alpha} \quad(-\infty \leq \alpha \leq \infty)
$$

For special values of $\alpha$ we have

$$
\begin{array}{rlrl}
B_{1} & =A \quad & & \text { (the arithmetic mean) } \\
B_{0} & =G \quad \text { (the geometric mean) } \\
B_{\infty} & =M_{\infty} . &
\end{array}
$$

In fact, notice $\lim _{\alpha \rightarrow 0} B_{\alpha}(s, t)=G(s, t)$ and $\lim _{\alpha \rightarrow \pm \infty} B_{\alpha}(s, t)=M_{ \pm \infty}(s, t)$. In this chapter we will prove that the binomial means are Schur multipliers, and norm continuity (in parameter) will be also discussed.

### 7.1 Majorization $B_{\alpha} \preceq M_{\infty}$

For means $M\left(=M_{\alpha}, A_{\alpha}\right)$ in the preceding chapters the majorization $M \preceq$ $M_{\infty}$ (which ensures that $M$ is a Schur multiplier) is relatively easy to establish. We also have $B_{\alpha} \preceq M_{\infty}$, however more involved arguments are needed.

In what follows we (mainly) assume $\alpha>0$ and $\alpha \neq \frac{1}{n}(n=1,2, \ldots)$. It is plain to see

$$
\begin{equation*}
\frac{B_{\alpha}\left(e^{x}, 1\right)}{M_{\infty}\left(e^{x}, 1\right)}=\left(\frac{1+e^{-\alpha|x|}}{2}\right)^{1 / \alpha} \tag{7.1}
\end{equation*}
$$

so that we have

$$
\frac{B_{\alpha}\left(e^{x}, 1\right)}{M_{\infty}\left(e^{x}, 1\right)}-2^{-1 / \alpha}=2^{-1 / \alpha}\left(\left(1+e^{-\alpha|x|}\right)^{1 / \alpha}-1\right)
$$

We set

$$
\begin{equation*}
\phi_{\alpha}(x)=\left(1+e^{-\alpha|x|}\right)^{1 / \alpha}-1=\left(1+e^{-\alpha|x|}\right)^{\beta}-1 \tag{7.2}
\end{equation*}
$$

with $\beta=1 / \alpha \in \mathbf{R}_{+} \backslash \mathbf{N}$.
We consider the power series expansion of the analytic function

$$
f_{\beta}(z)=(1-z)^{\beta}
$$

The radius of convergence here is obviously 1 , and the $n$-th coefficient is given by

$$
a_{n}=\frac{(-1)^{n}}{n!} \times \beta(\beta-1)(\beta-2) \cdots(\beta-(n-1))
$$

for $n=1,2, \ldots$ and $a_{0}=1$.
The next lemma is an obvious extension of the one presented in [74, p. 195], which will be repeatedly used.
Lemma 7.1. We have the absolute convergence $\sum_{n=0}^{\infty}\left|a_{n}\right|<\infty$.
Proof. From the above expression we observe that $a_{n}$ 's are either all negative or all positive (depending upon the parity of $n_{0}$ ) for each $n \geq n_{0}=[\beta]+1$.

We first assume $a_{n}<0$ for $n \geq n_{0}$. For a real $t$ with $0<t<1$ we have

$$
(1-t)^{\beta}-\sum_{n=0}^{n_{0}-1} a_{n} t^{n}=\sum_{n=n_{0}}^{N} a_{n} t^{n}+\sum_{n=N+1}^{\infty} a_{n} t^{n} \leq \sum_{n=n_{0}}^{N} a_{n} t^{n}
$$

for $N$ large enough. Therefore, we have

$$
\begin{aligned}
\sum_{n=n_{0}}^{N}\left|a_{n}\right| & =-\sum_{n=n_{0}}^{N} a_{n}=-\lim _{t \nearrow 1} \sum_{n=n_{0}}^{N} a_{n} t^{n} \\
& \leq \lim _{t \nearrow 1}\left(\sum_{n=0}^{n_{0}-1} a_{n} t^{n}-(1-t)^{\beta}\right)=\sum_{n=0}^{n_{0}-1} a_{n}
\end{aligned}
$$

By letting $N \rightarrow \infty$, we see

$$
\sum_{n=n_{0}}^{\infty}\left|a_{n}\right| \leq \sum_{n=0}^{n_{0}-1} a_{n}
$$

We next assume $a_{n}>0$ for $n \geq n_{0}$ so that we have the reversed inequality

$$
(1-t)^{\beta}-\sum_{n=0}^{n_{0}-1} a_{n} t^{n} \geq \sum_{n=n_{0}}^{N} a_{n} t^{n}
$$

for $0<t<1$. In this case we estimate

$$
\begin{aligned}
\sum_{n=n_{0}}^{N}\left|a_{n}\right| & =\sum_{n=n_{0}}^{N} a_{n}=\lim _{t \nearrow 1} \sum_{n=n_{0}}^{N} a_{n} t^{n} \\
& \leq \lim _{t \nearrow 1}\left((1-t)^{\beta}-\sum_{n=0}^{n_{0}-1} a_{n} t^{n}\right)=-\sum_{n=0}^{n_{0}-1} a_{n}
\end{aligned}
$$

and hence

$$
\sum_{n=n_{0}}^{\infty}\left|a_{n}\right| \leq-\sum_{n=0}^{n_{0}-1} a_{n}
$$

by letting $N \rightarrow \infty$ again.
By substituting $z=-e^{-\alpha|x|} \in[-1,0)$ to $f_{\beta}(z)$ and then subtracting 1 , we have

$$
\phi_{\alpha}(x)=\sum_{n=0}^{\infty} a_{n}\left(-e^{-\alpha|x|}\right)^{n}-1=\sum_{n=1}^{\infty}(-1)^{n} a_{n} e^{-n \alpha|x|}=\sum_{n=1}^{\infty} b_{n} e^{-n \alpha|x|}
$$

(see (7.2)) with

$$
b_{n}=(-1)^{n} a_{n}=\frac{1}{n!} \times \beta(\beta-1)(\beta-2) \cdots(\beta-(n-1))
$$

for $n \geq 1$. Note $b_{n}>0$ up to $n=n_{0}$ and then the signs of $b_{n}$ 's oscillates (i.e., $b_{n_{0}+1}, b_{n_{0}+3}, \cdots<0$ ). The above expression of $\phi_{\alpha}(t)$ is absolutely convergent thanks to Lemma 7.1, which guarantees the validity of the following re-grouping of terms:

$$
\phi_{\alpha}(x)=\phi_{\alpha,+}(x)-\phi_{\alpha,-}(x)
$$

with

$$
\left\{\begin{array}{l}
\phi_{\alpha,+}(x)=\sum_{b_{n}>0} b_{n} e^{-n \alpha|x|}=\sum_{n=1}^{n_{0}-1} b_{n} e^{-n \alpha|x|}+\sum_{n=0}^{\infty} b_{n_{0}+2 n} e^{-\left(n_{0}+2 n\right) \alpha|x|} \\
\phi_{\alpha,-}(x)=\sum_{b_{n}<0}\left(-b_{n}\right) e^{-n \alpha|x|}=\sum_{n=0}^{\infty}\left(-b_{n_{0}+2 n+1}\right) e^{-\left(n_{0}+2 n+1\right) \alpha|x|}
\end{array}\right.
$$

(with the convention $\sum_{n=1}^{n_{0}-1}=0$ in the case $n_{0}=1$ ).
Theorem 7.2. For each $\alpha \in[-\infty, \infty]$ we have $B_{\alpha} \preceq M_{\infty}$.
Proof. Recall $B_{ \pm \infty}=M_{ \pm \infty}$ and $B_{0}=G=M_{1 / 2}$ (the geometric mean), for which the result is known (Theorem 5.1). For $\alpha=1 / n$ we obviously
have $B_{\alpha} \preceq M_{\infty}$ because the binomial expansion is available. We also recall $M_{1 / 2} \preceq B_{-\alpha}$ for $\alpha<0$ ([39, Proposition 3.3]) so that we observe

$$
B_{\alpha}=B_{-\alpha}^{(-)} \preceq M_{1 / 2}^{(-)}=M_{1 / 2} \preceq M_{\infty}
$$

(see (3.18)). Therefore, in the rest of the proof we may and do assume $\alpha>0$ and $\alpha \neq \frac{1}{n} \quad(n=1,2, \cdots)$, and it suffices to see that the function $\phi_{\alpha}(t)$ (see (7.2)) is positive definite.

Recall that the Fourier transform of $e^{-a|x|}$ (with $a>0$ ) is $2 a\left(x^{2}+a^{2}\right)^{-1}$ :

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-a|y|} e^{i x y} d y=2 \pi \times \frac{a}{\pi} \times \frac{1}{x^{2}+a^{2}}=\frac{2 a}{x^{2}+a^{2}} \tag{7.3}
\end{equation*}
$$

(thanks to (5.8) or by elementary direct computations). Lemma 7.1 and the obvious estimate $e^{-n \alpha|x|} \leq e^{-\alpha|x|}$ enable us to perform term-wise Fourier transform for the above $\phi_{\alpha, \pm}(x)$ (thanks to the dominated convergence theorem), and we get

$$
\left\{\begin{array}{l}
\hat{\phi}_{\alpha,+}(x)=\sum_{n=1}^{n_{0}-1} b_{n} \frac{2 n \alpha}{x^{2}+(n \alpha)^{2}}+\sum_{n=0}^{\infty} b_{n_{0}+2 n} \frac{2\left(n_{0}+2 n\right) \alpha}{x^{2}+\left(n_{0}+2 n\right)^{2} \alpha^{2}} \\
\hat{\phi}_{\alpha,-}(x)=\sum_{n=0}^{\infty}\left(-b_{n_{0}+2 n+1}\right) \frac{2\left(n_{0}+2 n+1\right) \alpha}{x^{2}+\left(n_{0}+2 n+1\right)^{2} \alpha^{2}}
\end{array}\right.
$$

due to (7.3). To establish the positivity of $\hat{\phi}_{\alpha}(x)=\hat{\phi}_{\alpha,+}(x)-\hat{\phi}_{\alpha,-}(x)$ (i.e., the positive definiteness of $\phi_{\alpha}$ ), we will make use of the expression

$$
\begin{aligned}
& \hat{\phi}_{\alpha}(x)-2 \sum_{n=1}^{n_{0}-1} b_{n} \frac{n \alpha}{x^{2}+(n \alpha)^{2}} \\
& \quad=2 \sum_{n=0}^{\infty}\left(b_{n_{0}+2 n} \frac{\left(n_{0}+2 n\right) \alpha}{x^{2}+\left(n_{0}+2 n\right)^{2} \alpha^{2}}\right. \\
& \\
& \left.\quad-\left(-b_{n_{0}+2 n+1}\right) \frac{\left(n_{0}+2 n+1\right) \alpha}{x^{2}+\left(n_{0}+2 n+1\right)^{2} \alpha^{2}}\right) .
\end{aligned}
$$

Indeed, because of $\frac{n \alpha}{x^{2}+n^{2} \alpha^{2}} \leq \frac{1}{n \alpha} \leq \frac{1}{\alpha}$ and Lemma 7.1, the above sums for $\hat{\phi}_{\alpha, \pm}(x)$ are once again absolutely convergent so that re-grouping terms is certainly legitimate. We note

$$
\frac{-b_{n_{0}+2 n+1}}{b_{n_{0}+2 n}}=\frac{-\left(\beta-\left(n_{0}+2 n\right)\right)}{n_{0}+2 n+1}=\frac{n_{0}+2 n-\beta}{n_{0}+2 n+1}=\frac{2 n+\gamma}{n_{0}+2 n+1}
$$

with $\gamma=n_{0}-\beta=[\beta]+1-\beta \in(0,1)$. Therefore, we can rewrite the above quantity as follows:

$$
\begin{aligned}
& \hat{\phi}_{\alpha}(x)-2 \sum_{n=1}^{n_{0}-1} b_{n} \frac{n \alpha}{x^{2}+(n \alpha)^{2}} \\
& =2 \sum_{n=0}^{\infty} b_{n_{0}+2 n}\left(\frac{\left(n_{0}+2 n\right) \alpha}{x^{2}+\left(n_{0}+2 n\right)^{2} \alpha^{2}}\right. \\
& \left.\quad-\frac{2 n+\gamma}{n_{0}+2 n+1} \times \frac{\left(n_{0}+2 n+1\right) \alpha}{x^{2}+\left(n_{0}+2 n+1\right)^{2} \alpha^{2}}\right) \\
& =
\end{aligned} \begin{aligned}
& 2 \sum_{n=0}^{\infty} \alpha b_{n_{0}+2 n}\left(\frac{n_{0}+2 n}{x^{2}+\left(n_{0}+2 n\right)^{2} \alpha^{2}}-\frac{2 n+\gamma}{x^{2}+\left(n_{0}+2 n+1\right)^{2} \alpha^{2}}\right) .
\end{aligned}
$$

Hence, it suffices to check that the difference appearing in the above last parenthesis is positive. However, by elementary computation this quantity is equal to

$$
\frac{\left(n_{0}-\gamma\right) x^{2}+\left(n_{0}+2 n\right)\left(1+\left(n_{0}+2 n\right)\left(n_{0}-\gamma+2\right)\right) \alpha^{2}}{\left(x^{2}+\left(n_{0}+2 n\right)^{2} \alpha^{2}\right)\left(x^{2}+\left(n_{0}+2 n+1\right)^{2} \alpha^{2}\right)}
$$

It is certainly positive as desired because of $n_{0}-\gamma=\beta=1 / \alpha>0$.
Proposition 3.3, (b) and Theorem 7.2 guarantee that $B_{\alpha}(s, t)$ is a Schur multiplier for each $\alpha \in[-\infty, \infty]$ so that $B_{\alpha}(H, K) X(\in B(\mathcal{H}))$ makes sense for each operators $H, K, X$ with $H, K \geq 0$, and moreover we have

$$
\begin{equation*}
\left\|\left|\left|B _ { \alpha } ( H , K ) X \left\|\left|\leq\left\|M_{\infty}(H, K) X \mid\right\| .\right.\right.\right.\right.\right. \tag{7.4}
\end{equation*}
$$

### 7.2 Equivalence of $\left|\left|\left|B_{\alpha}(H, K) X\right|\right|\right|$ for $\alpha>0$

In this section we investigate mutual comparison for $\left|\left|\left|B_{\alpha}(H, K) X\right|\right|\right|$ akin to Propositions 5.2 and 5.4.

Proposition 7.3. For each $\alpha>0$ one can find a positive constant $\kappa_{\alpha}$ such that

$$
\left|\left\|B_{\alpha}(H, K) X|\|\leq\|| M_{\infty}(H, K) X\right\|\left\|\leq \kappa_{\alpha}\right\|\right| B_{\alpha}(H, K) X \mid \|
$$

for each operators $H, K, X$ with $H, K \geq 0$ and each unitarily invariant norm $|||\cdot|||$. In particular, the following three conditions are mutually equivalent:
(i) $\left|\left|B_{\alpha}(H, K) X \|\right|<\infty\right.$ for some $\alpha>0$;
(ii) $\left\|\mid M_{\infty}(H, K) X\right\| \|<\infty$;
(iii) $\|\|H X+X K\|\| \infty$.

Proof. The first inequality was already pointed out (see (7.4)), and it remains to show the second. To do so, we note

$$
\begin{align*}
& \frac{M_{\infty}\left(e^{x}, 1\right)}{B_{\alpha}\left(e^{x}, 1\right)}=\frac{\max \left\{e^{x}, 1\right\}}{\left(\frac{1+e^{\alpha x}}{2}\right)^{1 / \alpha}}=2^{1 / \alpha} \frac{\max \left\{e^{x}, 1\right\}}{\left(1+e^{\alpha x}\right)^{1 / \alpha}} \\
& \quad=2^{1 / \alpha}\left(\frac{1}{1+e^{-\alpha|x|}}\right)^{1 / \alpha}=2^{1 / \alpha}\left(\frac{e^{\frac{\alpha|x|}{2}}}{e^{\frac{\alpha|x|}{2}}+e^{-\frac{\alpha|x|}{2}}}\right)^{1 / \alpha} \\
& \quad=2^{1 / \alpha}\left(1-\frac{e^{-\frac{\alpha|x|}{2}}}{e^{\frac{\alpha|x|}{2}}+e^{-\frac{\alpha \mid x x}{2}}}\right)^{1 / \alpha}=2^{1 / \alpha}\left(1-\frac{e^{-\frac{\alpha|x|}{2}}}{2 \cosh \left(\frac{\alpha x}{2}\right)}\right)^{1 / \alpha} . \tag{7.5}
\end{align*}
$$

Recalling the Taylor series expansion of $(1-z)^{1 / \alpha}$ (see Lemma 7.1 and the paragraph before the lemma), we have

$$
\frac{M_{\infty}\left(e^{x}, 1\right)}{B_{\alpha}\left(e^{x}, 1\right)}=2^{1 / \alpha} \sum_{n=0}^{\infty} \frac{a_{n}}{2^{n}} \times \frac{e^{-\frac{n \alpha|x|}{2}}}{\cosh ^{n}\left(\frac{\alpha x}{2}\right)}
$$

with the absolutely convergent coefficients $\sum_{n=0}^{\infty} 2^{-n}\left|a_{n}\right|<\infty$ (and $a_{0}=1$ ). For each $n \geq 1$ both of the functions $e^{-\frac{n \alpha|x|}{2}}$ and $1 / \cosh ^{n}\left(\frac{\alpha x}{2}\right)$ are positive definite (see (5.8), (7.3) and Example 3.6, (a)) and hence their product $e^{-\frac{n \alpha|x|}{2}} / \cosh ^{n}\left(\frac{\alpha x}{2}\right)$ is the Fourier transform of a positive integrable function $f_{n}(x)$ with $\int_{-\infty}^{\infty} f_{n}(x) d x=1$. In particular, by considering the sums over $n$ 's with $a_{n}>0$ and $a_{n}<0$ separately, we observe that $M_{\infty}\left(e^{x}, 1\right) / B_{\alpha}\left(e^{x}, 1\right)$ is the Fourier transform of a signed measure $\nu$ with finite total variation. Therefore, we have

$$
M_{\infty}(H, K) X=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(B_{\alpha}(H, K) X\right)\left(K s_{K}\right)^{-i x} d \nu(x)
$$

and consequently the second inequality is valid with the constant $\kappa_{\alpha}=|\nu|(\mathbf{R})$.

From the above proof we obviously have $\kappa_{\alpha}=|\nu|(\mathbf{R}) \leq 2^{1 / \alpha} \sum_{n=0}^{\infty} 2^{-n}\left|a_{n}\right|$. But this quantity diverges as $\alpha \searrow 0$. On the other hand, for $\alpha>1$ one can obtain a somewhat more precise estimate. To do so, we at first point out

Lemma 7.4. If $\alpha>1$ and $f(x)$ is a positive definite function satisfying $0 \leq$ $f(x) \leq 1$, then so is

$$
g(x)=1-(1-f(x))^{1 / \alpha}
$$

Proof. As was seen in the proof of Lemma 7.1, the Taylor series expansion

$$
(1-z)^{1 / \alpha}=\sum_{k=0}^{\infty} a_{n} z^{n}
$$

(with $\sum_{n=0}^{\infty}\left|a_{n}\right|<\infty$ ) satisfies $a_{n}<0$ for each $n \geq 1$ (and $a_{0}=1$ ) due to $0<1 / \alpha<1$. By substituting $z=f(x) \in[0,1]$, we observe

$$
g(x)=1-(1-f(x))^{1 / \alpha}=\sum_{n=1}^{\infty}\left(-a_{n}\right) f(x)^{n}
$$

The desired conclusion is clear from this expression since all the powers of $f(x)$ are positive definite.

For instance, with $\alpha=2$ and $f(x)=1 / \cosh ^{2}(x)$, we see the positive definiteness of $g(x)=1-|\tanh (x)|$.
Proposition 7.5. Let $H, K$ be positive operators, $X \in B(\mathcal{H})$ and ||| \|\| be any unitarily invariant norm. For $\alpha>1$ we have

$$
\begin{equation*}
\left\|\left|B_{\alpha}(H, K) X\right|\right\| \leq\left\|\left|M_{\infty}(H, K) X\| \| \leq\left(2^{1+\frac{1}{\alpha}}-1\right)\right|\right\| B_{\alpha}(H, K) X\| \| \tag{7.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mid B_{\alpha}(H, K) X-M_{\infty}(H, K) X\right\|\left\|\leq 2\left(2^{1 / \alpha}-1\right)\right\|\left\|B_{\alpha}(H, K) X\right\| \| . \tag{7.7}
\end{equation*}
$$

Proof. With the special choice

$$
f(x)=\frac{e^{-\frac{\alpha|x|}{2}}}{2 \cosh \left(\frac{\alpha x}{2}\right)}
$$

(see (7.5)) in Lemma 7.4 we observe that the function

$$
g(x)=1-\left(\frac{1}{1+e^{-\alpha|x|}}\right)^{1 / \alpha}
$$

is positive definite. Therefore, it is the Fourier transform of a positive measure with total mass $g(0)=1-2^{-1 / \alpha}$. We actually have

$$
g(x)=1-2^{-1 / \alpha} \frac{M_{\infty}\left(e^{x}, 1\right)}{B_{\alpha}\left(e^{x}, 1\right)}
$$

due to (7.5), and as usual we get

$$
\begin{equation*}
\left\|\mid B_{\alpha}(H, K) X-2^{-1 / \alpha} M_{\infty}(H, K) X\right\|\left\|\leq\left(1-2^{-1 / \alpha}\right)\right\|\left\|B_{\alpha}(H, K) X\right\| \| \tag{7.8}
\end{equation*}
$$

From this we estimate

$$
\begin{aligned}
\left|\left\|M_{\infty}(H, K) X\right\|\right| \leq & \left|\left|\left|M_{\infty}(H, K) X-2^{1 / \alpha} B_{\alpha}(H, K) X\right| \|\right.\right. \\
& +2^{1 / \alpha}| | B_{\alpha}(H, K) X \mid \| \\
\leq & \left(2^{1 / \alpha}-1\right)\left|\left|\left|B_{\alpha}(H, K) X\right|\left\|+2^{1 / \alpha}| |\left|B_{\alpha}(H, K) X\right|\right\|\right.\right. \\
& =\left(2^{1+\frac{1}{\alpha}}-1\right)| |\left|B_{\alpha}(H, K) X \|\right|
\end{aligned}
$$

which (together with (7.4)) shows (7.6). On the other hand, (7.7) is shown from (7.8) as follows:

$$
\begin{aligned}
& \left\|\left\|M_{\infty}(H, K) X-B_{\alpha}(H, K) X \mid\right\|\right. \\
& \quad \leq\left\|\left|M_{\infty}(H, K) X-2^{1 / \alpha} B_{\alpha}(H, K) X\right|\right\|+\left(2^{1 / \alpha}-1\right) \mid\left\|B_{\alpha}(H, K) X\right\| \| \\
& \quad \leq 2\left(2^{1 / \alpha}-1\right)\left|\left\|B_{\alpha}(H, K) X \mid\right\| .\right.
\end{aligned}
$$

### 7.3 Norm continuity in parameter

Our goal in the section is to show the following norm continuity (and related results):

Theorem 7.6. Let $H, K, X \in B(\mathcal{H})$ with $H, K \geq 0$, and $\|\|\cdot\| \mid$ be a unitarily invariant norm. If $\left\|\left|M_{\infty}(H, K) X\right|\right\|<\infty$ (see Proposition 7.3), then one gets

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left|\left\|B_{\alpha}(H, K) X-B_{\alpha_{0}}(H, K) X \mid\right\|=0\right.
$$

for each $\alpha_{0} \in[0, \infty]$.
Proposition 7.5 yields the case $\alpha_{0}=\infty$ in Theorem 7.6, and hence it remains to show the case $\alpha_{0} \in[0, \infty)$. The proof for the case $\alpha_{0} \in(0, \infty)$ is not so hard while we will make use of a certain uniform integrability (as in the Vitali convergence theorem) to deal with the case $\alpha_{0}=0$ (see (7.11)).

For $\alpha>0$ the proof of Theorem 7.2 shows that

$$
\begin{aligned}
\hat{\psi}_{\alpha}(x) & =\frac{B_{\alpha}\left(e^{x}, 1\right)}{M_{\infty}\left(e^{x}, 1\right)}-2^{-1 / \alpha}=2^{-1 / \alpha}\left(\left(1+e^{-\alpha|x|}\right)^{1 / \alpha}-1\right) \\
( & \left.=2^{-1 / \alpha} \phi_{\alpha}(x) \quad(\operatorname{see}(7.2))\right)
\end{aligned}
$$

with a positive integrable function $\psi_{\alpha}(x)$. For the limiting case $\alpha=0$ we have

$$
\hat{\psi}_{0}(x)=\frac{B_{0}\left(e^{x}, 1\right)}{M_{\infty}\left(e^{x}, 1\right)}=e^{-|x| / 2}\left(=\lim _{\alpha \searrow 0} \hat{\psi}_{\alpha}(x)\right)
$$

with $\psi_{0}(x)=\frac{1}{2 \pi}\left(x^{2}+\frac{1}{4}\right)^{-1}(\operatorname{see}(5.8)$ and (7.3)). At first we compute

$$
\begin{aligned}
\frac{\partial}{\partial \alpha} & \left(1+e^{-\alpha|x|}\right)^{1 / \alpha} \\
& =-\left(1+e^{-\alpha|x|}\right)^{1 / \alpha}\left(\frac{|x| e^{-\alpha|x|}}{\alpha\left(1+e^{-\alpha|x|}\right)}+\frac{\log \left(1+e^{-\alpha|x|}\right)}{\alpha^{2}}\right)<0
\end{aligned}
$$

and hence
Lemma 7.7. The function $\phi_{\alpha}(x)$ is monotone decreasing in $\alpha>0$.
The assertion (ii) of the next lemma will be proved after we prepare a few lemmas.

## Lemma 7.8.

(i) $\lim _{\alpha \rightarrow \alpha_{0}}\left\|\hat{\psi}_{\alpha}-\hat{\psi}_{\alpha_{0}}\right\|_{2}=0 \quad$ for $\alpha_{0}>0$,
(ii) $\lim _{\alpha \searrow 0}\left\|\hat{\psi}_{\alpha}-\hat{\psi}_{0}\right\|_{2}=0$.

We at first assume $\alpha_{0}>0$ and choose a positive integer $n_{0}$ with $\frac{1}{n_{0}}<\alpha_{0}$. For $\alpha \geq \frac{1}{n_{0}}$, thanks to Lemma 7.7 we observe

$$
\hat{\psi}_{\alpha}(x)=2^{-1 / \alpha} \phi_{\alpha}(x) \leq \phi_{\alpha}(x) \leq \phi_{\frac{1}{n_{0}}}(x) .
$$

Notice

$$
\begin{aligned}
\phi_{\frac{1}{n_{0}}}(x) & =\left(1+e^{-\frac{|x|}{n_{0}}}\right)^{n_{0}}-1=\sum_{k=1}^{n_{0}}\binom{n_{0}}{k} e^{-\frac{k}{n_{0}}|x|} \\
& \leq\left(2^{n_{0}}-1\right) e^{-\frac{|x|}{n_{0}}} \in L^{2}(\mathbf{R}) .
\end{aligned}
$$

When $\alpha \rightarrow \alpha_{0}$ (with $\alpha \geq \frac{1}{n_{0}}$ ), we obviously have $\hat{\psi}_{\alpha}(x) \rightarrow \hat{\psi}_{\alpha_{0}}(x)$ for each $x \in$ $\mathbf{R}$ so that (i) in Lemma 7.8 follows from the Lebesgue dominated convergence theorem.

We next deal with the case $\alpha_{0}=0$ (i.e., Lemma 7.8, (ii)). We begin with the special case

$$
\lim _{n \rightarrow \infty}\left\|\hat{\psi}_{\frac{1}{n}}-\hat{\psi}_{0}\right\|_{2}=0
$$

Since all the relevant functions here are even, what we really have to show is

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{\infty}\left|f_{n}(t)-f_{\infty}(t)\right|^{2} d t=0 \tag{7.9}
\end{equation*}
$$

where

$$
f_{n}(t)=2^{-n}\left(\left(1+e^{-\frac{t}{n}}\right)^{n}-1\right) \quad \text { and } \quad f_{\infty}(t)=e^{-t / 2} \quad(t \geq 0)
$$

To show (7.9) we use the binomial expansion

$$
f_{n}(t)=2^{-n} \sum_{k=1}^{n}\binom{n}{k} e^{-\frac{k}{n} t}
$$

Choose and fix $\delta>0$ small, and we split the sum $\sum_{k=1}^{n}$ into the following two parts:

$$
\left\{\begin{array}{l}
\sum^{\prime}: \text { summation over } k \in\{1,2, \ldots, n\} \text { with } \frac{k}{n}>\delta \\
\sum^{\prime \prime}: \text { summation over } k \in\{1,2, \ldots, n\} \text { with } \frac{k}{n} \leq \delta
\end{array}\right.
$$

We observe

$$
\begin{aligned}
f_{n}(t) & \leq 2^{-n} \sum^{\prime}\binom{n}{k} e^{-\delta t}+2^{-n} \sum^{\prime \prime}\binom{n}{k} e^{-\frac{k}{n} t} \\
& \leq e^{-\delta t}+2^{-n} \sum^{\prime \prime}\binom{n}{k} e^{-\frac{k}{n} t} .
\end{aligned}
$$

By making use of the obvious fact $0 \leq f_{n}(t) \leq 1$, from the above inequality we estimate

$$
\begin{align*}
\int_{M}^{\infty} f_{n}(t)^{2} d t \leq \int_{M}^{\infty} f_{n}(t) d t & \leq \int_{M}^{\infty} e^{-\delta t} d t+2^{-n} \sum^{\prime \prime}\binom{n}{k} \int_{M}^{\infty} e^{-\frac{k}{n} t} d t \\
& =\frac{1}{\delta} e^{-\delta M}+2^{-n} \sum^{\prime \prime}\binom{n}{k} \frac{n}{k} e^{-\frac{k}{n} M} \\
& \leq \frac{1}{\delta} e^{-\delta M}+2^{-n} \sum^{\prime \prime}\binom{n}{k} \frac{n}{k} \tag{7.10}
\end{align*}
$$

for $M>0$ (to be specified shortly). Note that the second factor (containing binomial coefficients) in the above far right side is no longer depending upon $M$.

Lemma 7.9. When $\delta>0$ is small enough, we have

$$
\lim _{n \rightarrow \infty} 2^{-n} \sum^{\prime \prime}\binom{n}{k} \frac{n}{k}=0
$$

Proof. Based on the Stirling formula we estimate

$$
\begin{aligned}
\log & \left(2^{-n}\binom{n}{k} \frac{n}{k}\right) \\
= & -n \log 2+\log (n!)-\log (k!)-\log ((n-k)!)+\log n-\log k \\
= & -n \log 2+n \log n-n+\frac{1}{2} \log n \\
& -k \log k+k-\frac{1}{2} \log k-(n-k) \log (n-k)+(n-k)-\frac{1}{2} \log (n-k) \\
& +\log n-\log k+O(1) \\
\leq & -n \log 2-k \log \left(\frac{k}{n}\right)-(n-k) \log \left(\frac{n-k}{n}\right)+\frac{3}{2} \log n+O(1) \\
= & -n\left(\log 2+\frac{k}{n} \log \left(\frac{k}{n}\right)+\left(1-\frac{k}{n}\right) \log \left(1-\frac{k}{n}\right)\right)+\frac{3}{2} \log n+O(1) .
\end{aligned}
$$

We set $\theta(x)=x \log x$, and notice $\theta(0)=\theta(1)=0$ and $\theta(x)<0$ for $x \in(0,1)$. Choose and fix $0<\varepsilon_{0}<\log 2$, and assume that $\delta>0$ is chosen small enough in such a way that

$$
\theta(x)+\theta(1-x) \geq-\varepsilon_{0} \quad \text { for } 0<x \leq \delta
$$

is guaranteed. Then, since $\frac{k}{n} \leq \delta$ for $k$ 's appearing in the sum $\sum^{\prime \prime}$, we get

$$
\log 2+\frac{k}{n} \log \left(\frac{k}{n}\right)+\left(1-\frac{k}{n}\right) \log \left(1-\frac{k}{n}\right) \geq \log 2-\varepsilon_{0}
$$

Thus, from the preceding estimate we get

$$
\log \left(2^{-n}\binom{n}{k} \frac{n}{k}\right) \leq-n\left(\log 2-\varepsilon_{0}\right)+\frac{3}{2} \log n+O(1)
$$

that is,

$$
2^{-n}\binom{n}{k} \frac{n}{k} \leq K \times n^{3 / 2}\left(\frac{e^{\varepsilon_{0}}}{2}\right)^{n} \quad\left(\text { as long as } \frac{k}{n} \leq \delta\right)
$$

for some constant $K$. Therefore, we conclude

$$
\frac{1}{2^{n}} \sum^{\prime \prime}\binom{n}{k} \frac{n}{k} \leq K \times n^{5 / 2}\left(\frac{e^{\varepsilon_{0}}}{2}\right)^{n}
$$

showing the desired convergence due to $\frac{e^{\varepsilon_{0}}}{2}<1$.
Lemma 7.10. The $L^{2}$-convergence (7.9) is valid, that is, we have

$$
\lim _{n \rightarrow \infty}\left\|\hat{\psi}_{\frac{1}{n}}-\hat{\psi}_{0}\right\|_{2}=0
$$

Proof. Let $\varepsilon>0$. We claim the following uniform integrability: one can find an integer $N$ and a positive $M$ such that

$$
\begin{equation*}
\int_{M}^{\infty} f_{n}(t)^{2} d t<\varepsilon \quad \text { for each } n \geq N \tag{7.11}
\end{equation*}
$$

In fact, we recall the estimate (7.10), and fix a small $\delta>0$ so that Lemma 7.9 is valid. From this lemma, we have $2^{-n} \sum^{\prime \prime}\binom{n}{k} \frac{n}{k}<\varepsilon / 2$ for $n$ large enough. Then, one can choose $M>0$ large enough so that $\frac{1}{\delta} e^{-\delta M}<\varepsilon / 2$.

We estimate

$$
\begin{aligned}
& \int_{0}^{\infty}\left|f_{n}(t)-f_{\infty}(t)\right|^{2} d t \\
& \leq \int_{0}^{M}\left|f_{n}(t)-f_{\infty}(t)\right|^{2} d t+\int_{M}^{\infty}\left(f_{n}(t)+f_{\infty}(t)\right)^{2} d t \\
& \quad \leq \int_{0}^{M}\left|f_{n}(t)-f_{\infty}(t)\right|^{2} d t+2 \int_{M}^{\infty} f_{n}(t)^{2} d t+2 \int_{M}^{\infty} f_{\infty}(t)^{2} d t
\end{aligned}
$$

Fatou's lemma shows

$$
\int_{M}^{\infty} f_{\infty}(t)^{2} d t \leq \liminf _{n \rightarrow \infty} \int_{M}^{\infty} f_{n}(t)^{2} d t
$$

Thus, from the estimates so far and (7.11) we get

$$
\int_{0}^{\infty}\left|f_{n}(t)-f_{\infty}(t)\right|^{2} d t \leq \int_{0}^{M}\left|f_{n}(t)-f_{\infty}(t)\right|^{2} d t+4 \varepsilon
$$

for $n$ large enough, and hence

$$
\limsup _{n \rightarrow \infty} \int_{0}^{\infty}\left|f_{n}(t)-f_{\infty}(t)\right|^{2} d t \leq \limsup _{n \rightarrow \infty} \int_{0}^{M}\left|f_{n}(t)-f_{\infty}(t)\right|^{2} d t+4 \varepsilon
$$

Note that limsup in the right-hand side is 0 since $f_{n}(t) \leq 1$ enables us to use the Lebesgue dominated convergence theorem on the finite interval $[0, M]$. Since $\varepsilon>0$ is arbitrary, we are done.

Proof of Lemma 7.8, (ii). What we have to show is $\lim _{k \rightarrow \infty}\left\|\hat{\psi}_{\alpha_{k}}-\hat{\psi}_{0}\right\|_{2}=0$ for each decreasing sequence $\left\{\alpha_{k}\right\}_{k=1,2, \ldots}$ converging to 0 . For each $k$ one takes the natural number $n_{k}$ such that $n_{k}-1<1 / \alpha_{k} \leq n_{k}$ so that $\left\{n_{k}\right\}_{k=1,2, \ldots}$ is an increasing sequence tending to $\infty$. Notice $2^{-n_{k}} \leq 2^{-1 / \alpha_{k}}<2 \times 2^{-n_{k}}$. Hence, from Lemma 7.7 we have

$$
\begin{aligned}
\hat{\psi}_{\alpha_{k}}(x) & \leq 2 \times 2^{-n_{k}}\left(\left(1+e^{-\alpha_{k}|x|}\right)^{1 / \alpha_{k}}-1\right) \\
& \leq 2 \times 2^{-n_{k}}\left(\left(1+e^{-\frac{|x|}{n_{k}}}\right)^{n_{k}}-1\right)=2 \times \hat{\psi}_{\frac{1}{n_{k}}}(x)
\end{aligned}
$$

Therefore, the $L^{p}$-version of the extended Lebesgue convergence theorem (see [25, p. 122] or [26, Theorem 3.6]) and Lemma 7.10 yield $\lim _{k \rightarrow \infty}\left\|\hat{\psi}_{\alpha_{k}}-\hat{\psi}_{0}\right\|_{2}=$ 0 as desired.

Proof of Theorem 7.6. As was pointed out right after the theorem, we may and do assume $\alpha_{0} \in[0, \infty)$. Lemmas 5.8 and 7.8 yield

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left\|\psi_{\alpha}-\psi_{\alpha_{0}}\right\|_{1}=0 \quad\left(\alpha_{0}>0\right) \quad \text { and } \quad \lim _{\alpha \searrow 0}\left\|\psi_{\alpha}-\psi_{0}\right\|_{1}=0
$$

Thus, from the integral expressions

$$
\begin{aligned}
B_{\alpha}(H, K) X= & 2^{-1 / \alpha} M_{\infty}(H, K) X \\
& \quad+\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(M_{\infty}(H, K) X\right)\left(K s_{K}\right)^{-i x} \psi_{\alpha}(x) d x \\
B_{0}(H, K) X= & \int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(M_{\infty}(H, K) X\right)\left(K s_{K}\right)^{-i x} \psi_{0}(x) d x
\end{aligned}
$$

we get

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left|\left\|B_{\alpha}(H, K) X-B_{\alpha_{0}}(H, K) X \mid\right\|=0\right.
$$

and

$$
\lim _{\alpha \searrow 0}\| \| B_{\alpha}(H, K) X-B_{0}(H, K) X\| \|=0 .
$$

It remains to show

$$
\lim _{\alpha \nearrow 0}\| \| B_{\alpha}(H, K) X-B_{0}(H, K) X\| \|=0
$$

Thus, we assume $\alpha<0$ and set

$$
\begin{aligned}
\varphi_{\alpha}(x) & =\frac{B_{\alpha}\left(e^{x}, 1\right)}{M_{\infty}\left(e^{x}, 1\right)}=\left(\frac{1+e^{-\alpha|x|}}{2}\right)^{1 / \alpha}(\operatorname{see}(7.1)) \\
& =e^{-|x| / 2} \cosh ^{1 / \alpha}\left(\frac{\alpha|x|}{2}\right)=e^{-|x| / 2}\left(\frac{1}{\cosh \left(\frac{(-\alpha) x}{2}\right)}\right)^{\frac{1}{-\alpha}} \\
\varphi_{0}(x) & =\frac{B_{0}\left(e^{x}, 1\right)}{M_{\infty}\left(e^{x}, 1\right)}=e^{-|x| / 2}
\end{aligned}
$$

Then, $\varphi_{\alpha}$ is a positive definite function and $\varphi_{\alpha}=\hat{\psi}_{\alpha}(\alpha \leq 0)$ with a positive integrable function $\psi_{\alpha}$ (see (5.8) and the proof of [39, Proposition 3.3], and also see $\S$ A.6). Since $\varphi_{\alpha}(x) \leq \varphi_{0}(x)=e^{-|x| / 2} \in L^{2}(\mathbf{R})$ and $\lim _{\alpha / 0} \varphi_{\alpha}(x)=\varphi_{0}(x)$, we have $\lim _{\alpha / 0}\left\|\phi_{\alpha}-\phi_{0}\right\|_{2}=0$ by the Lebesgue dominated convergence theorem. Since

$$
\int_{-\infty}^{\infty} \psi_{\alpha}(x) d x=\varphi_{\alpha}(0)=1 \quad(\alpha \leq 0)
$$

Lemma 5.8 shows

$$
\lim _{\alpha \nearrow 0}\left\|\psi_{\alpha}-\psi_{0}\right\|_{1}=0
$$

and the desired convergence follows from the integral expression

$$
B_{\alpha}(H, K) X=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(M_{\infty}(H, K) X\right)\left(K s_{K}\right)^{-i x} \psi_{\alpha}(x) d x \quad(\alpha \leq 0)
$$

Recall $B_{0}(H, K) X=G(H, K) X=H^{1 / 2} X K^{1 / 2}$, the geometric mean. For operator means $B_{\alpha}(H, K) X$ with $\alpha<0$ we have

Proposition 7.11. If $\left|\left|\left|H^{1 / 2} X K^{1 / 2}\right|\right|<\infty\right.$, then

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left|\left\|B_{\alpha}(H, K) X-B_{\alpha_{0}}(H, K) X \mid\right\|=0\right.
$$

for every $\alpha_{0} \in[-\infty, 0)$.
Proof. We set

$$
\begin{aligned}
\varphi_{\alpha}(x) & =\frac{B_{\alpha}\left(e^{x}, 1\right)}{G\left(e^{x}, 1\right)}=e^{-x / 2}\left(\frac{e^{\alpha x}+1}{2}\right)^{1 / \alpha} \\
& =\cosh ^{1 / \alpha}\left(\frac{\alpha x}{2}\right)=\left(\frac{1}{\cosh \left(\frac{(-\alpha) x}{2}\right)}\right)^{\frac{1}{-\alpha}}
\end{aligned}
$$

for $\alpha<0$. Then, $\varphi_{\alpha}$ is a positive definite function and $\varphi_{\alpha}=\hat{\psi}_{\alpha}$ with a positive function $\psi_{\alpha} \in L^{1}(\mathbf{R})$ (see the proof of [39, Proposition 3.3] or §A.6). Note that $\varphi_{\alpha}(x)$ is monotone increasing in $\alpha$ because so is $B_{\alpha}\left(e^{x}, 1\right)$ as noted just after (7.4).

Let us assume $\alpha_{0} \neq-\infty$. When $\left|\alpha-\alpha_{0}\right| \leq \frac{-\alpha_{0}}{2}$, we have $\alpha \leq \frac{\alpha_{0}}{2}$ and consequently $0 \leq \varphi_{\alpha}(x) \leq \varphi_{\frac{\alpha_{0}}{2}}(x)$ with $\varphi_{\frac{\alpha_{0}}{2}} \in L^{1}(\mathbf{R})$. Of course we have $\lim _{\alpha \rightarrow \alpha_{0}} \varphi_{\alpha}(x)=\varphi_{\alpha_{0}}(x)$, and the Lebesgue dominated convergence theorem implies

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left\|\varphi_{\alpha}-\varphi_{\alpha_{0}}\right\|_{1}=0
$$

Hence, for each sequence $\left\{\alpha_{k}\right\}_{k=1,2, \ldots}$ converging to $\alpha_{0}$ we get

$$
\begin{aligned}
& \left|\psi_{\alpha_{k}}(x)-\psi_{\alpha_{0}}(x)\right| \\
& \quad \leq \frac{1}{2 \pi}\left|\int_{-\infty}^{\infty}\left(\varphi_{\alpha_{k}}(y)-\varphi_{\alpha_{0}}(y)\right) e^{i x y} d y\right| \leq \frac{1}{2 \pi} \times\left\|\varphi_{\alpha_{k}}-\varphi_{\alpha_{0}}\right\|_{1} \longrightarrow 0
\end{aligned}
$$

for a.e. $x \in \mathbf{R}$. Since

$$
\int_{-\infty}^{\infty} \psi_{\alpha}(x) d x=\varphi_{\alpha}(0)=1 \quad \text { for each } \alpha<0
$$

we have

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left\|\psi_{\alpha}-\psi_{\alpha_{0}}\right\|_{1}=0
$$

as usual, and the required convergence can be seen from the integral expression

$$
B_{\alpha}(H, K) X=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(H^{1 / 2} X K^{1 / 2}\right)\left(K s_{K}\right)^{-i x} \psi_{\alpha}(x) d x
$$

Obviously the same proof works for $\alpha_{0}=-\infty$ as well with $\varphi_{-\infty}(x)=e^{-|x| / 2}$ and $\psi_{-\infty}(x)=\frac{1}{2 \pi}\left(x^{2}+\frac{1}{4}\right)^{-1}$ (see (5.8) and (7.3)), and details are left to the reader.

Alternative proof of Proposition 7.11. As in the above proof we set

$$
\varphi_{\alpha}(x)=\left(\frac{1}{\cosh \left(\frac{(-\alpha) x}{2}\right)}\right)^{\frac{1}{-\alpha}} \quad(\alpha<0) \quad \text { and } \quad \varphi_{-\infty}(x)=e^{-|x| / 2}
$$

Then, $\varphi_{\alpha}$ is a positive definite function. In fact, we have $\varphi_{\alpha}=\hat{\psi}_{\alpha}$ with the function

$$
\psi_{\alpha}(x)=\frac{1}{2 \pi} \times \frac{2^{\frac{1}{-\alpha}}}{(-\alpha) \Gamma\left(\frac{1}{-\alpha}\right)} \times\left|\Gamma\left(\frac{1}{2(-\alpha)}+\frac{i x}{-\alpha}\right)\right|^{2} \geq 0
$$

Details are worked out in §A.6 (see (A.10)), and this explicit form was pointed out in [13].

The obvious continuity of the $\Gamma$-function $\Gamma(z)$ shows

$$
\begin{equation*}
\lim _{\alpha \rightarrow \alpha_{0}} \psi_{\alpha}(x)=\psi_{\alpha_{0}}(x) \tag{7.12}
\end{equation*}
$$

for $\alpha_{0}<0$. This fact remains valid for $\alpha_{0}=-\infty$ as well. In fact, thanks to $\Gamma(z+1)=z \Gamma(z)$ we compute

$$
\begin{aligned}
\lim _{\alpha \rightarrow-\infty} \psi_{\alpha}(x) & =\frac{1}{2 \pi} \lim _{\beta \backslash 0}\left(\frac{2^{\beta} \beta}{\Gamma(\beta)} \times\left|\Gamma\left(\frac{\beta}{2}+i x \beta\right)\right|^{2}\right) \\
& =\frac{1}{2 \pi} \lim _{\beta \backslash 0}\left(\frac{2^{\beta} \beta^{2}}{\Gamma(\beta+1)} \times\left|\Gamma\left(\frac{\beta}{2}+i x \beta\right)\right|^{2}\right) \\
& =\frac{1}{2 \pi} \lim _{\beta \backslash 0} \beta^{2}\left|\Gamma\left(\frac{\beta}{2}+i x \beta\right)\right|^{2}
\end{aligned}
$$

Recall that $0,-1,-2,-3, \ldots$ are simple poles of $\Gamma(z)$ (see [80] for example). The residue at 0 is 1 so that near the origin $\Gamma(z)$ is of the form $\frac{1}{z}+f(z)$ with a holomorphic function $f(z)$. This means $\Gamma\left(\frac{\beta}{2}+i x \beta\right) \sim\left(\frac{\beta}{2}+i x \beta\right)^{-1}$ for $\beta$ small, and we conclude

$$
\lim _{\alpha \rightarrow-\infty} \psi_{\alpha}(x)=\frac{1}{2 \pi} \lim _{\beta \backslash 0} \frac{\beta^{2}}{\left|\frac{\beta}{2}+i x \beta\right|^{2}}=\frac{1}{2 \pi} \times \frac{1}{\left|\frac{1}{2}+i x\right|^{2}}=\frac{1}{2 \pi} \times \frac{1}{x^{2}+\frac{1}{4}}
$$

This limit function is exactly $\psi_{-\infty}(x)$ (see (5.8) and (7.3)), and hence (7.12) has been checked for $\alpha_{0}=-\infty$.

We have

$$
\int_{-\infty}^{\infty} \psi_{\alpha}(x) d x=\varphi_{\alpha}(0)=1 \quad \text { for each } \alpha \in[-\infty, 0)
$$

Hence, (7.12) and the extended Lebesgue dominated convergence theorem yield

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left\|\psi_{\alpha}-\psi_{\alpha_{0}}\right\|_{1}=0
$$

and as usual the required convergence can be seen from the integral expression

$$
B_{\alpha}(H, K) X=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}\left(H^{1 / 2} X K^{1 / 2}\right)\left(K s_{K}\right)^{-i x} \psi_{\alpha}(x) d x
$$

From Theorem 7.6 and Proposition 7.11 we get
Corollary 7.12. For each $H, K, X \in B(\mathcal{H})$ with $H, K \geq 0$ and each $-\infty \leq$ $\alpha_{0} \leq \infty$ we always have

$$
\lim _{\alpha \rightarrow \alpha_{0}}\left\|B_{\alpha}(H, K) X-B_{\alpha_{0}}(H, K) X\right\|=0
$$

in the operator norm $\|\cdot\|$.

### 7.4 Notes and references

The binomial means $\left\{B_{\alpha}\right\}_{-\infty \leq \alpha \leq \infty}$ and the corresponding means $B_{\alpha}(H, K) X$ were studied in [39]. Only matrices were dealt with there so that the majorization $B_{\alpha} \preceq M_{\infty}$ (Theorem7.2) was not necessary. This majorization (together with Proposition 3.3,(b)) makes the notion of operator means $B_{\alpha}(H, K) X$ legitimate for Hilbert space operators.

We note that $B_{\alpha}(s, t)$ is monotone increasing in $\alpha \in[-\infty, \infty]$ for each fixed $s, t>0$. Indeed, when $0<\alpha<\beta$, the concavity of the function $t^{\alpha / \beta}$ $(t>0)$ gives

$$
\frac{s^{\alpha}+t^{\alpha}}{2} \leq\left(\frac{s^{\beta}+t^{\beta}}{2}\right)^{\alpha / \beta}
$$

i.e., $B_{\alpha}(s, t) \leq B_{\beta}(s, t)$. The case $\alpha<\beta<0$ is similarly checked. However, the comparison $B_{\alpha} \preceq B_{\beta}$ (similar to (5.2) and (6.2)) for general $-\infty \leq \alpha<\beta \leq$ $\infty$ is an interesting open problem. The following partial results were obtained in [39, Proposition 3.3]:
(i) for $\alpha \geq 0$ we have $B_{0}\left(=M_{1 / 2}\right) \preceq B_{\alpha}\left(\preceq B_{\infty}\left(=M_{\infty}\right)\right)$;
(ii) we have $B_{\frac{1}{m}} \preceq B_{\frac{1}{n}}$ as long as $n(\in \mathbf{N})$ divides $m$.

## 8

## Certain alternating sums of operators

In this chapter we will deal with alternating sums

$$
\begin{aligned}
& H^{\frac{1}{2}} X K^{\frac{1}{2}} \\
& H^{\frac{1}{3}} X K^{\frac{2}{3}}-H^{\frac{2}{3}} X K^{\frac{1}{3}} \\
& H^{\frac{1}{4}} X K^{\frac{3}{4}}-H^{\frac{2}{4}} X K^{\frac{2}{4}}+H^{\frac{3}{4}} X K^{\frac{1}{4}} \\
& H^{\frac{1}{5}} X K^{\frac{4}{5}}-H^{\frac{2}{5}} X K^{\frac{3}{5}}+H^{\frac{3}{5}} X K^{\frac{2}{5}}-H^{\frac{4}{5}} X K^{\frac{1}{5}}
\end{aligned}
$$

$$
X K-H X
$$

$$
X K-H^{\frac{1}{2}} X K^{\frac{1}{2}}+H X
$$

$$
X K-H^{\frac{1}{3}} X K^{\frac{2}{3}}+H^{\frac{2}{3}} X K^{\frac{1}{3}}-H X
$$

$$
X K-H^{\frac{1}{4}} X K^{\frac{3}{4}}+H^{\frac{2}{4}} X K^{\frac{2}{4}}-H^{\frac{3}{4}} X K^{\frac{1}{4}}+H X
$$

and investigate behavior of unitarily invariant norms of these operators such as mutual comparison, uniform bounds (independent of $n, m$ ), monotonicity and so on (in $\S 8.2$ and $\S 8.3$ ). For convenience we set

$$
\begin{aligned}
& \mathbf{A}(n)=\sum_{k=1}^{n}(-1)^{k-1} H^{\frac{k}{n+1}} X K^{\frac{n+1-k}{n+1}} \quad(n=1,2,3, \cdots), \\
& \mathbf{B}(m)=\sum_{k=0}^{m-1}(-1)^{k} H^{\frac{k}{m-1}} X K^{\frac{m-1-k}{m-1}} \quad(m=2,3,4, \cdots),
\end{aligned}
$$

and these notations will be kept throughout. We note

$$
\mathbf{B}(m)= \begin{cases}H X+X K-\mathbf{A}(m-2) & \text { for } m=3,5,7, \cdots,  \tag{8.1}\\ -H X+X K-\mathbf{A}(m-2) & \text { for } m=4,6,8, \cdots\end{cases}
$$

The nature of the above two series of operators depends strongly on parities of $n$ and $m$, and it is quite obvious that we will have to treat odd and even cases separately.

### 8.1 Preliminaries

For $n=1,2, \cdots$ and $m=2,3, \cdots$ we set

$$
a_{n}(s, t)=\sum_{k=1}^{n}(-1)^{k-1} s^{\frac{k}{n+1}} t^{\frac{n+1-k}{n+1}} \quad \text { and } \quad b_{m}(s, t)=\sum_{k=0}^{m-1}(-1)^{k} s^{\frac{k}{m-1}} t^{\frac{m-1-k}{m-1}}
$$

$(s, t \geq 0)$ as scalar "means" corresponding to $\mathbf{A}(n)$ and $\mathbf{B}(m)$. For $s, t>0$ we compute

$$
\begin{aligned}
a_{n}(s, t) & =\frac{s^{\frac{1}{n+1}} t^{\frac{n}{n+1}}\left(1-(-1)^{n}\left(\frac{s}{t}\right)^{\frac{n}{n+1}}\right)}{1+\left(\frac{s}{t}\right)^{\frac{1}{n+1}}}=\frac{t\left(\frac{s}{t}\right)^{\frac{1}{n+1}}\left(1-(-1)^{n}\left(\frac{s}{t}\right)^{\frac{n}{n+1}}\right)}{1+\left(\frac{s}{t}\right)^{\frac{1}{n+1}}} \\
& =t\left(\frac{s}{t}\right)^{\frac{1}{2}} \times \frac{\left(\frac{s}{t}\right)^{-\frac{1}{2} \times \frac{n}{n+1}}-(-1)^{n}\left(\frac{s}{t}\right)^{\frac{1}{2} \times \frac{n}{n+1}}}{\left(\frac{s}{t}\right)^{-\frac{1}{2} \times \frac{1}{n+1}}+\left(\frac{s}{t}\right)^{\frac{1}{2} \times \frac{1}{n+1}}} \\
& =(s t)^{\frac{1}{2}} \times \frac{\left(\frac{s}{t}\right)^{-\frac{1}{2} \times \frac{n}{n+1}}-(-1)^{n}\left(\frac{s}{t}\right)^{\frac{1}{2} \times \frac{n}{n+1}}}{\left(\frac{s}{t}\right)^{-\frac{1}{2} \times \frac{1}{n+1}}+\left(\frac{s}{t}\right)^{\frac{1}{2} \times \frac{1}{n+1}}} .
\end{aligned}
$$

Note that the denominator can be always expressed in terms of the hyperbolic cosine function while for the numerator the hyperbolic sine function is also needed for $n$ even. Exactly the same computations yield

$$
b_{m}(s, t)=(s t)^{\frac{1}{2}} \times \frac{\left(\frac{s}{t}\right)^{-\frac{1}{2} \times \frac{m}{m-1}}-(-1)^{m}\left(\frac{s}{t}\right)^{\frac{1}{2} \times \frac{m}{m-1}}}{\left(\frac{s}{t}\right)^{-\frac{1}{2} \times \frac{1}{m-1}}+\left(\frac{s}{t}\right)^{\frac{1}{2} \times \frac{1}{m-1}}}
$$

These formulas will be freely and repeatedly used. We note the homogeneity

$$
a_{n}(r s, r t)=r a_{n}(s, t), \quad b_{m}(r s, r t)=r b_{m}(s, t)
$$

(with $r \geq 0$ ) and

$$
a_{n}(t, s)=(-1)^{n+1} a_{n}(s, t), \quad b_{m}(t, s)=(-1)^{m+1} b_{m}(s, t)
$$

(see Proposition 8.2, (iii)).
We will repeatedly make use of the positive definiteness of the following functions (see $\S 6.3, \mathbf{1}$ ):

$$
\frac{1}{\cosh (\alpha x)}, \quad \frac{\cosh (\beta x)}{\cosh (\alpha x)}, \quad \frac{\sinh (\beta x)}{\sinh (\alpha x)}
$$

with $0<\beta<\alpha$ (as was done in preceding chapters). The next observation is also useful.

Lemma 8.1. For $\alpha, \beta>0$ one can find a signed measure $\nu$ on $\mathbf{R}$ such that

$$
\frac{\cosh ((\alpha+\beta) x)}{\cosh (\alpha x) \cosh (\beta x)}=\hat{\nu}(x) \quad\left(=\int_{-\infty}^{\infty} e^{i x y} d \nu(y)\right)
$$

with $|\nu|(\mathbf{R}) \leq 5$.
Proof. By the addition rule for the hyperbolic cosine function we observe

$$
\begin{aligned}
\frac{\cosh ((\alpha+\beta) x)}{\cosh (\alpha x) \cosh (\beta x)} & =1+\frac{\sinh (\alpha x) \sinh (\beta x)}{\cosh (\alpha x) \cosh (\beta x)} \\
& =1+|\tanh (\alpha x)| \times|\tanh (\beta x)|
\end{aligned}
$$

We set

$$
p(x)=1-|\tanh (\alpha x)|, \quad q(x)=1-|\tanh (\beta x)| .
$$

As was shown in Lemma 7.4 (see the paragraph right after the lemma), they are positive definite and we observe

$$
\begin{aligned}
\frac{\cosh ((\alpha+\beta) x)}{\cosh (\alpha x) \cosh (\beta x)} & =1+(1-p(x))(1-q(x)) \\
& =(2+p(x) q(x))-(p(x)+q(x))
\end{aligned}
$$

Note that both of $2+p(x) q(x)$ and $p(x)+q(x)$ are positive definite with

$$
2+p(0) q(0)=3 \quad \text { and } \quad p(0)+q(0)=2
$$

By the Bochner theorem there exist positive measures $\nu_{1}, \nu_{2}$ with the Fourier transforms $2+p(x) q(x), p(x)+q(x)$ respectively and $\nu_{1}(\mathbf{R})=3, \nu_{2}(\mathbf{R})=2$. Hence, the difference measure $\nu=\nu_{1}-\nu_{2}$ does the job.

Let $M(s, t), N(s, t)$ be continuous functions on $[0, \infty) \times[0, \infty)$ satisfying the homogeneity condition

$$
M(r s, r t)=r M(s, t) \quad \text { and } \quad N(r s, r t)=r N(s, t) \quad(\text { for } r \geq 0)
$$

from which we obviously have

$$
\left\{\begin{array}{l}
M(s, 0)=s M(1,0), N(s, 0)=s N(1,0)  \tag{8.2}\\
M(0, t)=t M(0,1), N(0, t)=t N(0,1)
\end{array}\right.
$$

We further assume that $M(s, t), N(s, t)$ are Schur multipliers (relative to any pair $(H, K))$ in the sense explained in §2.1. This assumption is not harmful at all because the proposition below will be applied for $a_{n}$ 's and $b_{m}$ 's (which are obviously Schur multipliers). The corresponding "operator means" will be denoted by $M(H, K) X, N(H, K) X$ as in Chapter 3.

Many integral expressions were obtained in Chapter 3 to establish norm inequalities. In particular, Theorem 3.4 deals with the symmetric homogeneous
means; the proof is still valid if $M(s, t), N(s, t)$ are symmetric homogeneous functions and $\nu$ is a signed measure such that $M\left(e^{x}, 1\right) / N\left(e^{x}, 1\right)=\hat{\nu}(x)$. The next proposition (as well as its proof) is a variant of this result in the nonsymmetric case. The part (iii) plays a fundamental role in the present chapter while the part (ii) will be used in our forthcoming article [55].

Proposition 8.2. We assume that homogeneous Schur multipliers as above satisfy

$$
\frac{M\left(e^{x}, 1\right)}{N\left(e^{x}, 1\right)}=\hat{\nu}(x)
$$

with a signed measure $\nu$ on $\mathbf{R}$.
(i) When $H, K \geq 0$ are non-singular, we have

$$
M(H, K) X=\int_{-\infty}^{\infty} H^{i x}(N(H, K) X) K^{-i x} d \nu(x)
$$

(ii) When $M(1,0)=M(0,1)=0$, we have

$$
M(H, K) X=\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(N(H, K) X)\left(K s_{K}\right)^{-i x} d \nu(x)
$$

(iii) When $M(s, t)=-M(t, s)$ and $N(s, t)=-N(t, s)$, we have

$$
\begin{gathered}
M(H, K) X=\int_{\{x \neq 0\}}\left(H s_{H}\right)^{i x}(N(H, K) X)\left(K s_{K}\right)^{-i x} d \nu(x) \\
+\nu(\{0\}) N(H, K) X
\end{gathered}
$$

Proof. The assertions (i), (ii) directly follow from Proposition 2.11, and it remains to prove (iii). To do so, we firstly note

$$
\begin{equation*}
\frac{M(s, t)}{N(s, t)}=\frac{M(t, s)}{N(t, s)} \tag{8.3}
\end{equation*}
$$

by the assumption in (iii). Secondly, Lemma 2.9 and (8.2) show

$$
\begin{align*}
N(H, K) X= & s_{H}( \\
& N(H, K) X) s_{K}  \tag{8.4}\\
& +N(1,0) H X\left(1-s_{K}\right)+N(0,1)\left(1-s_{H}\right) X K
\end{align*}
$$

(which is a replacement of (3.10) in the proof of Theorem 3.4).
We claim

$$
\begin{equation*}
M(1,0)=\nu(\{0\}) N(1,0) \quad \text { and } \quad M(0,1)=\nu(\{0\}) N(0,1) \tag{8.5}
\end{equation*}
$$

To see the claim, we begin by noting

$$
\begin{gathered}
M(s, t)=t M(s / t, 1)=t N(s / t, 1) \int_{-\infty}^{\infty} e^{i x(\log s-\log t)} d \nu(x) \\
=N(s, t) \int_{-\infty}^{\infty}(s / t)^{i x} d \nu(x) \quad(\text { for } s, t>0)
\end{gathered}
$$

(thanks to the assumption and the homogeneity). Thus, by the obvious continuity we get

$$
\begin{equation*}
|M(1,0)| \leq|\nu|(\mathbf{R}) \times|N(1,0)| \tag{8.6}
\end{equation*}
$$

Firstly, if $N(1,0)=0$ (or equivalently $N(0,1)=0$ ), then we get $M(1,0)=$ $M(0,1)=0$ by (8.6) and (8.5) is certainly valid. Secondly, let us assume $N(1,0) \neq 0$. Since $\nu$ is a symmetric measure (by (8.3)), we have

$$
\lim _{x \rightarrow \pm \infty} \hat{\nu}(x)=\lim _{x \rightarrow \infty} \frac{M\left(e^{x}, 1\right)}{N\left(e^{x}, 1\right)}=\lim _{x \rightarrow \infty} \frac{M\left(1, e^{-x}\right)}{N\left(1, e^{-x}\right)}=\frac{M(1,0)}{N(1,0)} .
$$

Therefore, the claim (i.e., (8.5)) follows from Corollary A. 8 thanks to

$$
\lim _{x \rightarrow \pm \infty} \hat{\nu}(x)=\frac{M(1,0)}{N(1,0)}=\frac{M(0,1)}{N(0,1)}
$$

From Proposition 2.11 together with (8.5) we see

$$
\begin{aligned}
M(H, K) X= & \int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(N(H, K) X)\left(K s_{K}\right)^{-i x} d \nu(x) \\
& +\nu(\{0\})\left(s_{H}(N(H, K) X)\left(1-s_{K}\right)+\left(1-s_{H}\right)(N(H, K) X) s_{K}\right)
\end{aligned}
$$

Therefore, with (8.4) we compute

$$
\begin{aligned}
& M(H, K) X \\
& =\int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(N(H, K) X)\left(K s_{K}\right)^{-i x} d \nu(x) \\
& \quad+\nu(\{0\})\left(N(1,0) H X\left(1-s_{K}\right)+N(0,1)\left(1-s_{H}\right) X K\right) \\
& = \\
& \quad \int_{\{x \neq 0\}}\left(H s_{H}\right)^{i x}(N(H, K) X)\left(K s_{K}\right)^{-i x} d \nu(x) \\
& \quad+\nu(\{0\})\left(s_{H}(N(H, K) X) s_{K}\right. \\
& \left.\quad+N(1,0) H X\left(1-s_{K}\right)+N(0,1)\left(1-s_{H}\right) X K\right) \\
& =
\end{aligned} \quad \int_{\{x \neq 0\}}\left(H s_{H}\right)^{i x}(N(H, K) X)\left(K s_{K}\right)^{-i x} d \nu(x)+\nu(\{0\}) N(H, K) X,
$$

showing (iii).

The integral expressions in the proposition yield

$$
\|\|M(H, K) X|\|\leq|\nu|(\mathbf{R}) \times\|\|N(H, K) X\| \|
$$

for each unitarily invariant norm $|\|\cdot|\||$ (when one of the conditions (i), (ii), (iii) is satisfied). In fact, it follows from the Hahn decomposition $\nu=\nu_{+}-\nu_{-}$and Theorem A.5. In the next two sections we will deal with signed measures $\nu$ satisfying $M\left(e^{2 x}, 1\right) / N\left(e^{2 x}, 1\right)=\hat{\nu}(x)$ instead. This means that our integral expression is actually of the form

$$
\begin{gathered}
M(H, K) X=\int_{\{x \neq 0\}}\left(H s_{H}\right)^{\frac{i x}{2}}(N(H, K) X)\left(K s_{K}\right)^{-\frac{i x}{2}} d \nu(x) \\
+\nu(\{0\}) N(H, K) X
\end{gathered}
$$

(for example in case (iii)), and hence we have the same estimate as above.

### 8.2 Uniform bounds for norms

In this section we investigate uniform (upper and lower) bounds for $|||\mathbf{A}(n)|||$ 's and $\|\|\mathbf{B}(m)\| \mid$ 's. We begin with comparison between $\| \mid \mathbf{A}(n)\| \|$ and $\|\|\mathbf{B}(m)\|\|$. As was remarked before, odd and even cases have to be studied separately.

## Theorem 8.3.

(i) For $n=1,3,5, \cdots$ and $m=3,5,7, \cdots$ we have

$$
\|\mathbf{A}(n)\|\|\leq\| \mathbf{B}(m)\|\| .
$$

(ii) For $n=2,4,6, \cdots$ and $m=2,4,6, \cdots$ we have

$$
\frac{n+1}{n} \times\| \| \mathbf{A}(n)\| \| \leq \frac{m-1}{m} \times\| \| \mathbf{B}(m)\| \|
$$

Proof. We set

$$
\alpha=\frac{1}{n+1} \quad \text { and } \quad \beta=\frac{1}{m-1} .
$$

(i) We compute

$$
\begin{aligned}
\frac{a_{n}\left(e^{2 x}, 1\right)}{b_{m}\left(e^{2 x}, 1\right)} & =\frac{\cosh \left(\frac{n}{n+1} x\right)}{\cosh \left(\frac{1}{n+1} x\right)} \times \frac{\cosh \left(\frac{1}{m-1} x\right)}{\cosh \left(\frac{m}{m-1} x\right)} \\
& =\frac{\cosh ((1-\alpha) x)}{\cosh (\alpha x)} \times \frac{\cosh (\beta x)}{\cosh ((\beta+1) x)} \\
& =\frac{\cosh ((1-\alpha+\beta) x)+\cosh ((1-\alpha-\beta) x)}{2 \cosh (\alpha x) \cosh ((\beta+1) x)}
\end{aligned}
$$

We note

$$
1-\alpha+\beta=\frac{n m+1}{(n+1)(m-1)}>0 \quad \text { and } \quad 1-\alpha-\beta=\frac{n(m-2)-1}{(n+1)(m-1)} \geq 0
$$

thanks to $n \geq 1$ and $m \geq 3$. Since they are majorized by

$$
\beta+1=\frac{m}{m-1}=\frac{m(n+1)}{(n+1)(m-1)}
$$

the ratio $a_{n}\left(e^{2 x}, 1\right) / b_{m}\left(e^{2 x}, 1\right)$ (whose value at $x=0$ is 1 ) is positive definite. (ii) In this case, we compute

$$
\begin{aligned}
\frac{a_{n}\left(e^{2 x}, 1\right)}{b_{m}\left(e^{2 x}, 1\right)} & =\frac{\sinh ((1-\alpha) x)}{\cosh (\alpha x)} \times \frac{\cosh (\beta x)}{\sinh ((\beta+1) x)} \\
& =\frac{\sinh ((1-\alpha+\beta) x)+\sinh ((1-\alpha-\beta) x)}{2 \cosh (\alpha x) \sinh ((\beta+1) x)}
\end{aligned}
$$

instead. When $m \geq 4$ (i.e., $m \neq 2$ ), as in (i) both of $1-\alpha \pm \beta$ are positive and majorized by $\beta+1$ so that we have the positive definiteness as above. If $m=2$, then $1-\alpha-\beta=-(n+1)^{-1}<0$ so that the above argument does not work. However, since $\beta=1$ in this case, we have

$$
\frac{a_{n}\left(e^{2 x}, 1\right)}{b_{2}\left(e^{2 x}, 1\right)}=\frac{\sinh ((1-\alpha) x)}{\cosh (\alpha x)} \times \frac{\cosh (x)}{\sinh (2 x)}=\frac{\sinh ((1-\alpha) x)}{2 \cosh (\alpha x) \sinh (x)}
$$

which is also positive definite thanks to $0<1-\alpha=\frac{n}{n+1}<1$. Therefore, the ratio $a_{n}\left(e^{2 x}, 1\right) / b_{m}\left(e^{2 x}, 1\right)$ is always positive definite, and we have

$$
\frac{1-\alpha}{\beta+1}=\frac{n}{n+1} \times \frac{m-1}{m}
$$

as the value at $x=0$.
The difference version of the Heinz inequality (see [36] and also §6.3, 1) states

$$
\begin{align*}
& \left\|\left\|H^{\theta} X K^{1-\theta}-H^{1-\theta} X K^{\theta} \mid\right\|\right. \\
& \quad \leq|2 \theta-1| \times\||H X-X K|\| \quad(\text { for } \theta \in[0,1]) \tag{8.7}
\end{align*}
$$

Theorem 8.3, (ii) with $n=m=2$ means

$$
\left\|\left|H^{\frac{1}{3}} X K^{\frac{2}{3}}-H^{\frac{2}{3}} X K^{\frac{1}{3}}\| \| \leq \frac{1}{3}\|\mid H X-X K\| \|\right.\right.
$$

which is exactly (8.7) for the special value $\theta=\frac{1}{3}$. More generally, the theorem (with $m=2$ ) states

$$
\|\mid \mathbf{A}(2 n)\|\left\|\leq \frac{n}{2 n+1} \times\right\|\|H-X K\|
$$

If one breaks the alternating sum $\mathbf{A}(2 n)$ into pieces, then the repeated use of (8.7) (together with the triangle inequality) gives us the constant

$$
\sum_{k=1}^{n}\left|2 \times \frac{k}{2 n+1}-1\right|=\sum_{k=1}^{n} \frac{2 k-1}{2 n+1}=\frac{n^{2}}{2 n+1}
$$

so that the constant we obtained is far better.
In the next $\S 8.3$ we will see that both of

$$
n \mapsto\left|\|\mathbf{A}(2 n-1) \mid\| \quad \text { and } \quad n \mapsto \frac{2 n+1}{2 n} \times\|||\mathbf{A}(2 n)| \|\right.
$$

are monotone increasing (see Proposition 8.8) so that we have the following uniform lower bounds:

$$
\begin{aligned}
& \left\|\left\|H^{\frac{1}{2}} X K^{\frac{1}{2}}|\||=|\|\mathbf{A}(1)|\|\leq|\|\mathbf{A}(2 n-1)|\||\right.\right. \\
& \frac{3 n}{2 n+1} \times\| \| H^{\frac{1}{3}} X K^{\frac{2}{3}}-H^{\frac{2}{3}} X K^{\frac{1}{3}}\left|\left\|=\frac{2 n}{2 n+1} \times \frac{3}{2} \times|\|\mathbf{A}(2)|\|\leq\||\| \mathbf{A}(2 n)\| \|\right.\right.
\end{aligned}
$$

On the other hand, from Theorem 8.3 we have the upper bounds

$$
\begin{aligned}
& \left\|\left|\left|\mathbf{A}(2 n-1)\left\|\|\leq\|\left|\|\mathbf{B}(3)\|\|=\| H X+X K-H^{\frac{1}{2}} X K^{\frac{1}{2}}\right|\right\|,\right.\right.\right. \\
& \|\|\mathbf{A}(2 n)\|\| \leq\|\mathbf{B}(2)\|\|=\| H X-X K \|
\end{aligned}
$$

that can be improved as is seen shortly (the remark below and Theorem 8.5).
Remark 8.4. The bound $\|\|\mathbf{B}(3) \mid\|$ is comparable with $\| \mid H X+X K\| \|$ :

$$
\frac{1}{2}\left|\left\|H X+X K\left|\| \leq \| \left\|H X+X K-H^{\frac{1}{2}} X K^{\frac{1}{2}}\left|\left\|\leq \frac{3}{2}|\|H X+X K \mid\| .\right.\right.\right.\right.\right.\right.
$$

The arithmetic-geometric mean inequality (see (1.8)) actually shows the second inequality, and the constant $\frac{3}{2}$ can be removed for the Hilbert-Schmidt norm $\left\|\left\|\cdot\left|\|\mid=\| \cdot \|_{2}\right.\right.\right.$. Indeed, the ratio $(2 \cosh (x)-1) / 2 \cosh (x)$ is majorized by 1 (see [39, proposition 1.2]). But, since it is not positive definite, the constant $\frac{3}{2}$ (for general unitarily invariant norms) seems optimal. On the other hand, we estimate

$$
\begin{aligned}
\||H X+X K|\| & \leq\left\|\left\lvert\, H X+X K-H^{\frac{1}{2}} X K^{\frac{1}{2}}\right.\right\|\|+\| H^{\frac{1}{2}} X K^{\frac{1}{2}}\| \| \\
& \leq\| \| H X+X K-H^{\frac{1}{2}} X K^{\frac{1}{2}}\left|\left\|\left|\frac{1}{2}\right|\right\| H X+X K \| .\right.
\end{aligned}
$$

Thus, by subtracting $\frac{1}{2}\||H X+X K \||$ from the both sides, we get the first inequality.

We actually have

## Theorem 8.5.

(i) For each $n=1,2,3, \cdots$ we have

$$
\left.\|\|\mathbf{A}(2 n-1)\|\| \leq \frac{1}{2} \right\rvert\,\|H X+X K\| .
$$

(ii) For each $n=1,2,3, \cdots$ we have

$$
\left.\||\mathbf{A}(2 n)|\| \leq \frac{n}{2 n+1} \times\| \| H X-X K \right\rvert\, \|\left(\leq \frac{1}{2}|\|H X-X K \mid\|)\right.
$$

Proof. The arithmetic mean $\frac{1}{2}(H X+H K)$ corresponds to $M_{2}(s, t)=\frac{1}{2}(s+t)$ (see §5.1) and we have

$$
\frac{a_{2 n-1}\left(e^{2 x}, 1\right)}{M_{2}\left(e^{2 x}, 1\right)}=\frac{\cosh \left(\frac{2 n-1}{2 n} x\right)}{\cosh (x) \cosh \left(\frac{1}{2 n} x\right)} .
$$

On the other hand, we compute

$$
\begin{aligned}
\frac{a_{2 n}(s, t)}{-s+t} & =\frac{a_{2 n}(s, t)}{(s t)^{\frac{1}{2}}\left(\left(\frac{s}{t}\right)^{-\frac{1}{2}}-\left(\frac{s}{t}\right)^{\frac{1}{2}}\right)} \\
& =\frac{\left(\frac{s}{t}\right)^{-\frac{1}{2} \times \frac{2 n}{2 n+1}}-\left(\frac{s}{t}\right)^{\frac{1}{2} \times \frac{2 n}{2 n+1}}}{\left(\left(\frac{s}{t}\right)^{-\frac{1}{2}}-\left(\frac{s}{t}\right)^{\frac{1}{2}}\right)\left(\left(\frac{s}{t}\right)^{-\frac{1}{2} \times \frac{1}{2 n+1}}+\left(\frac{s}{t}\right)^{\frac{1}{2} \times \frac{1}{2 n+1}}\right)}
\end{aligned}
$$

Therefore, the corresponding function (i.e., $s=e^{2 x}$ and $t=1$ ) is

$$
\frac{a_{2 n}\left(e^{2 x}, 1\right)}{-e^{2 x}+1}=\frac{\sinh \left(\frac{2 n}{2 n+1} x\right)}{2 \sinh (x) \cosh \left(\frac{1}{2 n+1} x\right)}
$$

The two functions are obviously positive definite so that we have the desired inequalities. Notice that the coefficient $\frac{n}{2 n+1}$ in (ii) appears as the value of the second function at $x=0$.

Let us try to estimate $|||\mathbf{A}(2 n-1)|\|, \mid\| \mathbf{A}(2 n)\|\|$ (from above and below) in terms of the norms of the "leading terms"

$$
H^{\frac{1}{2 n}} X K^{\frac{2 n-1}{2 n}}+H^{\frac{2 n-1}{2 n}} X K^{\frac{1}{2 n}}, \quad H^{\frac{1}{2 n+1}} X K^{\frac{2 n}{2 n+1}}-H^{\frac{2 n}{2 n+1}} X K^{\frac{1}{2 n+1}} .
$$

For instance the repeated use of the Heinz inequality (1.3) yields

$$
\begin{aligned}
& \|\mathbf{A}(5)\|\|=\| H^{\frac{1}{6}} X K^{\frac{5}{6}}-H^{\frac{2}{6}} X K^{\frac{4}{6}}+H^{\frac{3}{6}} X K^{\frac{3}{6}}-H^{\frac{4}{6}} X K^{\frac{2}{6}}+H^{\frac{5}{6}} X K^{\frac{1}{6}}\| \| \\
& \quad \leq\| \| H^{\frac{1}{6}} X K^{\frac{5}{6}}+H^{\frac{5}{6}} X K^{\frac{1}{6}}\| \|+\left\|H^{\frac{2}{6}} X K^{\frac{4}{6}}+H^{\frac{4}{6}} X K^{\frac{2}{6}}\right\|\|+\| H^{\frac{3}{6}} X K^{\frac{3}{6}}\| \| \\
& \quad \leq \frac{5}{2}\left\|H^{\frac{1}{6}} X K^{\frac{5}{6}}+H^{\frac{5}{6}} X K^{\frac{1}{6}}\right\| \| .
\end{aligned}
$$

Note that this type of reasoning gives us only

$$
\||\mathbf{A}(2 n-1)|\| \leq \frac{2 n-1}{2} \times\left\|\left\lvert\, H^{\frac{1}{2 n}} X K^{\frac{2 n-1}{2 n}}+H^{\frac{2 n-1}{2 n}} X K^{\frac{1}{2 n}}\right.\right\| \|
$$

where the constant $\frac{2 n-1}{2}$ blows up. Instead, we actually have

## Proposition 8.6.

(i) We have

$$
\frac{1}{2} \leq \frac{|\|\mathbf{A}(2 n-1)|\||}{\left.\left\|H^{\frac{1}{2 n}} X K^{\frac{2 n-1}{2 n}}+H^{\frac{2 n-1}{2 n}} X K^{\frac{1}{2 n}}\right\| \right\rvert\,} \leq \frac{5}{2}
$$

for each $n$.
(ii) We have

$$
\frac{n}{2 n-1} \leq \frac{\|\mid \mathbf{A}(2 n)\|}{\left.\left\|H^{\frac{1}{2 n+1}} X K^{\frac{2 n}{2 n+1}}-H^{\frac{2 n}{2 n+1}} X K^{\frac{1}{2 n+1}}\right\| \right\rvert\,} \leq \frac{3 n-2}{2 n-1}
$$

for each $n$.
Proof. (i) Note that the sum $\frac{1}{2}\left(H^{\frac{1}{2 n}} X K^{\frac{2 n-1}{2 n}}+H^{\frac{2 n-1}{2 n}} X K^{\frac{1}{2 n}}\right)$ is the Heinztype mean $A_{\frac{1}{2 n}}(H, K) X$ (see (6.1)) and we have

$$
\begin{aligned}
A_{\frac{1}{2 n}}(s, t) & =\frac{1}{2}\left(s^{\frac{1}{2 n}} t^{\frac{2 n-1}{2 n}}+s^{\frac{2 n-1}{2 n}} t^{\frac{1}{2 n}}\right) \\
& =\frac{(s t)^{\frac{1}{2}}}{2} \times\left(\left(\frac{s}{t}\right)^{\frac{1}{2} \times \frac{n-1}{n}}+\left(\frac{s}{t}\right)^{-\frac{1}{2} \times \frac{n-1}{n}}\right) .
\end{aligned}
$$

Since

$$
\frac{A_{\frac{1}{2 n}}\left(e^{2 x}, 1\right)}{a_{2 n-1}\left(e^{2 x}, 1\right)}=\frac{\cosh \left(\frac{1}{2 n} x\right) \cosh \left(\frac{n-1}{n} x\right)}{\cosh \left(\frac{2 n-1}{2 n} x\right)}=\frac{1}{2}\left(1+\frac{\cosh \left(\frac{2 n-3}{2 n} x\right)}{\cosh \left(\frac{2 n-1}{2 n} x\right)}\right)
$$

is positive definite, we get the first inequality. To see the second estimate, we need to look at the reciprocal

$$
\frac{a_{2 n-1}\left(e^{2 x}, 1\right)}{A_{\frac{1}{2 n}}\left(e^{2 x}, 1\right)}=\frac{\cosh \left(\frac{2 n-1}{2 n} x\right)}{\cosh \left(\frac{1}{2 n} x\right) \cosh \left(\frac{n-1}{n} x\right)}
$$

and Lemma 8.1 says the desired inequality.
(ii) To see the first inequality, we have to look at the ratio

$$
\frac{\cosh \left(\frac{1}{2 n+1} x\right) \sinh \left(\frac{2 n-1}{2 n+1} x\right)}{\sinh \left(\frac{2 n}{2 n+1} x\right)}=\frac{1}{2}\left(1+\frac{\sinh \left(\frac{2 n-2}{2 n+1} x\right)}{\sinh \left(\frac{2 n}{2 n+1} x\right)}\right) .
$$

This is positive definite and the value at $x=0$ is

$$
\frac{1}{2}\left(1+\frac{2 n-2}{2 n}\right)=\frac{2 n-1}{2 n} .
$$

The reciprocal

$$
\frac{\sinh \left(\frac{2 n}{2 n+1} x\right)}{\cosh \left(\frac{1}{2 n+1} x\right) \sinh \left(\frac{2 n-1}{2 n+1} x\right)}
$$

is equal to

$$
\begin{aligned}
& \frac{\sinh \left(\frac{1}{2 n+1} x\right) \cosh \left(\frac{2 n-1}{2 n+1} x\right)+\cosh \left(\frac{1}{2 n+1} x\right) \sinh \left(\frac{2 n-1}{2 n+1} x\right)}{\cosh \left(\frac{1}{2 n+1} x\right) \sinh \left(\frac{2 n-1}{2 n+1} x\right)} \\
& \quad=2+\frac{\sinh \left(\frac{1}{2 n+1} x\right) \cosh \left(\frac{2 n-1}{2 n+1} x\right)-\cosh \left(\frac{1}{2 n+1} x\right) \sinh \left(\frac{2 n-1}{2 n+1} x\right)}{\cosh \left(\frac{1}{2 n+1} x\right) \sinh \left(\frac{2 n-1}{2 n+1} x\right)} \\
& \quad=2-\frac{\sinh \left(\frac{2 n-2}{2 n+1} x\right)}{\cosh \left(\frac{1}{2 n+1} x\right) \sinh \left(\frac{2 n-1}{2 n+1} x\right)} .
\end{aligned}
$$

Note that the subtracted ratio in the last expression is positive definite with the value $\frac{2 n-2}{2 n-1}$ at $x=0$. Thus, the whole function can be expressed as the Fourier transform of a signed measure with total variation at most

$$
2+\frac{2 n-2}{2 n-1}=\frac{2(3 n-2)}{2 n-1}
$$

showing the second inequality.
We next try to obtain uniform (upper and lower) bounds for $\|\|\mathbf{B}(m)\|$ 's, and begin with the case $m=3,5,7, \cdots$ (odd). At first we note

$$
\frac{M_{2}(s, t)}{b_{m}(s, t)}=\frac{\left(\frac{s}{t}\right)^{\frac{1}{2}}+\left(\frac{s}{t}\right)^{-\frac{1}{2}}}{2} \times \frac{\left(\frac{s}{t}\right)^{\frac{1}{2} \times \frac{1}{m-1}}+\left(\frac{s}{t}\right)^{-\frac{1}{2} \times \frac{1}{m-1}}}{\left(\frac{s}{t}\right)^{\frac{1}{2} \times \frac{m}{m-1}}+\left(\frac{s}{t}\right)^{-\frac{1}{2} \times \frac{m}{m-1}}} .
$$

Since

$$
\frac{M_{2}\left(e^{2 x}, 1\right)}{b_{m}\left(e^{2 x}, 1\right)}=\frac{\cosh (x) \cosh \left(\frac{1}{m-1} x\right)}{\cosh \left(\frac{m}{m-1} x\right)}=\frac{1}{2}\left(1+\frac{\cosh \left(\frac{m-2}{m-1} x\right)}{\cosh \left(\frac{m}{m-1} x\right)}\right)
$$

is positive definite, we conclude

$$
\frac{1}{2}\left|\left\|H X+X K\left|\|=\|\left\|M_{2}(H, K) X|\|\leq\|| \mathbf{B}(m)\right\| \| \quad(m=3,5,7, \cdots)\right.\right.\right.
$$

For an upper bound we obviously have

$$
\||\mathbf{B}(m)\|\|\leq\| H X+X K\||+\| \left\lvert\, \mathbf{A}(m-2)\| \| \leq \frac{3}{2}\| \| H X+X K\| \|\right.
$$

thanks to (8.1) and Theorem 8.5, (i). (Note that a slightly different estimate based on Proposition 8.6, (i) is also possible.) We however point out that a multiple of the norm $\left\|\left|\mid \int_{0}^{1} H^{x} X K^{1-x} d x\| \|\right.\right.$ of the logarithmic mean cannot majorize $\|\mid \mathbf{B}(m)\| \|$. Indeed, the leading term of $b_{m}(s, 1)$ is $s$ while we have

$$
M_{1}(s, 1)=\int_{0}^{1} s^{x} d x=\frac{s-1}{\log s}
$$

We next consider the case $m=2,4,6, \cdots$ (even). Theorem 8.5 , (ii) and (8.1) give rise to an upper bound for $\|\|\mathbf{B}(m)\|\|$ as follows:

$$
\begin{aligned}
\|\mid \mathbf{B}(m)\| \| & \leq\|H X-X K|\|+\|| \mathbf{A}(m-2)\| \| \\
& \leq\|H X-X K \mid\|+\frac{m-2}{m-1} \times \frac{1}{2} \times\|H X-X K\| \| \\
& =\left(1+\frac{m-2}{2(m-1)}\right) \times\|H H X-X K\|
\end{aligned}
$$

for $m=2,4,6, \cdots$. To get a lower bound for $\|\|\mathbf{B}(m)\|\|$ (with $m$ even), as in the proof of Theorem 8.5 we compute

$$
\begin{aligned}
\frac{-e^{2 x}+1}{b_{m}\left(e^{2 x}, 1\right)} & =\frac{\cosh \left(\frac{1}{m-1} x\right)}{\sinh \left(\frac{m}{m-1} x\right)} \times \sinh (x) \\
& =\frac{\sinh \left(\left(1+\frac{1}{m-1}\right) x\right)+\sinh \left(\left(1-\frac{1}{m-1}\right) x\right)}{2 \sinh \left(\frac{m}{m-1} x\right)} \\
& =\frac{1}{2}\left(1+\frac{\sinh \left(\frac{m-2}{m-1} x\right)}{\sinh \left(\frac{m}{m-1} x\right)}\right) .
\end{aligned}
$$

This function is positive definite (thanks to $\frac{m-2}{m-1}<\frac{m}{m-1}$ ) with the value $\frac{m-1}{m}$ at $x=0$ so that we conclude

$$
\frac{1}{2}|\|H X-X K\|| \leq \frac{m-1}{m} \times\| \| \mathbf{B}(m)\| \|
$$

Summing up the discussions so far we have shown

## Theorem 8.7.

(i) For $m=3,5,7, \cdots$ we have

$$
\frac{1}{2} \leq \frac{\|\mathbf{B}(m)\| \|}{\|H X+X K\| \|} \leq \frac{3}{2}
$$

(ii) For $m=2,4,6, \cdots$ we have

$$
\left(\frac{1}{2} \leq\right) \frac{m}{2(m-1)} \leq \frac{\|\mathbf{B}(m)\| \|}{\|H X-X K\| \|} \leq 1+\frac{m-2}{2(m-1)}\left(\leq \frac{3}{2}\right)
$$

### 8.3 Monotonicity of norms

Monotonicity for $\|\mid \mathbf{A}(n)\| \|$ and $\||\mathbf{B}(m)|\|$ (either odd or even) is studied in this section. We begin with the former (which is quite straight-forward).

## Proposition 8.8.

(i) The norm $\|\mid \mathbf{A}(2 n-1)\| \|$ is monotone increasing in $n(n=1,2,3, \cdots)$.
(ii) The quantity $\frac{2 n+1}{2 n} \times\| \| \mathbf{A}(2 n)\| \|$ is also monotone increasing in $n(n=$ $1,2,3, \cdots)$.

Proof. For $n^{\prime} \geq n$ (odd) we have

$$
\frac{a_{n}\left(e^{2 x}, 1\right)}{a_{n^{\prime}}\left(e^{2 x}, 1\right)}=\frac{\cosh \left(\frac{n}{n+1} x\right)}{\cosh \left(\frac{1}{n+1} x\right)} \times \frac{\cosh \left(\frac{1}{n^{\prime}+1} x\right)}{\cosh \left(\frac{n^{\prime}}{n^{\prime}+1} x\right)}
$$

Because of $\frac{n}{n+1} \leq 1, \frac{1}{n^{\prime}+1} \leq \frac{1}{n+1}$ and $\frac{n}{n+1} \leq \frac{n^{\prime}}{n^{\prime}+1}$ both functions are positive definite and the values at $x=0$ are 1. On the other hand, for $n^{\prime} \geq n$ (even) we have

$$
\frac{a_{n}\left(e^{2 x}, 1\right)}{a_{n^{\prime}}\left(e^{2 x}, 1\right)}=\frac{\sinh \left(\frac{n}{n+1} x\right)}{\cosh \left(\frac{1}{n+1} x\right)} \times \frac{\cosh \left(\frac{1}{n^{\prime}+1} x\right)}{\sinh \left(\frac{n^{\prime}}{n^{\prime}+1} x\right)}
$$

Because of $\frac{1}{n^{\prime}+1} \leq \frac{1}{n+1}$ and $\frac{n}{n+1} \leq \frac{n^{\prime}}{n^{\prime}+1}$ this function is positive definite and the value at $x=0$ is $\frac{n^{\prime}+1}{n^{\prime}} \times \frac{n}{n+1}$.

The case $\|\|\mathbf{B}(m)\|\|$ is more involved, and monotone decreasingness is obtained only in a weak sense (except for the Hilbert-Schmidt norm $\|\cdot\|_{2}$ ).

## Theorem 8.9.

(i) We have

$$
\||\mathbf{B}(2 m+3)-\mathbf{B}(2 m+1)\|\mid \leq\| \mathbf{B}(2 m+1)\| \|
$$

for $m=1,2,3, \cdots$, and in particular

$$
\|\mathbf{B}(2 m+3)\|\|\leq 2\|\|\mathbf{B}(2 m+1)\| \|
$$

(ii) We have

$$
\|\|\mathbf{B}(2 m+2)-\mathbf{B}(2 m)\|\| \leq \frac{2 m-1}{2 m} \times\|\mid \mathbf{B}(2 m)\| \|
$$

for $m=1,2,3, \cdots$, and in particular

$$
\|\mid \mathbf{B}(2 m+2)\|\left\|\leq\left(1+\frac{2 m-1}{2 m}\right) \times\right\|\|\mathbf{B}(2 m)\| \|(\leq 2 \times\|\mathbf{B}(2 m)\| \|)
$$

(iii) For the Hilbert-Schmidt norm $\|\cdot\|_{2}$ we have the monotone decreasingness

$$
\|\mathbf{B}(2 m+3)\|_{2} \leq\|\mathbf{B}(2 m+1)\|_{2} \quad \text { and } \quad\|\mathbf{B}(2 m+2)\|_{2} \leq\|\mathbf{B}(2 m)\|_{2}
$$

(iv) The monotone decreasingness

$$
\left\|\left\|\mathbf{B}\left(m^{\prime}\right)\right\|\right\| \leq\|\mathbf{B}(m)\| \| \quad\left(\text { for } m^{\prime}>m \text { odd }\right)
$$

fails to hold for general unitarily invariant norms.
Proof. (i) For $m^{\prime} \geq m \geq 3$ (odd) we have

$$
\begin{equation*}
\frac{b_{m^{\prime}}\left(e^{2 x}, 1\right)}{b_{m}\left(e^{2 x}, 1\right)}=\frac{\cosh \left(\frac{1}{m-1} x\right)}{\cosh \left(\frac{m}{m-1} x\right)} \times \frac{\cosh \left(\frac{m^{\prime}}{m^{\prime}-1} x\right)}{\cosh \left(\frac{1}{m^{\prime}-1} x\right)} \tag{8.8}
\end{equation*}
$$

For convenience we set

$$
\alpha=\frac{1}{m^{\prime}-1} \quad \text { and } \quad \beta=\frac{1}{m-1}
$$

We compute

$$
\begin{aligned}
& \frac{b_{m^{\prime}}\left(e^{2 x}, 1\right)}{b_{m}\left(e^{2 x}, 1\right)}-1=\frac{\cosh ((\alpha+1) x) \cosh (\beta x)}{\cosh ((\beta+1) x) \cosh (\alpha x)}-1 \\
& =\frac{\cosh ((\alpha+1) x) \cosh (\beta x)-\cosh ((\beta+1) x) \cosh (\alpha x)}{\cosh ((\beta+1) x) \cosh (\alpha x)} \\
& =\frac{1}{\cosh ((\beta+1) x) \cosh (\alpha x)} \times \\
& \quad\{(\cosh (\alpha x) \cosh (x)+\sinh (\alpha x) \sinh (x)) \cosh (\beta x) \\
& \quad-(\cosh (\beta x) \cosh (x)+\sinh (\beta x) \sinh (x)) \cosh (\alpha x)\} \\
& =\frac{\sinh (x)}{\cosh ((\beta+1) x) \cosh (\alpha x)} \times\{\sinh (\alpha x) \cosh (\beta x)-\cosh (\alpha x) \sinh (\beta x)\} \\
& =\frac{\sinh (x) \sinh ((\alpha-\beta) x)}{\cosh ((\beta+1) x) \cosh (\alpha x)} .
\end{aligned}
$$

Since $m^{\prime} \geq m$, i.e., $0<\alpha \leq \beta$, the above last quantity is negative so that we have the (point-wise) monotone decreasingness

$$
(0 \leq) b_{m^{\prime}}(s, t) \leq b_{m}(s, t)
$$

showing (iii) in the odd case (see [39, Proposition 1.2]). Notice

$$
\begin{align*}
\frac{b_{m^{\prime}}\left(e^{2 x}, 1\right)}{b_{m}\left(e^{2 x}, 1\right)} & =1+\frac{\sinh (x) \sinh ((\alpha-\beta) x)}{\cosh ((\beta+1) x) \cosh (\alpha x)} \\
& =1+\frac{\cosh ((\alpha-\beta+1) x)-\cosh ((\alpha-\beta-1) x)}{2 \cosh ((\beta+1) x) \cosh (\alpha x)} \tag{8.9}
\end{align*}
$$

We now assume $m^{\prime}=m+2$ (i.e., $\alpha=\frac{1}{m+1}$ and $\beta=\frac{1}{m-1}$ ) so that

$$
\left\{\begin{array}{l}
\alpha-\beta+1=\frac{m^{2}-3}{(m+1)(m-1)}>0  \tag{8.10}\\
\alpha-\beta-1=-\frac{m^{2}+1}{(m+1)(m-1)}<0
\end{array}\right.
$$

Notice that the hyperbolic cosine function is even and

$$
\begin{equation*}
\frac{m^{2}-3}{(m+1)(m-1)} \leq \frac{m}{m-1} \quad \text { and } \quad \frac{m^{2}+1}{(m+1)(m-1)} \leq \frac{m}{m-1} \tag{8.11}
\end{equation*}
$$

with $\frac{m}{m-1}=\beta+1$. Consequently, the second term in the far right side of (8.9) is a difference of two positive definite functions (with the value $\frac{1}{2}$ at $x=0$ ), showing (i).
(ii) For $m^{\prime} \geq m \geq 2$ (even) we have

$$
\frac{b_{m^{\prime}}\left(e^{2 x}, 1\right)}{b_{m}\left(e^{2 x}, 1\right)}=\frac{\cosh \left(\frac{1}{m-1} x\right)}{\sinh \left(\frac{m}{m-1} x\right)} \times \frac{\sinh \left(\frac{m^{\prime}}{m^{\prime}-1} x\right)}{\cosh \left(\frac{1}{m^{\prime}-1} x\right)}=\frac{\sinh ((\alpha+1) x) \cosh (\beta x)}{\sinh ((\beta+1) x) \cosh (\alpha x)}
$$

instead with $\alpha$ and $\beta$ appearing above. Hence, the computations in (i) are changed as follows:

$$
\begin{aligned}
& \frac{b_{m^{\prime}}\left(e^{2 x}, 1\right)}{b_{m}\left(e^{2 x}, 1\right)}-1=\frac{\sinh ((\alpha+1) x) \cosh (\beta x)-\sinh ((\beta+1) x) \cosh (\alpha x)}{\sinh ((\beta+1) x) \cosh (\alpha x)} \\
& =\frac{1}{\sinh ((\beta+1) x) \cosh (\alpha x)} \times \\
& \quad\{(\sinh (\alpha x) \cosh (x)+\cosh (\alpha x) \sinh (x)) \cosh (\beta x) \\
& \quad-(\sinh (\beta x) \cosh (x)+\cosh (\beta x) \sinh (x)) \cosh (\alpha x)\} \\
& =\frac{\cosh (x)}{\sinh ((\beta+1) x) \cosh (\alpha x)} \times\{\sinh (\alpha x) \cosh (\beta x)-\cosh (\alpha x) \sinh (\beta x)\} \\
& =\frac{\cosh (x) \sinh ((\alpha-\beta) x)}{\sinh ((\beta+1) x) \cosh (\alpha x)} .
\end{aligned}
$$

Since $0<\alpha \leq \beta$, the above last quantity is negative so that once again we have the point-wise monotone decreasingness

$$
\left|b_{m^{\prime}}(s, t)\right| \leq\left|b_{m}(s, t)\right|
$$

showing (iii) in the even case. We have

$$
\begin{aligned}
\frac{b_{m^{\prime}}\left(e^{2 x}, 1\right)}{b_{m}\left(e^{2 x}, 1\right)} & =1+\frac{\cosh (x) \sinh ((\alpha-\beta) x)}{\sinh ((\beta+1) x) \cosh (\alpha x)} \\
& =1+\frac{\sinh ((\alpha-\beta+1) x)+\sinh ((\alpha-\beta-1) x)}{2 \sinh ((\beta+1) x) \cosh (\alpha x)}
\end{aligned}
$$

We now assume $m^{\prime}=m+2$ as before. Since $\alpha-\beta-1$ is negative (see (8.10)) and the hyperbolic sine function is odd, we have

$$
\frac{b_{m+2}\left(e^{2 x}, 1\right)}{b_{m}\left(e^{2 x}, 1\right)}=1+\frac{\sinh ((\alpha-\beta+1) x)-\sinh ((-\alpha+\beta+1) x)}{2 \sinh ((\beta+1) x) \cosh (\alpha x)}
$$

Therefore, (8.11) once again yields that the above ratio is a difference of positive definite functions. Note that their values at $x=0$ are

$$
\begin{aligned}
& \frac{\alpha-\beta+1}{\beta+1}=\frac{m^{2}-3}{(m+1)(m-1)} \times \frac{1}{2} \times \frac{m-1}{m}=\frac{m^{2}-3}{2 m(m+1)} \\
& \frac{-\alpha+\beta+1}{\beta+1}=\frac{m^{2}+1}{(m+1)(m-1)} \times \frac{1}{2} \times \frac{m-1}{m}=\frac{m^{2}+1}{2 m(m+1)}
\end{aligned}
$$

respectively. They sum up to $\frac{m-1}{m}$ so that (by changing (even) $m$ to $2 m$ ) we get the inequality in (ii).
(iv) When $m$ is odd, it is obvious that the function $b_{m}(s, t)$ in $s, t>0$ is a symmetric homogeneous function such that $b_{m}(s, s)=s$ for all $s>0$. Although $b_{m}(s, 1)$ is not non-decreasing in $s$, the proof of (ii) $\Rightarrow$ (iv) in Theorem 3.7 (i.e., (ii) $\Rightarrow$ (v) in [39, Theorem 1.1]) works well (see also the proof of Theorem A. 3 in $\S$ A.1). Thus, if $\left\|\left\|\mathbf{B}\left(m^{\prime}\right)|\|\leq\|| \mathbf{B}(m)\right\|\left(\right.\right.$ for odd $m^{\prime}>m \geq 3$ ) were valid for all unitarily invariant norms, then

$$
f(x)=\frac{b_{m^{\prime}}\left(e^{2 x}, 1\right)}{b_{m}\left(e^{2 x}, 1\right)}
$$

would be a positive definite function, i.e., $f(x)=\hat{\nu}(x)$ for some probability measure $\nu$ (because of $f(0)=1$ ). However, by Proposition A. 7 and (8.8) we would have

$$
\nu(\{0\})=\lim _{x \rightarrow \pm \infty} f(x)=1
$$

meaning $f(x)=1$, a contradiction.
In the part (iv) of the theorem, the monotone decreasingness $\left\|\left\|B\left(m^{\prime}\right)\right\|\right\|$ $\left\|\|B(m) \mid\|\right.$ (for $m^{\prime}>m$ odd) actually fails to hold for the operator norm $\|\|\cdot\|\|=\|\cdot\|$ and for the trace norm $\|\|\cdot\|\|=\|\cdot\|_{1}$. Indeed, the proof of [39, Theorem 1.1] says that if the decreasingness (in case of matrices) were valid for one of these norms then we would have the positive definiteness of the above function $f(x)$.

We are unable to determine what happens in the even case.

### 8.4 Notes and references

Trivial modification of the argument for the proof of the first inequality in Remark 8.4 enables us to obtain

$$
\left.\frac{2+x}{2} \right\rvert\,\|H X+X K\|\|\leq\| H X+X K+x H^{1 / 2} X K^{1 / 2}\| \|
$$

for $x \in(-2,0]$. This fact and the ordinary Heinz inequality (1.3) imply that the inequality (i) in $\S 3.7,2$ holds true for each $\theta \in[0,1]$ as long as $x \in(-2,0]$. Inequalities involving the norm of an operator of the form

$$
H^{\theta} X K^{1-\theta}+H^{1-\theta} X K^{\theta}+x H^{\frac{1}{2}} X K^{\frac{1}{2}}
$$

have been studied by many authors (see [13, 78, 83] for instance). Note that the cases $\theta=\frac{3}{4}, 1$ (and $x=-1$ ) correspond to $\mathbf{A}(3), \mathbf{B}(3)$ respectively, and quite thorough investigation on inequalities involving these quantities will be carried out in the forthcoming article [55].

Note that the logarithmic-geometric mean inequality (see (1.8)) says

$$
||\mathbf{A}(1)|\|=\|| H^{\frac{1}{2}} X K^{\frac{1}{2}}\left|\|\mid \leq\| \int_{0}^{1} H^{x} X K^{1-x} d x\| \|\right.
$$

which should be compared with Theorem 8.5, (i). The estimate of this form is no longer valid for $\|\|\mathbf{A}(3)\|\|$, but it is possible to estimate (more generally) $|||\mathbf{A}(2 n-1)|||$ by a constant multiple of ||| $\int_{0}^{1} H^{x} X K^{1-x} d x| | \mid([55])$.

## A

## Appendices

We collect six appendices here. In §A. 1 we will deal with certain nonsymmetric means (by weakening the axioms stated in Definition 3.1), and we will see that all the results in $\S 3.2$ remain valid for such means (sometimes with obvious modification). In §A.2-A. 6 some technical results used in the main body of the monograph are clarified.

## A. 1 Non-symmetric means

We can deal with a wider class of (not necessarily symmetric) homogeneous means for positive scalars. We denote by $\widetilde{\mathfrak{M}}$ the set of all continuous positive real functions $M(s, t)$ for $s, t>0$ satisfying

$$
\left\{\begin{array}{l}
\text { the properties }(\mathrm{b}),(\mathrm{c}) \text { in Definition 3.1, } \\
\text { and } M(s, s)=s \text { for } s>0 \text { in place of }(\mathrm{d}) \text { there. }
\end{array}\right.
$$

For $M, N \in \widetilde{\mathfrak{M}}$ the order $M \preceq N$ is introduced in the same way as in Definition 3.2 , that is, $M \preceq N$ if and only if there exists a symmetric measure $\nu$ on $\mathbf{R}$ such that $M\left(e^{x}, 1\right)=\hat{\nu}(x) N\left(e^{x}, 1\right)(x \in \mathbf{R})$.
Remark A.1. Here are some remarks on the above measure $\nu$.
(i) The measure $\nu$ in Definition 3.2 was automatically symmetric (since so are $M(s, t)$ and $N(s, t))$ while it is now a part of the requirement.
(ii) When $M \preceq N$, we have

$$
M(s, t) / N(s, t)=M(t, s) / N(t, s)
$$

(although $M(s, t)$ and $N(s, t)$ might be asymmetric). In fact, since $\nu$ is symmetric, we compute

$$
\begin{aligned}
& M(s, t) / N(s, t)=M(s / t, 1) / N(s / t, 1)=\hat{\nu}(\log s-\log t) \\
& \quad=\hat{\nu}(\log t-\log s)=M(t / s, 1) / N(t / s, 1)=M(t, s) / N(t, s)
\end{aligned}
$$

(iii) The measure $\nu$ is a probability measure because of

$$
M\left(e^{0}, 1\right)=N\left(e^{0}, 1\right)=1
$$

As in the case of a mean in $\mathfrak{M}$, the domain of $M \in \widetilde{\mathfrak{M}}$ extends to $[0, \infty) \times$ $[0, \infty)$ as follows:

$$
\begin{aligned}
& M(s, 0)=\lim _{t \searrow 0} M(s, t)=s M(1,0) \\
& M(0, t)=\lim _{s \searrow 0} M(s, t)=t M(0,1) \quad(t>0)
\end{aligned}
$$

and $M(0,0)=0$ while $M(1,0) \neq M(0,1)$ in general. So, for positive operators $H, K \in B(\mathcal{H})$ one can define the double integral transformation $M(H, K) X$ first for $X \in \mathcal{C}_{2}(\mathcal{H})$ and then for all $X \in B(\mathcal{H})$ whenever $M$ is a Schur multiplier relative to $(H, K)$.

We will show that the main results in $\S 3.2$ remain valid also for means in $\widetilde{\mathfrak{M}}$, and we begin with generalizations of Theorem 3.4 and Corollary 3.5 (see also Proposition 8.2).

Theorem A.2. Assume that means $M, N$ in $\widetilde{\mathfrak{M}}$ satisfy $M \preceq N$.
(i) The integral expressions (i.e., (3.8) and (3.9)) in Theorem 3.4 remain valid with the modification of (3.8) by

$$
\begin{aligned}
M(H, K) X= & \int_{-\infty}^{\infty}\left(H s_{H}\right)^{i x}(N(H, K) X)\left(K s_{K}\right)^{-i x} d \nu(x) \\
& +M(1,0) H X\left(1-s_{K}\right)+M(0,1)\left(1-s_{H}\right) X K
\end{aligned}
$$

(ii) The norm inequality in Corollary 3.5 also holds true.

Proof. The proof of Proposition 8.2 works here thanks to (8.3) and Remark A.1, (ii). Note that the estimate (8.6) there is not necessary since we have the stronger estimate $M(1,0) \leq N(1,0)$ (due to Remark A.1, (iii)) as in the proof of Theorem 3.4. Of course (ii) follows from Theorem A.5 as usual.

We are now ready to prove a generalization of Theorem 3.7.
Theorem A.3. The conditions (i)-(iv) in Theorem 3.7 are all equivalent for means $M, N$ in $\widetilde{\mathfrak{M}}$.

Proof. Theorem A.2, (i) and (ii) guarantee (iv) $\Rightarrow$ (i) and (iv) $\Rightarrow$ (ii) respectively. The proof of (iv) $\Rightarrow$ (iii) is the same as in the proof of Theorem 3.7 while (i) $\Rightarrow$ (iv) is trivial as in the proof of Theorem 3.7.

It remains show (ii) $\Rightarrow$ (iv) and (iii) $\Rightarrow$ (iv). To this end, it suffices to prove $M \preceq N$ under the assumption that (iii) holds for all matrices $H \geq 0$ and $X$ of any size. Now, for any $s_{1}, \ldots, s_{n}>0$ put $H=\operatorname{diag}\left(s_{1}, \ldots, s_{n}\right)$. Since (iii) means

$$
\left\|\left[M\left(s_{i}, s_{j}\right)\right] \circ X\right\| \leq\left\|\left[N\left(s_{i}, s_{j}\right)\right] \circ X\right\|
$$

for all $n \times n$ matrices $X$, one gets $\|T \circ X\| \leq\|X\|$ with $T=\left[\frac{M\left(s_{i}, s_{j}\right)}{N\left(s_{i}, s_{j}\right)}\right]_{i, j=1, \cdots, n}$. Since $\operatorname{Tr}((T \circ X) Y)=\operatorname{Tr}\left(X\left(T^{t} \circ Y\right)\right)$ for all $n \times n$ matrices $X, Y$, one has $\left\|T^{t} \circ Y\right\|_{1} \leq\|Y\|_{1}$ so that

$$
\|T \circ Y\|_{1}=\left\|(T \circ Y)^{t}\right\|_{1}=\left\|T^{t} \circ Y^{t}\right\|_{1} \leq\left\|Y^{t}\right\|_{1}=\|Y\|_{1}
$$

Choose the matrix of all entries 1 for $Y$; then the above estimate gives

$$
\|T\|_{1}=\|T \circ Y\| \leq\|Y\|_{1}=n
$$

On the other hand, since $M(s, s)=N(s, s)=s$, the diagonals of $T$ are all 1 and consequently

$$
\|T\|_{1} \geq \operatorname{Tr} T=n
$$

Hence we have seen $\|T\|_{1}=\operatorname{Tr} T$. Let $T=V|T|$ with a unitary matrix $V$, and assume that $|T|$ is diagonalized with a unitary matrix $U$ as follows:

$$
|T|=U \operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) U^{*}
$$

Then, we observe

$$
\sum_{i=1}^{n} \lambda_{i}=\|T\|_{1}=\operatorname{Tr} T=\operatorname{Tr}\left(U^{*} V U \operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)\right)=\sum_{i=1}^{n} \lambda_{i} u_{i i}
$$

with the unitary matrix $U^{*} V U=\left[u_{i j}\right]$. Note $u_{i i}=1$ as long as $\lambda_{i}>0$ (thanks to the obvious facts $\left|u_{i i}\right| \leq 1$ and $\lambda_{i} \geq 0$ ). Hence, by assuming say

$$
\lambda_{1}, \ldots, \lambda_{k}>0=\lambda_{k+1}=\lambda_{k+2}=\cdots=\lambda_{n}
$$

we can write

$$
U^{*} V U=I_{k} \oplus W_{n-k}
$$

and consequently

$$
\begin{aligned}
T & =U\left(I_{k} \oplus W_{n-k}\right) U^{*} U \operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{k}, 0, \ldots, 0\right) U^{*} \\
& =U \operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{k}, 0, \ldots, 0\right) U^{*}
\end{aligned}
$$

This means $T=|T| \geq 0$, and $M \preceq N$ is shown.
Let us present two simple examples for which Theorem A. 2 is useful. Firstly let us assume

$$
0<\alpha \leq \beta<1, \quad 0 \leq \delta \leq \min \{\alpha, 1-\beta\}
$$

and we set

$$
\begin{aligned}
M(s, t) & =s^{\alpha} t^{1-\alpha}+s^{\beta} t^{1-\beta} \\
N(s, t) & =s^{\alpha-\delta} t^{1-\alpha+\delta}+s^{\beta+\delta} t^{1-\beta-\delta}
\end{aligned}
$$

Although $M, N$ fail to be symmetric, $\frac{1}{2} M, \frac{1}{2} N$ fall into $\widetilde{\mathfrak{M}}$ and they satisfy

$$
\begin{aligned}
& \frac{M\left(e^{x}, 1\right)}{N\left(e^{x}, 1\right)}=\frac{e^{\alpha x}+e^{\beta x}}{e^{(\alpha-\delta) x}+e^{(\beta+\delta) x}} \\
& \quad=\frac{e^{-\frac{\beta-\alpha}{2} x}+e^{\frac{\beta-\alpha}{2} x}}{e^{-\left(\frac{\beta-\alpha}{2}+\delta\right) x}+e^{\left(\frac{\beta-\alpha}{2}+\delta\right) x}}=\frac{\cosh \left(\frac{\beta-\alpha}{2} x\right)}{\cosh \left(\left(\frac{\beta-\alpha}{2}+\delta\right) x\right)}
\end{aligned}
$$

which is positive definite (see [39, (1.5)] for example). Therefore, we have $M \preceq N$, and Theorem A.2, (ii) implies

$$
\left\|\left\|H^{\alpha} X K^{1-\alpha}+H^{\beta} X K^{1-\beta}\right\|\right\| \leq\left\|H^{\alpha-\delta} X B^{1-\alpha+\delta}+A^{\beta+\delta} X K^{1-\beta-\delta}\right\| \|
$$

for all unitarily invariant norms and all operators $H, K \geq 0$ and $X$. It is also possible to derive this inequality from Heinz-type inequalities (see Chapter $6)$, and details are left to the reader.

Secondly we assume

$$
0<\alpha_{1}, \ldots, \alpha_{k}<1 \quad \text { and } \quad 0<\beta<\min \left\{\alpha_{1}, \ldots, \alpha_{k}, 1-\alpha_{1}, \ldots, 1-\alpha_{k}\right\}
$$

For $\lambda_{1}, \ldots, \lambda_{k} \geq 0$ with $\sum_{i=1}^{k} \lambda_{i}=1$ we consider $M, N \in \widetilde{\mathfrak{M}}$ defined by

$$
\begin{aligned}
& M(s, t)=\sum_{i=1}^{k} \lambda_{i} s^{\alpha_{i}} t^{1-\alpha_{i}} \\
& N(s, t)=\frac{1}{2} \sum_{i=1}^{k} \lambda_{i}\left(s^{\alpha_{i}+\beta} t^{1-\alpha_{i}-\beta}+s^{\alpha_{i}-\beta} t^{1-\alpha_{i}+\beta}\right)
\end{aligned}
$$

Note $N(s, t)=\frac{s^{\beta} t^{-\beta}+s^{-\beta} t^{\beta}}{2} \times M(s, t)$ and

$$
\frac{M\left(e^{x}, 1\right)}{N\left(e^{x}, 1\right)}=\frac{1}{\cosh (\beta x)}
$$

is positive definite (see Example 3.6, (a)). Thus, once again Theorem A.2, (ii) implies

$$
\begin{aligned}
& \left\|\mid \sum_{i=1}^{k} \lambda_{i} H^{\alpha_{i}} X K^{1-\alpha_{i}}\right\| \| \\
& \quad \leq \frac{1}{2}\| \| \sum_{i=1}^{k} \lambda_{i}\left(H^{\alpha_{i}+\beta} X K^{1-\alpha_{i}-\beta}+H^{\alpha_{i}-\beta} X K^{1-\alpha_{i}+\beta}\right)\| \|
\end{aligned}
$$

In particular,

$$
\begin{aligned}
& \left\|\left\|\lambda H^{\alpha} X K^{1-\alpha}+(1-\lambda) H^{1-\alpha} X K^{\alpha} \mid\right\|\right. \\
& \quad \leq \frac{1}{2}| | \left\lvert\, \lambda H^{2 \alpha-\frac{1}{2}} X K^{\frac{3}{2}-2 \alpha}+H^{\frac{1}{2}} X K^{\frac{1}{2}}+(1-\lambda) H^{\frac{3}{2}-2 \alpha} X K^{2 \alpha-\frac{1}{2}}\| \|\right.
\end{aligned}
$$

for every $\frac{1}{4} \leq \alpha \leq \frac{3}{4}$ and $0 \leq \lambda \leq 1$.
The equivalent conditions for $M, N \in \widetilde{\mathfrak{M}}$ obtained in Theorem A. 3 are somewhat too restrictive, and it is also interesting to characterize the situation where $\||M(H, K) X|\| \leq C| ||N(H, K) X| \|$ holds with some universal constant $C$ (for all $H, K \geq 0$ and $X$ ). A sufficient condition is that $M\left(e^{x}, 1\right) / N\left(e^{x}, 1\right)=\hat{\mu}(x)(x \in \mathbf{R})$ for some signed measure $\mu$ on $\mathbf{R}$. This condition implies the above inequality with $C=\|\mu\|$ (the total variation of $\mu)$. A typical application of this reasoning is the weak Young inequality (6.4) whose full details were worked out in [54]. Note that this method was employed in Chapter 8 (although $a_{n}(s, t), b_{m}(s, t)$ there need not fall into $\widetilde{\mathfrak{M}}$ ).

## A. 2 Norm inequality for operator integrals

We assume that $F: \Omega \rightarrow B(\mathcal{H})$ is a weakly measurable operator-valued function on a measure space $(\Omega, \mu)$ in the sense that the function $x \in \Omega \mapsto$ $(F(x) \xi, \eta)$ is measurable for each vectors $\xi, \eta \in \mathcal{H}$. In this section the operator integral

$$
\int_{\Omega} F(x) d \mu(x)
$$

is considered, and its (unitarily invariant) norm estimate will be studied.
The proof of the next lemma is based on the separability assumption on the ambient Hilbert space $\mathcal{H}$.

Lemma A.4. For each unitarily invariant norm $\||\cdot|| |$, the function

$$
x \in \Omega \mapsto \mid\|F(x)\| \| \in[0, \infty]
$$

is measurable.
Proof. At first we claim that $x \mapsto \mu_{n}(F(x))$ is measurable for each $n=$ $0,1, \ldots$, where $\mu_{n}(\cdot)$ denotes the $n$-th singular number. When $n=0$, we note $\mu_{0}(F(x))=\|F(x)\|$, i.e., the operator norm, and by choosing a dense sequence $\left\{\xi_{i}\right\}_{i=1,2, \ldots}$ in the unit ball of $\mathcal{H}$ we have

$$
\|F(x)\|=\sup _{i, j}\left|\left(F(x) \xi_{i}, \xi_{j}\right)\right|
$$

Therefore, the weak measurability guarantees the measurability of $x \mapsto$ $\mu_{0}(F(x))$. To deal with general $n$ 's, we recall the famous trick appearing for example in the proof of the Weyl inequality (see [77, $\S 1,(\mathrm{v})]$ for details) based on anti-symmetric tensors. The main ingredient of the trick is the fact that the $n$-fold anti-symmetric tensor product $\wedge^{n}(F(x)) \in B\left(\wedge^{n} \mathcal{H}\right)$ satisfies

$$
\left\|\wedge^{n}(F(x))\right\|=\prod_{k=0}^{n-1} \mu_{k}(F(x))
$$

Hence, the preceding argument (using a dense sequence) applied for $\wedge^{n}(F(x))$ guarantees the measurability of $x \mapsto \prod_{k=0}^{n-1} \mu_{k}(F(x))$ (for each $n$ ) and we are done.

Let $\Phi$ be the symmetric norm for (finite) sequences corresponding to $\|\|\cdot\|\|$. Since

$$
\left\|\|F(x)\|=\lim _{n \rightarrow \infty} \Phi\left(\mu_{0}(F(x)), \mu_{1}(F(x)), \ldots, \mu_{n}(F(x)), 0,0, \ldots\right)\right.
$$

to prove the lemma it suffices to check the measurability of

$$
x \in \Omega \mapsto \Phi\left(\mu_{0}(F(x)), \mu_{1}(F(x)), \ldots, \mu_{n}(F(x)), 0,0, \ldots\right) \in[0, \infty)
$$

for each fixed $n$. Note that this map is the composition of the measurable $\operatorname{map} x \mapsto\left(\mu_{0}(F(x)), \mu_{1}(F(x)), \ldots, \mu_{n}(F(x))\right)$ (thanks to the first half of the proof) followed by

$$
\left(a_{0}, a_{1}, \ldots, a_{n}\right) \in \mathbf{R}^{n+1} \mapsto \Phi\left(a_{0}, a_{1}, \ldots, a_{n}, 0,0, \ldots\right) \in[0, \infty)
$$

However, the latter is a norm and hence continuous so that the composition is clearly measurable.

Next, we further require that a weakly measurable operator-valued function $F: \Omega \rightarrow B(\mathcal{H})$ satisfies the $\|\cdot\|$-integrability

$$
\int_{\Omega}\|F(x)\| d \mu(x)<\infty
$$

Then, the operator integral $Z=\int_{\Omega} F(x) d \mu(x) \in B(\mathcal{H})$ can be defined in the weak sense, i.e.,

$$
(Z \xi, \eta)=\int_{\Omega}(F(x) \xi, \eta) d \mu(x) \quad(\text { for } \xi, \eta \in \mathcal{H})
$$

and the following estimate is straight-forward:

$$
\|Z\| \leq \int_{\Omega}\|F(x)\| d \mu(x)
$$

The next theorem asserts that a similar norm estimate remains valid for every unitarily invariant norm.
Theorem A.5. Let $\|\|\cdot\|\|$ be a unitarily invariant norm, and we assume that a weakly measurable operator-valued function $F: \Omega \rightarrow B(\mathcal{H})$ on a measure space $(\Omega, \mu)$ satisfies the $\|\cdot\|$-integrability

$$
\int_{\Omega}\|F(x)\| d \mu(x)<\infty
$$

Then, the norm of the operator $Z=\int_{\Omega} F(x) d \mu(x) \in B(\mathcal{H})$ (defined in the weak sense as above) admits the following estimate:

$$
\||Z|\| \leq \int_{\Omega}|\|F(x) \mid\| d \mu(x)(\leq \infty)
$$

Proof. We at first point out that one can reduce the proof to the case where $(\Omega, \mu)$ is a finite measure and $\|\mid F(\cdot)\| \|$ is bounded.
(i) We can assume $\mu(\Omega)<\infty$. Indeed, $(\Omega, \mu)$ can be assumed to be $\sigma$ finite because $F$ is supported on a $\sigma$-finite measurable set. So let $\left\{\Omega_{i}\right\}_{i=1,2, \ldots}$ be an increasing sequence of measurable subsets with $\mu\left(\Omega_{i}\right)<\infty$ (for each $i$ ) exhausting the whole space $\Omega$. We set

$$
Z_{i}=\int_{\Omega_{i}} F(x) d \mu(x) \quad \text { (in the weak sense). }
$$

Then, the $\|\cdot\|$-integrability of $F(\cdot)$ implies

$$
\left|\left(\left(Z-Z_{i}\right) \xi, \eta\right)\right| \leq\|\xi\| \times\|\eta\| \times \int_{\Omega \backslash \Omega_{i}}\|F(x)\| d \mu(x) \quad(\xi, \eta \in \mathcal{H})
$$

which tends to 0 as $i \rightarrow \infty$ due to the Lebesgue dominated convergence theorem, i.e., $\left\{Z_{i}\right\}_{i=1,2, \cdots}$ tends to $Z$ in the weak operator topology. Therefore, if the result is known for $\Omega_{i}$ 's (of finite measure), then by the lower semicontinuity of $\|\|\cdot\||\mid$ in the weak operator topology (see [37, Proposition 2.11]) we get

$$
\left\|\left|Z \left\|\left\|\leq \liminf _{i \rightarrow \infty}\left|\left\|Z_{i}\right\|\left\|\leq \liminf _{i \rightarrow \infty} \int_{\Omega_{i}}\right\|\left\|F(x)\left|\left\|d \mu(x)=\int_{\Omega}\right\|\right| F(x)\right\| \| d \mu(x)\right.\right.\right.\right.\right.
$$

Here, the last equality follows from the monotone convergence theorem.
(ii) We can assume the $\||\cdot|\| \mid$-boundedness of $F$. Indeed, if $\int_{\Omega}\||F(x) \|| d \mu(x)$ $=\infty$, we have nothing to prove. Hence, we may and do assume the integrability of $\|\|F(\cdot)\|\|$. In particular, we have $\|\mid F(x)\| \| \infty$ for $\mu$-a.e. $x$. We set
$\tilde{\Omega}_{n}=\left\{x \in \Omega:\left|||F(x)| \| \leq n\}\right.\right.$ and $\tilde{Z}_{n}=\int_{\tilde{\Omega}_{n}} F(x) d \mu(x)$ (in the weak sense).
Then $\left\{\tilde{\Omega}_{n}\right\}_{n=1,2, \ldots}$ is increasing with $\bigcup_{n} \tilde{\Omega}_{n}=\Omega$ (up to a null set). The same arguments as in (i) show that $\left\{\tilde{Z}_{n}\right\}_{n=1,2, \ldots}$ tends to $Z$ in the weak operator topology, and we have $\left\|\|Z\| \leq \int_{\Omega}\right\|\|F(x)\| \| d \mu(x)$ (if the result is known for $\tilde{\Omega}_{n}$ 's).

Thanks to (i) and (ii), we can assume $\mu(\Omega)<\infty$ and the $\||\cdot|| |$-boundedness of $F$ in the rest of the proof. We choose and fix $\varepsilon>0$ and $\alpha$ satisfying $\alpha<$ $|||Z||| .(|||Z|||$ could be $\infty$ a priori, in which case $\alpha$ can be anything. However, our arguments in what follows will rule out the possibility of $\|\|Z\|=\infty$.)

The set $\{X \in B(\mathcal{H}):\| \| X \|>\alpha\}$ is an open neighborhood of $Z$ relative to the weak topology from the lower semi-continuity of $\|\|\cdot\|\|$. Hence, vectors $\xi_{1}, \xi_{2}, \ldots, \xi_{N} \in \mathcal{H}$ and $\delta>0$ can be chosen in such a way that

$$
\begin{equation*}
\left|\left((X-Z) \xi_{s}, \xi_{t}\right)\right| \leq \delta \quad(s, t=1, \ldots, N) \quad \Longrightarrow \quad\||X|\|>\alpha \tag{A.1}
\end{equation*}
$$

Choose and fix a pair $(s, t) \in\{1,2, \ldots, N\}^{2}$ for a moment. Since $\|\cdot\|$ is majorized by $\|\|\cdot\|\|,\left(F(\cdot) \xi_{s}, \xi_{t}\right)$ is a bounded measurable function. By dividing
the range of the function into small pieces and considering the corresponding preimages, one can choose a finite measurable partition $\left\{S_{1}, S_{2}, \ldots, S_{\ell}\right\}$ of $\Omega$ such that $\left|\left(F(x) \xi_{s}, \xi_{t}\right)-\left(F\left(x^{\prime}\right) \xi_{s}, \xi_{t}\right)\right| \leq \frac{\delta}{\mu(\Omega)}$ if $x, x^{\prime}$ belong to the same $S_{i}$. Note that we have finitely many $(s, t)$ 's and do the same for each of $(s, t)$ 's. By considering the common refinement of all the partitions obtained in this procedure (the refinement is denoted by $\left\{S_{1}, S_{2}, \ldots, S_{\ell}\right\}$ again), we conclude

$$
\begin{equation*}
\left|\left(F(x) \xi_{s}, \xi_{t}\right)-\left(F\left(x^{\prime}\right) \xi_{s}, \xi_{t}\right)\right| \leq \frac{\delta}{\mu(\Omega)} \quad(\text { for all } s, t) \tag{A.2}
\end{equation*}
$$

as long as $x, x^{\prime}$ sit in the same $S_{i}(i=1,2, \ldots, \ell)$.
On the other hand, since $\|\|F(\cdot)\|\|$ is bounded, we can also take a finite measurable partition $\left\{T_{1}, T_{2}, \ldots, T_{m}\right\}$ of $\Omega$ such that

$$
\begin{equation*}
\sum_{j=1}^{m} M_{j} \mu\left(T_{j}\right) \leq \int_{\Omega}\|\mid F(x)\| \| d \mu(x)+\varepsilon \tag{A.3}
\end{equation*}
$$

with

$$
M_{j}=\sup \left\{\mid\|F(x)\| \|: x \in T_{j}\right\} \quad(j=1,2, \ldots, m)
$$

Let $\left\{Q_{k}\right\}_{k=1,2, \cdots, n}$ be a renumbering of $\left\{S_{i} \cap T_{j}\right\}_{i=1,2, \cdots, \ell ; j=1,2, \cdots, m}$, and we choose $x_{k}$ from each $Q_{k}(k=1,2, \ldots, n)$. Being a refinement of $\left\{S_{i}\right\}_{i=1,2, \cdots, \ell}$, the property (A.2) remains valid for the $Q_{k}$ 's. Firstly, for each $s, t$ we estimate

$$
\begin{aligned}
\left|\left(\left(\sum_{k=1}^{n} F\left(x_{k}\right) \mu\left(Q_{k}\right)-Z\right) \xi_{s}, \xi_{t}\right)\right| & =\left|\sum_{k=1}^{n} \int_{Q_{k}}\left(\left(F\left(x_{k}\right)-F(x)\right) \xi_{s}, \xi_{t}\right) d \mu(x)\right| \\
& \leq \sum_{k=1}^{n} \int_{Q_{k}}\left|\left(\left(F\left(x_{k}\right)-F(x)\right) \xi_{s}, \xi_{t}\right)\right| d \mu(x) \\
& \leq \frac{\delta}{\mu(\Omega)} \sum_{k=1}^{n} \mu\left(Q_{k}\right)=\delta
\end{aligned}
$$

This means that

$$
X=\sum_{k=1}^{n} F\left(x_{k}\right) \mu\left(Q_{k}\right) \in B(\mathcal{H})
$$

satisfies the assumption of (A.1), and consequently we get \|\|X\| \| ${ }^{\prime}$. Secondly, from the above definition of $M_{j}$ we observe

$$
\||X|\|=\left|\left\|\sum_{k=1}^{n} F\left(x_{k}\right) \mu\left(Q_{k}\right)\right\|\right| \leq \sum_{k=1}^{n}\left\|\mid F\left(x_{k}\right)\right\| \| \mu\left(Q_{k}\right) \leq \sum_{j=1}^{m} M_{j} \mu\left(T_{j}\right)
$$

since $\left\{Q_{k}\right\}_{k=1,2, \cdots, n}$ is a refinement of $\left\{T_{j}\right\}_{j=1,2, \cdots, m}$. This estimate and (A.3) imply

$$
\left\|\left\|X \left|\left\|\leq \int_{\Omega}|\|F(x) \mid\| d \mu(x)+\varepsilon\right.\right.\right.\right.
$$

Therefore, we conclude

$$
\alpha<\| \| X\| \| \leq \int_{\Omega}\|\mid F(x)\| \| d \mu(x)+\varepsilon .
$$

Since $\alpha(<\| \| Z \| \mid)$ and $\varepsilon(>0)$ were arbitrary, we are done.
The following proof based on the duality $\mathcal{I}_{\||||| |}=\left(\mathcal{I}_{\|||\cdot||^{\prime}}^{(0)}\right)^{*}$ (see Remark 4.2 , (4) and the first part of the proof below) is also worth pointing out:

Alternative proof of Theorem A.5. Let $\|\|\cdot\|\|^{\prime}$ be the conjugate norm of $\|\|\cdot\|\|$, and recall that the duality $\mathcal{I}_{\||||| |}=\left(\mathcal{I}_{|||\cdot|||^{\prime}}^{(0)}\right)^{*}$ is given by the bilinear form $(X, Y) \in \mathcal{I}_{\||||| |} \times \mathcal{I}_{\left.\| \||\cdot|\right|^{\prime}}^{(0)} \mapsto \operatorname{Tr}(X Y) \in \mathbf{C}$. On the other hand, from the definition of the separable ideal $\mathcal{I}_{\| \| \cdot \|| |^{\prime}}^{(0)}$ each $Y \in \mathcal{I}_{|||\cdot|||^{\prime}}^{(0)}$ can be approximated by finiterank operators with norm at most $\left\|\|Y \mid\|^{\prime}\right.$. Therefore, we have

$$
\left\|\|X \mid\|=\sup \left\{|\operatorname{Tr}(X Y)|: Y \text { is of finite-rank and }\||Y|\|^{\prime} \leq 1\right\}\right.
$$

(see the proof of [37, Proposition 2.11]). For each $Y=\sum_{i=1}^{n} \xi_{i} \otimes \eta_{i}^{c}$ with $\left\|\left||Y| \|^{\prime} \leq 1\right.\right.$ we estimate

$$
\begin{aligned}
& |\operatorname{Tr}(Z Y)|=\left|\sum_{i=1}^{n}\left(Z \xi_{i}, \eta_{i}\right)\right|=\left|\int_{\Omega} \sum_{i=1}^{n}\left(F(x) \xi_{i}, \eta_{i}\right) d \mu(x)\right| \\
& \left.\quad \leq \int_{\Omega}\left|\sum_{i=1}^{n}\left(F(x) \xi_{i}, \eta_{i}\right)\right| d \mu(x)=\int_{\Omega} \mid \operatorname{Tr}(F(x) Y)\right) \mid d \mu(x) \\
& \quad \leq \int_{\Omega}|\|F(x) \mid\| d \mu(x)
\end{aligned}
$$

Thus, by taking the supremum over $Y$ 's, we get the conclusion.

## A. 3 Decomposition of $\max \{s, t\}$

We assume that the integral operator $T$ acting on $L^{2}([a, b])$ with a kernel $k(s, t)\left(\in L^{2}([a, b] \times[a, b])\right)$ is positive (i.e., $k(s, t)$ is a positive definite in the sense of $\S 3.4$ ), and let $\left\{\lambda_{n}\right\}_{n=1,2, \cdots}$ be the (strictly) positive eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \lambda_{3} \geq \cdots>0$ (with multiplicities counted). The spectral decomposition theorem states $T=\sum_{n} \lambda_{n} \phi_{n} \otimes \phi_{n}^{c}$ for an orthonormal system $\left\{\phi_{n}(t)\right\}_{n=1,2, \ldots}\left(\subseteq L^{2}([a, b])\right)$ of corresponding eigenvectors. The following result (that is a consequence of Dini's theorem) is known as Mercer's theorem (see [79, Theorem 7.7.2], [81, p. 125] or [82, Chapter $3 \S 232]$ ): If a positive definite kernel $k(s, t)$ is a continuous function on $[a, b] \times[a, b]$, then so are eigenfunctions $\phi_{n}(t)$ and moreover we have

$$
k(s, t)=\sum_{n} \lambda_{n} \phi_{n}(s) \overline{\phi_{n}(t)}
$$

the series being uniformly and absolutely convergent on $[a, b] \times[a, b]$. Based on this theorem one can prove the absolute convergence

$$
\begin{equation*}
\min \{s, t\}=2 \sum_{n=1}^{\infty}\left(\frac{2}{(2 n-1) \pi}\right)^{2} \sin \left(\frac{(2 n-1) \pi s}{2}\right) \sin \left(\frac{(2 n-1) \pi t}{2}\right) \tag{A.4}
\end{equation*}
$$

for $(s, t) \in[0,1] \times[0,1]$ (see the end of the section), which plays an important role in analysis of the Brownian process. With slightly more involved arguments the next decomposition can be also obtained.

Theorem A.6. The function $\max \{s, t\}$ on $[0,1] \times[0,1]$ admits the absolutely convergent decomposition

$$
\begin{aligned}
\max \{s, t\}=2\left(\frac{\alpha^{2}-1}{\alpha^{4}}\right. & \times \cosh (\alpha s) \cosh (\alpha t) \\
& \left.-\sum_{n=1}^{\infty} \frac{1+\alpha_{n}^{2}}{\alpha_{n}^{4}} \times \cos \left(\alpha_{n} s\right) \cos \left(\alpha_{n} t\right)\right) .
\end{aligned}
$$

Here, $\alpha(>1)$ is a unique positive real satisfying $\tanh (\alpha)-\frac{1}{\alpha}=0$ while $\alpha_{1}<\alpha_{2}<\cdots$ are the positive roots for the equation $\tan (x)+\frac{1}{x}=0$.

Proof. We consider the integral operator with the kernel $\max \{s, t\}$ acting on the Hilbert space $L^{2}([0,1] ; d t)$, which is a self-adjoint operator sitting in $\mathcal{C}_{2}\left(L^{2}([0,1])\right)$. Let $x(t)$ be an eigenvector with an eigenvalue $\lambda \in \mathbf{R}$ :

$$
\begin{equation*}
\lambda x(t)=\int_{0}^{1} \max \{t, s\} x(s) d s=t \int_{0}^{t} x(s) d s+\int_{t}^{1} s x(s) d s \tag{A.5}
\end{equation*}
$$

When $\lambda=0$, the differentiation of the right-hand side gives us

$$
(0=) \int_{0}^{t} x(s) d s+t x(t)-t x(t)=\int_{0}^{t} x(s) d s
$$

Hence, we must have $x(s)=0$, that is, the operator is non-singular. In the rest let us assume $\lambda \neq 0$. Because of

$$
\int_{0}^{t} x(s) d s=\lambda x^{\prime}(t)
$$

we observe $x^{\prime}(0)=0$ and $x(t)=\lambda x^{\prime \prime}(t)$.
We begin with the case $\lambda>0$. The general solution for the differential equation $x^{\prime \prime}-\lambda^{-1} x=0$ is

$$
x(t)=A \exp \left(\lambda^{-\frac{1}{2}} t\right)+B \exp \left(-\lambda^{-\frac{1}{2}} t\right)
$$

However, the boundary condition $x^{\prime}(0)=0$ forces $A=B$ so that an eigenvector must be a constant multiple of

$$
x(t)=\cosh \left(\lambda^{-\frac{1}{2}} t\right)
$$

The direct computation of the right side of (A.5) with this function yields

$$
\begin{align*}
& t \int_{0}^{t} \cosh \left(\lambda^{-\frac{1}{2}} s\right) d s+\int_{t}^{1} s \cosh \left(\lambda^{-\frac{1}{2}} s\right) d s \\
& \quad=\lambda^{\frac{1}{2}} \sinh \left(\lambda^{-\frac{1}{2}}\right)-\lambda \cosh \left(\lambda^{-\frac{1}{2}}\right)+\lambda \cosh \left(\lambda^{-\frac{1}{2}} t\right) \tag{A.6}
\end{align*}
$$

Therefore, $x(t)$ is an eigenvector if and only if

$$
\sinh \left(\lambda^{-\frac{1}{2}}\right)-\lambda^{\frac{1}{2}} \cosh \left(\lambda^{-\frac{1}{2}}\right)=0, \text { i.e., } \lambda^{-\frac{1}{2}}=\alpha
$$

showing that $\lambda=1 / \alpha^{2}$ is the only positive eigenvalue. The square of the $L^{2}$-norm of the eigenvector $x(t)=\cosh (\alpha t)$ is

$$
\begin{aligned}
\int_{0}^{1} \cosh ^{2}(\alpha s) d s & =\frac{1}{2} \int_{0}^{1}(1+\cosh (2 \alpha s)) d s \\
& =\frac{1}{2}\left(1+\frac{\sinh (2 \alpha)}{2 \alpha}\right)=\frac{1}{2}\left(1+\frac{\sinh (\alpha) \cosh (\alpha)}{\alpha}\right)
\end{aligned}
$$

We note

$$
\sinh (\alpha) \cosh (\alpha)=\tanh (\alpha) \cosh ^{2}(\alpha)=\frac{\tanh (\alpha)}{1-\tanh ^{2}(\alpha)}
$$

so that the above quantity is equal to

$$
\frac{1}{2}\left(1+\frac{1}{\alpha} \times \frac{\frac{1}{\alpha}}{1-\left(\frac{1}{\alpha}\right)^{2}}\right)=\frac{\alpha^{2}}{2\left(\alpha^{2}-1\right)}
$$

Therefore, a unit eigenvector (for the eigenvalue $\lambda=1 / \alpha^{2}$ ) is given by

$$
x_{0}(t)=\frac{\sqrt{2} \sqrt{\alpha^{2}-1}}{\alpha} \times \cosh (\alpha t)
$$

We next move to the case $\lambda<0$. By setting $\tilde{\lambda}=-\lambda>0$, we consider the differential equation $x^{\prime \prime}+\tilde{\lambda}^{-1} x=0$ with the general solution

$$
A \sin \left(\tilde{\lambda}^{-\frac{1}{2}} t\right)+B \cos \left(\tilde{\lambda}^{-\frac{1}{2}} t\right)
$$

As before the boundary condition $x^{\prime}(0)=0$ forces $A=0$ and we set

$$
x(t)=\cos \left(\tilde{\lambda}^{-\frac{1}{2}} t\right)
$$

Note that the computation (A.6) is replaced by

$$
\begin{aligned}
& t \int_{0}^{t} \cos \left(\tilde{\lambda}^{-\frac{1}{2}} s\right) d s+\int_{t}^{1} s \cos \left(\tilde{\lambda}^{-\frac{1}{2}} s\right) d s \\
& \quad=\tilde{\lambda}^{\frac{1}{2}} \sin \left(\tilde{\lambda}^{-\frac{1}{2}}\right)+\tilde{\lambda} \cos \left(\tilde{\lambda}^{-\frac{1}{2}}\right)-\tilde{\lambda} \cos \left(\tilde{\lambda}^{-\frac{1}{2}} t\right)
\end{aligned}
$$

Therefore, $x(t)$ is an eigenvector if and only if

$$
\sin \left(\tilde{\lambda}^{-\frac{1}{2}}\right)+\tilde{\lambda}^{\frac{1}{2}} \cos \left(\tilde{\lambda}^{-\frac{1}{2}}\right)=0
$$

that is, $\tilde{\lambda}^{-\frac{1}{2}}$ must be a (positive) solution for $\tan (x)+\frac{1}{x}=0$. We assume $\tilde{\lambda}^{-\frac{1}{2}}=\alpha_{n}(n=1,2, \cdots)$. This means that $\lambda=-\tilde{\lambda}=-1 / \alpha_{n}^{2}$ is a negative eigenvalue with an eigenvector $x(t)=\cos \left(\alpha_{n} t\right)$. The preceding computations for normalization should be modified in the following way:

$$
\begin{aligned}
\int_{0}^{1} \cos ^{2}\left(\alpha_{n} s\right) d s & =\frac{1}{2} \int_{0}^{1}\left(1+\cos \left(2 \alpha_{n} s\right)\right) d s \\
& =\frac{1}{2}\left(1+\frac{\sin \left(2 \alpha_{n}\right)}{2 \alpha_{n}}\right)=\frac{1}{2}\left(1+\frac{\sin \left(\alpha_{n}\right) \cos \left(\alpha_{n}\right)}{\alpha_{n}}\right) \\
& =\frac{1}{2}\left(1+\frac{1}{\alpha_{n}} \times \frac{\tan \left(\alpha_{n}\right)}{1+\tan ^{2}\left(\alpha_{n}\right)}\right) \\
& =\frac{1}{2}\left(1+\frac{1}{\alpha_{n}} \times \frac{-\frac{1}{\alpha_{n}}}{1+\left(-\frac{1}{\alpha_{n}}\right)^{2}}\right)=\frac{\alpha_{n}^{2}}{2\left(1+\alpha_{n}^{2}\right)}
\end{aligned}
$$

Thus, we conclude that

$$
x_{n}(t)=\frac{\sqrt{2} \sqrt{1+\alpha_{n}^{2}}}{\alpha_{n}} \times \cos \left(\alpha_{n} t\right) \quad(n=1,2, \cdots)
$$

is a normalized eigenvector for the negative eigenvalue $\lambda=-1 / \alpha_{n}^{2}$.
The arguments so far show that the integral operator $T$ with the kernel $\max \{s, t\}$ admits the spectral decomposition

$$
T=\frac{1}{\alpha^{2}} x_{0} \otimes x_{0}^{c}-\sum_{n=1}^{\infty} \frac{1}{\alpha_{n}^{2}} x_{n} \otimes x_{n}^{c}
$$

Since the difference $\frac{1}{\alpha^{2}} x_{0} \otimes x_{0}^{c}-T$ is a positive integral operator with the continuous kernel

$$
\begin{aligned}
& \frac{1}{\alpha^{2}} x_{0}(s) \overline{x_{0}(t)}-\max \{s, t\} \\
& \quad=\frac{1}{\alpha^{2}} \times \frac{2\left(\alpha^{2}-1\right)}{\alpha^{2}} \times \cosh (\alpha s) \cosh (\alpha t)-\max \{s, t\}
\end{aligned}
$$

the desired convergence follows from Mercer's theorem.

Assume $0 \leq H, K \leq 1$ for instance. Then, the above theorem permits the following alternative definition:

$$
\begin{align*}
M_{\infty}(H, K) X=2\left(\frac{\alpha^{2}-1}{\alpha^{4}}\right. & \times \cosh (\alpha H) X \cosh (\alpha K) \\
& \left.-\sum_{n=1}^{\infty} \frac{1+\alpha_{n}^{2}}{\alpha_{n}^{4}} \times \cos \left(\alpha_{n} H\right) X \cos \left(\alpha_{n} K\right)\right), \tag{A.7}
\end{align*}
$$

which coincides with the one considered in previous chapters (see Remark 2.5 , (ii)). Substitutions $s=t=0$ and $s=t=1$ to the series in the theorem give rise to

$$
\begin{align*}
& \frac{\alpha^{2}-1}{\alpha^{4}}=\sum_{n=1}^{\infty} \frac{1+\alpha_{n}^{2}}{\alpha_{n}^{4}}  \tag{A.8}\\
& \frac{\alpha^{2}-1}{\alpha^{4}} \times \cosh ^{2} \alpha=\frac{1}{2}+\sum_{n=1}^{\infty} \frac{1+\alpha_{n}^{2}}{\alpha_{n}^{4}} \times \cos ^{2} \alpha_{n} \tag{A.9}
\end{align*}
$$

The expression (A.7) clearly shows $\left\|\left|M_{\infty}(H, K) H\||\leq \kappa|\| X\| \|\right.\right.$ with

$$
\kappa=2\left(\frac{\alpha^{2}-1}{\alpha^{4}} \times \cosh ^{2} \alpha+\sum_{n=1}^{\infty} \frac{1+\alpha_{n}^{2}}{\alpha_{n}^{4}}\right)
$$

Note that (A.8) and $\tanh \alpha=1 / \alpha$ yield

$$
\kappa=2 \times \frac{\alpha^{2}-1}{\alpha^{4}} \times\left(\cosh ^{2} \alpha+1\right)=2 \times \frac{2 \alpha^{2}-1}{\alpha^{4}}
$$

while (A.9) and $\tan \alpha_{n}=-1 / \alpha_{n}$ show

$$
\kappa=2\left(\frac{1}{2}+\sum_{n=1}^{\infty} \frac{1+\alpha_{n}^{2}}{\alpha_{n}^{4}} \times\left(\cos ^{2} \alpha_{n}+1\right)\right)=1+2 \sum_{n=1}^{\infty} \frac{2 \alpha_{n}^{2}+1}{\alpha_{n}^{4}} .
$$

From the first expression for $\kappa$ and $\alpha>1$ we observe $\kappa<2$. On the other hand, the second and the obvious fact $\alpha_{n}<n \pi$ (for $n=1,2, \cdots$ ) imply

$$
\kappa>1+2 \sum_{n=1}^{\infty} \frac{2 \pi^{2} n^{2}+1}{\pi^{4} n^{4}}=1+\frac{4}{\pi^{2}} \sum_{n=1}^{\infty} \frac{1}{n^{2}}+\frac{2}{\pi^{4}} \sum_{n=1}^{\infty} \frac{1}{n^{4}}=1+\frac{31}{45}
$$

(thanks to $\sum_{n=1}^{\infty} n^{-2}=\pi^{2} / 6$ and $\sum_{n=1}^{\infty} n^{-4}=\pi^{4} / 90$ ). Hence, (although the expression (A.7) makes it trivial that $\max \{s, t\}$ is a Schur multiplier) it seems impossible to get the optimal constant $\frac{2}{\sqrt{3}}$ obtained in Theorem 3.12.

Both of positive and negative eigenvalues appeared in the proof of Theorem A.6. This phenomenon corresponds to the fact that $M_{\infty}$ is not majorized (in the sense of Definition 3.2) by the geometric mean $G=M_{1 / 2}$ (see Proposition 3.10). The proof for (A.4) is easier since all the eigenvalues (which are actually $(2 /(2 n-1) \pi)^{2}$ with $\left.n=1,2, \cdots\right)$ are positive due to $M_{-\infty} \preceq G$. Details are left to the reader as an easy exercise.

## A. 4 Cesàro limit of the Fourier transform

In this section the formula (i.e., Proposition A.9) that have appeared before Theorem 3.4 and some related results are explained.

Proposition A.7. For every complex measure $\mu$ on $\mathbf{R}$, we have

$$
\mu(\{0\})=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} \hat{\mu}(t) d t
$$

Proof. To prove the proposition, it suffices to show

$$
\mu(\{0\})=0 \Longrightarrow \lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} \hat{\mu}(t) d t=0
$$

(by considering $\mu-\mu(\{0\}) \delta_{0}$ ), and hence let us assume $\mu(\{0\})=0$. The Fubini theorem shows

$$
\begin{aligned}
\frac{1}{2 T} \int_{-T}^{T} \hat{\mu}(t) d t & =\frac{1}{2 T} \int_{-T}^{T}\left(\int_{-\infty}^{\infty} e^{i s t} d \mu(s)\right) d t \\
& =\int_{-\infty}^{\infty}\left(\frac{1}{2 T} \int_{-T}^{T} e^{i s t} d t\right) d \mu(s) \\
& =\int_{-\infty}^{\infty} \frac{1}{2 T} \times \frac{e^{i s T}-e^{-i s T}}{i s} d \mu(s) \\
& =\int_{-\infty}^{\infty} \frac{\sin (s T)}{s T} d \mu(s)
\end{aligned}
$$

Therefore, for each (small) $\delta>0$ we estimate

$$
\begin{aligned}
\left|\frac{1}{2 T} \int_{-T}^{T} \hat{\mu}(t) d t\right| & \leq \int_{|s|<\delta}\left|\frac{\sin (s T)}{s T}\right| d|\mu|(s)+\int_{|s| \geq \delta}\left|\frac{\sin (s T)}{s T}\right| d|\mu|(s) \\
& \leq|\mu|((-\delta, \delta))+\frac{1}{\delta T}|\mu|(\mathbf{R})
\end{aligned}
$$

and hence

$$
\limsup _{T \rightarrow \infty}\left|\frac{1}{2 T} \int_{-T}^{T} \hat{\mu}(t) d t\right| \leq|\mu|((-\delta, \delta))
$$

Note that the assumption $\mu(\{0\})=0$ implies $|\mu|(\{0\})=0$. Since $|\mu|(\mathbf{R})<\infty$, we have $|\mu|((-\delta, \delta)) \rightarrow 0$ as $\delta \rightarrow+0$ and consequently

$$
\limsup _{T \rightarrow \infty}\left|\frac{1}{2 T} \int_{-T}^{T} \hat{\mu}(t) d t\right|=0
$$

as desired.

If $\hat{\mu}(t) \rightarrow \alpha$ as $t \rightarrow \pm \infty$, then it is plain to observe

$$
\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} \hat{\mu}(t) d t=\alpha
$$

and hence we have
Corollary A.8. If $\lim _{|t| \rightarrow \infty} \hat{\mu}(t)$ exists, then it is equal to $\mu(\{0\})$.
Here is the formula mentioned before Theorem 3.4.
Proposition A.9. For a complex measure $\mu$ on $\mathbf{R}$ we have

$$
\sum_{t \in \mathbf{R}}|\mu(\{t\})|^{2}=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T}|\hat{\mu}(t)|^{2} d t
$$

Proof. Let us set $\tilde{\mu}(S)=\overline{\mu(-S)}$ for $S \subset \mathbf{R}$. Then we easily observe $\hat{\tilde{\mu}}(t)=\overline{\hat{\mu}(t)}$ and hence

$$
\widehat{\mu * \tilde{\mu}}(t)=\hat{\mu}(t) \hat{\tilde{\mu}}(t)=|\hat{\mu}(t)|^{2} .
$$

On the other hand, we note

$$
\mu * \tilde{\mu}(\{0\})=\int_{-\infty}^{\infty} \tilde{\mu}(\{-t\}) d \mu(t)=\int_{-\infty}^{\infty} \overline{\mu(\{t\})} d \mu(t)=\sum_{t \in \mathbf{R}}|\mu(\{t\})|^{2}
$$

Hence, Proposition A. 7 applied to $\mu * \tilde{\mu}$ gives the result.

## A. 5 Reflexivity and separability of operator ideals

Here the reflexivity and separability of symmetrically normed ideals are discussed, and we need the following general facts on Banach spaces:
(i) The uniform convexity implies the reflexivity ([74, Chapter V, Problem 15]).
(ii) A Banach space $X$ is reflexive if and only if so is the dual $X^{*}$ ([25, Corollary II.3.24]).
(iii) If $X^{*}$ is separable, then so is $X$ ([74, Theorem III.7]).

Proposition A.10. Let $|\| \cdot|\left|\mid\right.$ be a unitarily invariant norm. If either $\mathcal{I}_{|||\cdot||}$ or $\mathcal{I}_{|||\cdot|||}^{(0)}$ is reflexive, then $\mathcal{I}_{\||\cdot|| |}$ is separable, i.e., $\mathcal{I}_{\||||| |}=\mathcal{I}_{|||\cdot|||}^{(0)}($ see $[29, \S I I I .6])$.

Proof. We assume that $\mathcal{I}_{\||||| |}$is reflexive, and let $\|\|\cdot\|\|^{\prime}$ be the conjugate norm of $\|\|\cdot\|\|$. Then, the general duality $\mathcal{I}_{\||\cdot|| |}=\left(\mathcal{I}_{\|\left.||\cdot||\right|^{\prime}}^{(0)}\right)^{*}$ and (ii) yield the reflexivity of $\mathcal{I}_{|||\cdot|||}^{(0)}$, so that we have

$$
\left(\mathcal{I}_{\|||\cdot|| \mid}\right)^{*}=\left(\mathcal{I}_{\| \| \cdot|\||^{\prime}}^{(0)}\right)^{* *}=\mathcal{I}_{\left.\| \| \cdot| |\right|^{\prime}}^{(0)} .
$$

Hence $\left(\mathcal{I}_{|||\cdot||}\right)^{*}$ is separable and so is $\mathcal{I}_{||\cdot|| \mid}$ by (iii).
Next, we assume that $\mathcal{I}_{\|||\cdot|| \mid}^{(0)}$ is reflexive. Since the dual space $\mathcal{I}_{\||\cdot|| |^{\prime}}=$ $\left(\mathcal{I}_{|||\cdot|||}^{(0)}\right)^{*}$ is reflexive by (ii), the first half of the proof (applied to $\|\|\cdot\|\|^{\prime}$ ) guarantees that $\mathcal{I}_{\|\left|\left|\left|| |^{\prime}\right.\right.\right.}=\mathcal{I}_{\| \| \cdot \cdot \mid \|^{\prime}}^{(0)}$, so that we observe

$$
\mathcal{I}_{\|||\cdot||}=\left(\mathcal{I}_{\| \| \cdot \|\left.\right|^{\prime}}^{(0)}\right)^{*}=\left(\mathcal{I}_{\left\|\left||\cdot| \|^{\prime}\right.\right.}\right)^{*}=\left(\mathcal{I}_{\| \| \cdot \mid \|}^{(0)}\right)^{* *}=\mathcal{I}_{\| \| \cdot \mid \|}^{(0)},
$$

showing the separability of $\mathcal{I}_{\|||\cdot||}$.
Corollary A.11. If one of $\mathcal{I}_{\||\cdot|| |}, \mathcal{I}_{|||\cdot|||}^{(0)}, \mathcal{I}_{|||\cdot|||^{\prime}}$ and $\mathcal{I}_{\left.|||\cdot|||\right|^{\prime}}^{(0)}$ is reflexive, then all of them are reflexive and we have the separability $\mathcal{I}_{\||\cdot|| |}=\mathcal{I}_{\| \| \cdot \|| |}^{(0)}, \mathcal{I}_{\||\cdot|| |}=$ $\mathcal{I}_{\| \| \cdot| | \mid}^{(0)}$. We also get the same conclusion when one of $\mathcal{I}_{\|||| |}, \mathcal{I}_{\|||\cdot||}^{(0)}, \mathcal{I}_{\|\left|\left|\left|| |^{\prime}\right.\right.\right.}$ and $\mathcal{I}_{\|||\cdot|| \mid,}^{(0)}$ is uniformly convex.
Proof. The proof of Proposition A. 10 actually shows

$$
\left\{\begin{aligned}
& \text { the reflexivity of } \mathcal{I}_{\|||\cdot|| \mid} \Rightarrow \text { the reflexivity of } \mathcal{I}_{\|\left.||\cdot||\right|^{\prime}}^{(0)} \\
& \text { and the separability of } \mathcal{I}_{\|||\cdot||}, \\
& \text { the reflexivity of } \mathcal{I}_{\|||\cdot|| \mid}^{(0)} \Rightarrow \text { the reflexivity of } \mathcal{I}_{\|\left|\left|\left|| |^{\prime}\right.\right.\right.} \\
& \quad \text { and the separability of } \mathcal{I}_{\|||\cdot|| \cdot} .
\end{aligned}\right.
$$

Application of these to $\|\|\cdot\|\|$ and $\||\cdot|\|^{\prime}$ easily shows the first statement while the second statement follows from the first and (i).

## A. 6 Fourier transform of $1 / \cosh ^{\alpha}(t)$

The Fourier transform of $1 / \cosh ^{\alpha}(t)$ for $\alpha>0$ can be found in standard tables of Fourier transforms (see [65, p. 33] for instance). However, the authors are unable to find details in the literature so that computations are given here.

Since the function in question is even, we note

$$
I=\int_{-\infty}^{\infty} \frac{1}{\cosh ^{\alpha}(t)} e^{i s t} d t=\int_{-\infty}^{\infty} \frac{\cos (s t)}{\cosh ^{\alpha}(t)} d t=2^{\alpha} \int_{-\infty}^{\infty} \frac{\cos (s t)}{\left(e^{t}+e^{-t}\right)^{\alpha}} d t
$$

The change of variables $t=\frac{1}{2} \log \left(\frac{x}{1-x}\right)$ (hence $\frac{x}{1-x}=e^{2 t}$ and $d t=\frac{d x}{2 x(1-x)}$ ) gives us

$$
\begin{aligned}
I & =2^{\alpha-1} \int_{0}^{1} \frac{\cos \left(\frac{s}{2} \log \left(\frac{x}{1-x}\right)\right)}{\left(\sqrt{\frac{x}{1-x}}+\sqrt{\frac{1-x}{x}}\right)^{\alpha}} \times \frac{d x}{x(1-x)} \\
& =2^{\alpha-1} \int_{0}^{1}(x(1-x))^{\frac{\alpha}{2}} \times \cos \left(\frac{s}{2} \log \left(\frac{x}{1-x}\right)\right) \times \frac{d x}{x(1-x)} \\
& =2^{\alpha-1} \int_{0}^{1} x^{\frac{\alpha}{2}-1}(1-x)^{\frac{\alpha}{2}-1} \cos \left(\frac{s}{2} \log \left(\frac{x}{1-x}\right)\right) d x
\end{aligned}
$$

Notice

$$
\left\{\begin{aligned}
\cos \left(\frac{s}{2} \log \left(\frac{x}{1-x}\right)\right)=\cos \left(\frac{s}{2} \log x\right) & \cos \left(\frac{s}{2} \log (1-x)\right) \\
& +\sin \left(\frac{s}{2} \log x\right) \sin \left(\frac{s}{2} \log (1-x)\right) \\
x^{z}=x^{\mathrm{Re} z} \cos (\operatorname{Im} z \log x)+ & i x^{\mathrm{Re} z} \sin (\operatorname{Im} z \log x) \quad(\text { for } x>0)
\end{aligned}\right.
$$

Based on these we easily observe

$$
x^{\frac{\alpha}{2}-1}(1-x)^{\frac{\alpha}{2}-1} \cos \left(\frac{s}{2} \log \left(\frac{x}{1-x}\right)\right)=\operatorname{Re}\left(x^{\frac{\alpha}{2}-1+\frac{i s}{2}}(1-x)^{\frac{\alpha}{2}-1-\frac{i s}{2}}\right),
$$

and consequently

$$
I=2^{\alpha-1} \operatorname{Re}\left(\int_{0}^{1} x^{\frac{\alpha}{2}-1+\frac{i s}{2}}(1-x)^{\frac{\alpha}{2}-1-\frac{i s}{2}} d x\right)
$$

The integral here is

$$
B\left(\frac{\alpha}{2}+\frac{i s}{2}, \frac{\alpha}{2}-\frac{i s}{2}\right)=\frac{\Gamma\left(\frac{\alpha}{2}+\frac{i s}{2}\right) \Gamma\left(\frac{\alpha}{2}-\frac{i s}{2}\right)}{\Gamma(\alpha)}
$$

in terms of the $B$-function (and the $\Gamma$-function), showing

$$
I=\frac{2^{\alpha-1}}{\Gamma(\alpha)} \times \operatorname{Re}\left(\Gamma\left(\frac{\alpha}{2}+\frac{i s}{2}\right) \Gamma\left(\frac{\alpha}{2}-\frac{i s}{2}\right)\right)
$$

Note $\Gamma(\bar{z})=\overline{\Gamma(z)}$ by the Schwarz reflection principle so that the above formula actually means

$$
\int_{-\infty}^{\infty} \frac{1}{\cosh ^{\alpha}(t)} e^{i s t} d t=\frac{2^{\alpha-1}}{\Gamma(\alpha)} \times\left|\Gamma\left(\frac{\alpha}{2}+\frac{i s}{2}\right)\right|^{2}
$$

or equivalently,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{1}{\cosh ^{1 / \alpha}(\alpha t)} e^{i s t} d t=\frac{2^{\frac{1}{\alpha}-1}}{\alpha \Gamma\left(\frac{1}{\alpha}\right)} \times\left|\Gamma\left(\frac{1+i s}{2 \alpha}\right)\right|^{2} \tag{A.10}
\end{equation*}
$$
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Cauchy-Schwarz inequality, $9,10,25$
central decomposition, 22
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compact operator, 23, 49, 61
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concave, 103
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convolution, 39, 74
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differential equation, 132
Dini's theorem, 131
direct integral, 22
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divided difference, 31
dominated convergence theorem, 74,75 , 92
double integral transformation, 2, 8, 35
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Fatou's lemma, 99
finite-rank (Banach space) operator, 13
finite-rank operator, 10,23
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Fourier inversion formula, 71
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Golden-Thompson-type norm inequality, 55
Grothendieck constant, 14
Grothendieck theorem, 14
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Hölder inequality, 49
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Hahn decomposition, 110
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inner product, 7,19
integral expression, $5,21,27,29,30,37$, $39,40,80,81,82,100,101,102$, 103, 108, 124
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matrix Young inequality, 3,86
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operator ideal, 8
operator ideal (on a Banach space), 13
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