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Exponentially Accurate Error Estimates of Quasiclassical Eigenvalues

Julio H. Toloza

(ABSTRACT)

We study the behavior of truncated Rayleigh-Schrödinger series for the low-lying eigenvalues

of the time-independent Schrödinger equation, in the semiclassical limit ~↘ 0. Under certain

hypotheses on the potential V (x), we prove that for any given small ~ > 0 there is an optimal

truncation of the series for the approximate eigenvalues, such that the difference between an

approximate and actual eigenvalue is smaller than exp(−C/~) for some positive constant C.

We also prove the analogous results concerning the eigenfunctions.
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Chapter 1

Introduction

Perhaps one of the most elementary facts in Quantum Physics is that, for a sufficiently

deep potential well, the eigenvalue problem defined by the time-independent Schrödinger

equation admits normalizable solutions. That is, one expects that there are at least one

square-integrable function Ψ̃(~;x) and a number E(~) that satisfy

H(~)Ψ̃(~;x) :=

[
−~

2

2
∆x + V (x)

]
Ψ̃(x) = E(~)Ψ̃(~;x), (1.1)

provided that the potential energy has a “deep enough” global minimum. Equivalently, if

one considers the Planck’s constant as a parameter, then the equation above is expected to

have solutions for small values of ~ > 0. Since one looks for solutions near the bottom of the

potential well, this statement is often referred to as the existence of low-lying eigenvalues in

the semiclassical limit ~↘ 0.

Along with the problem of existence of low-lying eigenvalues, one is also interested in the

1
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behavior of the corresponding perturbation series in powers of ~, the so-called Rayleigh-

Schrödinger (R-S) series. It is well known that, in general, the R-S series are not convergent

but only asymptotic to the solutions of equation (1.1). However, one often wants to consider

truncations of these series as good approximations to the actual eigenvalues/eigenvectors.

This raises the natural question of whether or not one can find an optimal truncation that

minimizes the difference between the exact eigenvalues/eigenvectors and the corresponding

truncated R-S series.

In this dissertation we aim to find exponentially accurate asymptotics to the solutions of

(1.1). We shall prove that, under certain conditions of analyticity and growth on the potential

energy, one can truncate the R-S series so that the difference between the truncated series

and the actual eigenvalue/eigenvector can be made smaller than exp(−C/~) for some positive

constant C > 0. Our construction is based entirely on a straighforward application of the R-

S perturbation theory, as opposed to the technically awkward quantization of normal forms.

This latter technique is briefly described below. The results to be discussed here are already

published in two papers [27, 28]. The one-dimensional problem is considered in [27]. The

multidimensional problem, which involves degenerate perturbation theory, is discussed in

[28]. A review of results can be found in [29].

Rigorous results concerned with the discrete spectrum of (1.1), in the semiclassical limit

~↘ 0, were missing until not long ago. The first proof of existence of low-lying eigenvalues

and asymptotic R-S series was presented by Combes et al in 1983. Their proof, which involves

Dirichlet-Newmann bracketing and the Krein’s formula, only considers the one-dimensional
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problem. Shortly after, Simon gave another proof, based on geometric arguments, that is

valid in several dimensions [24]. In both cases, the potential energy V (x) is assumed to be

a sufficiently smooth function which has several global minima, each one admiting a non-

vanishing second order approximation. Those terms are separated from the potential energy

term, and a suitable scaling is made on the Schrödinger equation. The quadratic pieces along

with the kinetic energy term are treated as an unperturbed harmonic oscillator hamiltonian,

and the remainder is considered as a perturbation of it. Then, for small values of ~ and

near the bottom of V (x), the whole hamiltonian is expected to be “close” to the harmonic

oscillator and therefore its low-lying eigenvalues should be also close to those of the harmonic

oscillator. Following the same underlying idea, but applying the so-called “twisting trick”

[22, Section IX.11], Howland presented another proof for the one-dimensional problem [11].

Along with the existence of low-lying eigenvalues, the aforementioned results state that the

low-lying eigenvalues of H(~) are given asymptotically by R-S series, in the sense that∣∣∣∣∣E(~)− ~
N∑
n=0

En~
n
2

∣∣∣∣∣ ≤ CN~
N+1

2
+1 (1.2)

for any given N , and sufficiently small ~ > 0. An analogous statement holds for the corre-

sponding eigenvectors. We also must mention that this problem has been studied by Helffer

and Sjöstrand in the framework of microlocal analysis (see below) [10].

The semiclassical limit of H(~) has also been studied from a rather different approach,

namely, by quantization of the canonical perturbation theory. In this context, the poten-

tial energy is split in the same way as described above. However, one now first considers

the perturbation problem of the classical hamiltonian and the properties of the associated
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perturbation series. Briefly speaking, one looks for approximate solutions to the canonical

equations for a hamiltonian of the form

h(A, φ) = h0(A) + εf(A, φ), (1.3)

where h0(A) is the hamiltonian of a canonically integrable system (in our case, a harmonic

oscillator), already expressed as a function of the canonically conjugated action-angle vari-

ables A = (A1, . . . , Ad) and φ = (φ1, . . . , φd). The variables Ai’s are essentially defined by

the conserved quantities (for the harmonic oscillator, they are the energy contributions from

each coordinate xi). Each angle variable φi takes values in the unit circle T . It is clear that

all the solutions to h0(A), with the same initial datum A, wind around the d-dimensional

torus A × T d with constant frequencies ωi = ∂h(A)/∂Ai. The perturbation f(A, φ) is as-

sumed to be bounded below and sufficiently smooth. Then the Kolmogorov-Arnold-Moser

(KAM) theorem states that the solutions to the perturbed hamiltonian, for small ε, also lie

on invariant tori that are close to the invariant tori of h0(A), provided that h0(A) satisfies

certain condition of non-degeneracy (see below). Moreover, for any given order N , one can

construct a canonical map (A, φ)→ (A′, φ′) such that (1.3) becomes

h(A′, φ′) = h(N)
ε (A′) + εN+1f (N)

ε (A′, φ′),

where h
(N)
ε (A′) can be expressed in terms of the Birkhoff normal forms

h(N)
ε (A′) = h0(A′) +

N∑
n=1

εnN
(n)
0 (A′).

The corpus of mathematical results on canonical perturbation theory, which describes ge-

ometrical features in phase-space, is known as KAM theory. See e. g., [1, 5, 15]. The
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quantization of the classical perturbation series is done afterward by resorting to several

PDE techniques generically known as semiclassical (or microlocal) analysis. The literature

on this subject is vast. See, for instance, [10, 6, 16]. This approach establishes a profound

link between the classical problem and its quantum counterpart. Different aspects of the

phase-space dynamics are in this way associated with spectral properties of the quantum sys-

tem in the semiclassical limit. On the other hand, the KAM theorem imposes a restriction to

this technique. As we have mentioned above, the KAM theorem is valid under a assumption

of non-degeneracy. For a harmonic oscillator this means that the frequencies (ω1, . . . , ωd)

must fulfill the non-resonance condition |
∑

i ωiki|
−1 ≤ C(

∑
i |ki|)α, for C > 0, α > 0, and

for every non-trivial set of integers (k1, . . . , kd). Therefore, quantization of the KAM the-

ory seems to be inadequate to handle hamiltonian operators whose harmonic oscillator part

(after splitting of the potential energy term) fails to satisfy this latter condition.

The inequality (1.2) establishes an error estimate of the form O(~N). Assuming the non-

resonance condition, more refined asymptotic formulas have been achieved by quantization

of the KAM theory. Sjöstrand [26] obtained an asymptotic formula up to O(~∞), valid for

all the eigenvalues within the interval [0, ~δ], δ > 0. His construction is based on pseudo-

differential functional calculus applied to the Birkhoff normal forms, where V (x) is assumed

to be C∞ with a single minimum. Sharper error estimates were proved by further assuming

that the potential energy belonged to Gµ, the collection of Gevrey class functions of order

µ ≥ 1. Roughly speaking, Gµ≥1 classes “interpolate smoothness” between C∞ and the set

of analytic functions in a certain domain. The latter actually coincides with G1. For a
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precise definition of Grevrey class see e. g., [16]. For V (x) ∈ Gµ with µ > 1, Bambusi et

al [2] proposed another asymptotic formula that is valid in an energy interval of the form

[0, | log ~|b]. Their quantization formula turns the error estimate O(~∞) into O(exp(−c/~β))

for the eigenvalues in the interval [0, ~δ], where 0 < β < 1 is related to both the order of

the Gevrey class and the way that the non-resonance condition is satisfied. Quantization

formulae valid for energies within an interval of the form [0,M ] have been stated by Popov

[19, 20]. These results also led to error terms of the form O(exp(−c/~β)), 0 < β < 1, for

Gevrey class potential functions of order strictly bigger than one.

Although quantization of the KAM theory is a powerful technique for the investigation of

the semiclassical limit in Quantum Mechanics, it has several shortcomings. First, the whole

approach is technically difficult to grasp. Second, for several technical reasons, it leads to

rather weak results when the potential function is analytic. Third, it seems to be unable to

cope with resonant Schrödinger operators (as defined above). On the other hand, the study

of the semiclassical limit of the time-dependent Schrödinger operator done by Hagedorn

and Joye [8] seems to indicate that one should be able to deal with this problem in the

much simpler framework of R-S perturbation theory, in particular when it comes to the

analytic case. Also, the issues concerning the resonance condition should be, in principle,

just eliminated by resorting to degenerated R-S perturbation theory.

This dissertation is organized as follows. In Chapter 2 we state the hypotheses of the prob-

lem, make a suitable transformation of equation (1.1), and prove some technical results.

In Chapter 3 we construct some operators through recursion relations, which allow us to
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calculate the several correction terms involved in the formal series for eigenvalues and eigen-

vectors. In particular, this construction allows us to consider the cases where degeneracy

occurs. Because of the transformation made in Chapter 2, we obtain a manageable recursion

relation for the nth term of the R-S series. Then we state and prove an estimate to the

growth of these terms. In Chapter 4 we define a residual error function for equation (1.1)

and prove an estimate for it. The main results are stated and proved in Chapter 5. Finally,

in Chapter 6 we summarize results and discuss possible generalizations. The Appendix is

devoted to a computation needed in Chapter 4.



Chapter 2

Preliminaries

We shall assume that the potential energy V (x) satisfies the following conditions:

H1 Let V (x) be a C∞ real function on Rd such that lim inf|x|→∞V (x) =: V∞ > 0.

H2 V (x) has a unique global minimum V (0) = 0 at x = 0.

H3 The global minimum of V (x) is non-degenerate in the sense that

HessV (0) = diag
[
ω2

1, . . . , ω
2
d

]
has only strictly positive eigenfrequencies ω1, . . . , ωd. Let us denote the lowest eigen-

frequency by ω0.

H4 V (x) has an analytic extension to a neighborhood of the region Sδ = {z : |Im zi| ≤ δ}

for some δ > 0. Without loss we may assume that δ < 1.

8
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H5 V (z) satisfies |V (z)| ≤Mexp(τ |z|2) uniformly in Sδ, for some positive constants M > 0

and ω0/4 ≥ τ > 0.

According to Theorem XIII.15 of [23], hypotheses H1 implies that σess (H(~)) = [V∞,∞). If

moreover V∞ =∞, then H(~) has only purely discrete spectrum [23, Thm. XIII.16]. When

V∞ <∞, one may only expect H(~) to have discrete eigenvalues inside [0, V∞). As we have

mentioned in the Introduction, existence of low-lying eigenvalues in the limit ~↘ 0 has been

proved, using different arguments, by Combes et al, Simon, and Howland. Among these, the

formulation by Simon is the most general because his proof is valid for the multidimensional

case. We reproduce the precise statement of this result below in Section 2.1.

The different proofs of existence of low-lying eigenvalues, inside a potential well, rely on the

idea of splitting H(~) into a harmonic oscillator piece plus a residual which can be considered

as a perturbation of it. For that reason the hypothesis H3 is critical. We also remark that the

uniqueness of the global minimum in H2 is not necessary for those results to hold. Indeed,

one of the main motivations to study the semiclassical limit of low-lying eigenvalues has been

its connection with the problem of characterizing the semiclassical behavior of the discrete

spectrum, when the phenomenon of tunneling plays a role. That is, when the potential

energy has several global minima [4, 25, 10]. We include this uniqueness assumption in H2

in order to avoid the technical difficulties related to tunneling.

Hypotheses H4 and H5 are fundamental for the results to be discussed in this work. As

we have mentioned in the Introduction, we want to develop a method to obtain exponen-
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tially accurate truncations of the Raleigh-Schrödinger series associated to the semiclassical

eigensolutions. In order to obtain them, we rely heavily on the use of the Cauchy integral

formula to control the behavior of the derivatives of V (x). In Chapter 4 we shall estimate

the error committed by inserting truncated series into the (rescaled) Schrödinger equation

(2.1) defined below. This estimate involves the evaluation of integrals of the form

∫
Rd

Polynomial(x) |DαV (x)| e−cx2

ddx

which crucially depends upon hypothesis H5. The question of whether or not one could use

suitable cut-off functions to eliminate the need of this last assumption remains open.

Although the set of hypotheses H1–H5 seems to be quite restrictive, it leaves room for

non-trivial realizations:

Example In R, consider V (x) := 1−(1+x2)−1 cos(x). Clearly V (x) ∈ C∞(R) with V∞ = 1.

Also, V (x) has a global minimum at the origin with ω2 := V ′′(0) = 3. This function admits

analytical extension into the open strip {z : |Im(z)| < 1} ⊂ C.

Example V (x, y) := 1/2 log(1 + ω2
1x

2 + ω2
2y

2). Then V (x, y) ∈ C∞(R2) and V∞ =∞. The

minimum of this function is located at the origin with HessV (0, 0) = diag [ω2
1, ω

2
2]. It can be

extended to a holomorphic function in {(z1, z2) ∈ C2 : |Im(z1)| < 1 and Im(z2)| < 1}.

Remark In this work we shall use the standard multi-index notation: for α = (α1, . . . , αd) ∈

N
d ∪ 0 and x = (x1, . . . , xd) ∈ Rd, we denote |α| := α1 + . . . + αd, α! := α1! · . . . · αd!,

xα := xα1
1 · . . . · x

αd
d , Dα := ∂α1

x1
· . . . · ∂αdxd , and x2 := x2

1 + . . .+ x2
d. For z = (z1, . . . , zd) ∈ Cd,

we denote |z|2 := z1z
∗
1 + . . .+ zdz

∗
d.
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2.1 R-S perturbation theory

We first transform (1.1) by scaling x → ~
1
2x and then dividing the whole equation by ~.

This unitary transformation scales the eigenvalues and eigenfunctions as E → ~
−1E and

Ψ̃(x)→ Ψ̃(
√
~x) respectively. The transformed equation may be written as

[
−1

2
∆x + V (~;x)

]
Ψ̃(~;x) = E(~)Ψ̃(~;x) (2.1)

Because of hypothesis H3, V (x) admits a Taylor expansion up to any order n. Thus we can

write

V (~;x) =
1

2

d∑
i,j=1

Aijxixj +W (~;x)

where the function W (~;x) can be asymptotically approximated by

W (~;x) =
n∑
l=3

~

l−2
2

∑
|α|=l

DαV (0)

α!
xα +O

(
~

n−1
2 x|α|=n+1

)
, (2.2)

Hypothesis H4 implies furthermore that the Taylor series (2.2) is convergent inside the open

poly-disc {z ∈ Cd : |zi| ≤ δ}. Upper bounds on the derivatives of V (x) can be easily obtained

by using the Cauchy integral formula. They are stated and proved below in Lemma 2.2.

Now we can rewrite (2.1) as

[H0 +W (~;x)] Ψ̃(~;x) = E(~)Ψ̃(~;x) (2.3)

where, in suitable cartesian coordinates,

H0 = −1

2
∆x +

1

2

d∑
i=1

ω2
i x

2
i
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is a harmonic oscillator hamiltonian with eigenfrequencies ω1, . . . , ωd. The eigenfunctions of

H0 are therefore

Φα(x) =

(
π−d

d∏
i=1

ωi

) 1
4 (

2|α|α!
)− 1

2 exp

(
−1

2

d∑
i=1

ωix
2
i

)
d∏
i=1

hαi (
√
ωixi) , (2.4)

where hj(y) denotes the Hermite polynomial of degree j. The corresponding eigenvalues are

eα =
∑d

i=1 ωiαi + d/2.

The fact that equation (2.1) admits solutions for small values ~ has been shown in several

ways, as we have mentioned above. Here we reproduce the statement of this assertion as

given by Simon in [24]:

Theorem 2.1 (Thm. 1.1 in [24]) Let {eI}∞I=0 be an increasing ordering of the eigenvalues

of H0, counting multiplicities. Assume V (x) satisfies hypotheses H1–H3. Fix J . Then there

exists ~0 > 0 such that for each 0 < ~ ≤ ~0 the equation (2.1) has at least J solutions.

Furthermore, the J eigenvalues obey lim~→0 EI(~) = eI .

In the semiclassical limit we want to consider W (~, x) as a perturbation of H0. That raises

the natural question of whether or not the low-lying eigenvalues and the corresponding

eigenfunctions admit asymptotic series of the form

Ψ̃(x) ∼ ψ̃0(x) + ~
1
2 ψ̃1(x) + ~

2
2 ψ̃2(x) + ~

3
2 ψ̃3(x) + ~

4
2 ψ̃4(x) + . . . , (2.5)

E(~) ∼ E0 + ~
1
2E1 + ~

2
2E2 + ~

3
2E3 + ~

4
2E4 + . . . , (2.6)

the so-called Rayleigh-Schrödinger series. The answer is yes, and is shown in [3, 24, 11]. For

the multidimensional case, this statement is proved in [24], Theorem 5.1 and 5.3.
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In this work we essentially follow the standard, formal method to compute the R-S coef-

ficients (see e. g., [17, Chapter XVI],) although alternatively we could use the technique

developed by Kato [14, Chapters VII and VIII]. However, this last approach seems rather

difficult to implement here, in particular when degeneracy occurs. Concerning asymptotics in

degenerate perturbation theory, we must mention the approach developed by Hunziker-Pillet

[12, 13].

In the first method mentioned above, one proposes formal R-S series, inserts them into (2.1)

and equates powers of ~
1
2 . The zeroth-order equation yields H0ψ0 = E0ψ0. Then E0 = e and

ψ0 ∈ G, where e is some eigenvalue of H0 with multiplicity g and associated eigenspace G.

For n = 1, 2, . . . , we have

(H0 − e) ψ̃n +
n∑
l=1

T̃ (l+2)ψ̃n−l =
n∑
l=1

Elψ̃n−l (2.7)

where we define

T̃ (l) :=
∑
|α|=l

1

α!
DαV (0)xα.

A simple yet important property of the correction terms ψ̃n is the following:

Lemma 2.1 Let P|α|≤l be the projection onto the subspace spanned by {Φα : |α| ≤ l } and

a = ae be the smallest non-negative integer such that G ⊆ Ran
(
P|α|≤a

)
. Then, for each

n ≥ 1, ψ̃n ∈ Ran
(
P|α|≤a+3n

)

Proof. First, decompose ψ̃n = P|α|≤aψ̃n +
(
1− P|α|≤a

)
ψ̃n =: ψ̃

(1)
n + ψ̃

(2)
n . We have to prove
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the assertion only for ψ̃
(2)
n . Equation (2.7) yields

ψ̃(2)
n = (H0 − e)−1

r

(
1− P|α|≤a

) [ n∑
l=1

Elψ̃n−l −
n∑
l=1

T̃ (l+2)ψ̃n−l

]
,

where (H0 − e)−1
r is the inverse of the restriction of H0 − e onto Ran

(
1− P|α|≤a

)
. Since

Ran
(
(H0 − e)−1

r

(
1− P|α|≤a

)
P|α|≤a+3n

)
⊂ Ran

(
P|α|≤a+3n

)
,

it is sufficient to show that(
n∑
l=1

Elψ̃n−l −
n∑
l=1

T̃ (l+2)ψ̃n−l

)
∈ P|α|≤a+3n. (2.8)

Now use mathematical induction. For n = 1, the assertion T̃ (3)ψ̃0 ∈ P|α|≤a+3 follows from

the fact that T̃ (3) contains terms that are at most proportional to the third power of creation

operators, and that ψ̃0 ∈ G ⊂ P|α|≤a. Assuming that statement is true for s = 1, . . . , n− 1,

then it is trivially true for the first term in (2.8). Also, a simple calculation with ladder op-

erators shows that xαϕ ∈ Ran
(
P|β|≤a+3(n−l)+|α|

)
whenever ϕ ∈ Ran

(
P|β|≤a+3(n−l)

)
. Finally,

we have 3(n− l) + 2 + l = 3n+ 2(1− l) ≤ 3n for l = 1, . . . , n. 2

The set of recursive equations (2.7) is not suitable for the purpose of finding the sharp upper

bounds for the R-S coefficients that we shall need later. It turns out to be convenient to

transform the problem in the following way: Let {Φα(x)} be a basis of eigenvectors of H0.

For a given eigenvalue e of H0, let us define a new operator Ae by

AeΦα(x) =


Φα(x) if Φα(x) ∈ G

|e− eα|−
1
2 Φα(x) otherwise,
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where eα is the eigenvalue associated to Φα(x). Then extend Ae to the whole Hilbert space

H by linearity. So defined, Ae is a bounded operator with unit norm but unbounded inverse.

However, Ran
(
P|α|≤a+3n

)
is clearly in the domain of A−1

e for each n ∈ N. This fact allows

us to consider the equivalent set of equations

Heψn +
n∑
l=1

T (l+2)ψn−l =
n∑
l=1

ElA2
eψn−l, (2.9)

where He := Ae(H0 − e)Ae, T (m) := AeT̃
(m)Ae, and ψm = A−1

e ψ̃m. The operator He satisfies

HeΦα(x) =


0 if Φα(x) ∈ G

e−eα
|e−eα|Φα(x) otherwise.

Therefore the norm of He is equal to 1. In Chapter 3 we shall prove that both |En| and ‖ψn‖

essentially grow as bn
√
n! for large n.

2.2 Some technical results

We conclude this chapter with an assortment of technical lemmas. Lemma 2.2 states certain

estimates on the derivatives of the potential energy. In Lemma 2.3 we show a key upper

bound to the norm of the operators T (l)P|α|≤n. Finally, in Lemma 2.5 we state results about

certain expressions involving factorials that we shall use extensively in the sequel.

Lemma 2.2 Assume V (x) satisfies H4. Then there are constants C1 and C2 such that, for

l ≥ 1, ∑
|α|=l

|DαV (0)|
α!

δ|α| ≤ C1C
l
2.
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If V (x) also satisfies H5 then there exists a constant C0 such that

δ|α|

α!
|DαV (x)| ≤ C0 exp

(
2τx2

)
. (2.10)

Proof. Let Γi be a circle of radius δ in the complex plane, centered at xi. Then the Cauchy

integral formula applied to V (x), which makes sense because of hypothesis H4, states that

for each multi-index α = (α1, . . . , αd)

DαV (x) =
α!

(2πi)d

∫
Γ1

dz1 . . .

∫
Γd

dzd
V (z)∏d

i=1 (zi − xi)αi+1

which implies

|DαV (x)| ≤ α!

δ|α|
max
zi∈Γi
|V (z)| . (2.11)

Let us prove (2.10) first. Because of H5,

max
zi∈Γi
|V (z)| ≤M

d∏
i=1

max
zi∈Γi

exp
(
τ |zi|2

)
≤M

d∏
i=1

exp
(
τ |xi + δ|2

)
≤M exp

(
2dτδ2

)
exp

(
2τx2

)
so (2.11) implies (2.10), after defining C0 = M exp (2dτδ2). If now the Γi’s are circles centered

at zero, we have (without assuming H5)

|DαV (0)|
α!

δ|α| ≤ max
zi∈Γi
|V (z)| =: c <∞.

Then ∑
|α|=l

|DαV (0)|
α!

δ|α| ≤ c
∑
|α|=l

1

for all l. The last summation is the number of different ways to sum d non-negative integers

such as the result is equal to l. That is,

∑
|α|=l

1 =
(l + d− 1)!

l!(d− 1)!
≤ 1

(d− 1)!
(l + d− 1)d−1.
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Therefore, we have

∑
|α|=l

|DαV (0)|
α!

δ|α| ≤ c

(d− 1)!
(l + d− 1)d−1 ≤ C1C

l
2

with obvious definition of C1, and C2 being either equal to (d − 1) maxl≥1 log(l + d − 1)/l

(when d > 1) or equal to 1 (when d = 1). 2

Lemma 2.3 For |α| ≥ 2, n ≥ 0 and some constant γ > 0,

∥∥AexαAeP|α|≤n∥∥ ≤ γ2

(
2

ω0

) |α|−2
2
[

(n+ |α| − 1)!

(n+ 1)!

] 1
2

.

As a consequence, ∥∥T (l)P|α|≤n
∥∥ ≤ C3κ

l−2
2

[
(n+ l − 1)!

(n+ 1)!

] 1
2

for some C3 > 0 and κ ≥ 2.

Recall that ω0 is the lowest eigenfrequency of H0. To prove the first inequality of Lemma 2.3,

we resort to a slightly modified version of a result by Hagedorn and Joye [8]. For a sake of

completeness, we state it here:

Lemma 2.4 (Lemma 5.1 in [8]) In d dimensions,

xαP|β|≤m = P|β|≤m+|α|x
αP|β|≤m

and ∥∥xαP|β|≤m∥∥ ≤ ( 2

ω0

) |α|
2
[

(m+ |α|)!
m!

] 1
2

.



Julio H. Toloza Chapter 2. Preliminaries 18

Proof. For a single coordinate xi, we have

xi =
1√
2ωi

(ai + a∗i ) (2.12)

where ai and a∗i are the associated ladder operators. It is straightforward to see that

aiP|β|≤k ⊂ Ran
(
P|β|≤k−1

)
, a∗iP|β|≤k ⊂ Ran

(
P|β|≤k+1

)
, and then xiP|β|≤k ⊂ Ran

(
P|β|≤k+1

)
.

Now consider any vector ϕ ∈ Ran
(
P|β|≤k

)
. It follows that ‖aiP|β|≤kϕ‖ ≤

√
k‖ϕ‖ and also

‖a∗iP|β|≤kϕ‖ ≤
√
k + 1‖ϕ‖, which imply that ‖xiP|β|≤k‖ ≤

√
2(k + 1)/ω0. Now use induc-

tion. 2

Proof of Lemma 2.3. We start again from (2.12). Consider any ϕ =
∑

β dβΦβ ∈ H.

Define JG := {multi-indices β : Φβ ∈ G}. Then

a∗iAeϕ =
∑
β∈JG

dβa
∗
iΦβ +

∑
β 6∈JG

dβ|e− eβ|−
1
2a∗iΦβ

=
∑
β∈JG

dβ
√
βi + 1Φβ+1i +

∑
β 6∈JG

dβ|e− eβ|−
1
2

√
βi + 1Φβ+1i

where β + 1i := (β1, . . . , βi + 1, . . . , βd). Thus,

‖a∗iAeϕ‖
2 =

∑
β∈JG

|dβ|2 (βi + 1) +
∑
β 6∈JG

|dβ|2 |e− eβ|−1 (βi + 1)

≤ (1 + a)
∑
β∈JG

|dβ|2 +
∑
β 6∈JG

|dβ|2 |e− eβ|−1 (βi + 1)

because β ∈ JG implies βi ≤ |β| ≤ a. Moreover,

βi + 1

|e− eβ|
=

1

ωi

ωi(βi + 1/2)

|e− eβ|
+

1/2

|e− eβ|
≤ 1

ωi

eβ
|e− eβ|

+
1/2

|e− eβ|
.

Since σ(H0) has no accumulation points and eβ 6= e for all β 6∈ JG, infβ 6∈JG |e − eβ| > 0.

Furthermore, since lim|β|→∞ eβ|e− eβ|−1 = 1, supβ 6∈JG eβ|e− eβ|
−1 <∞. Thus,

|e− eβ|−1 (βi + 1) ≤ 1

ωi
sup
β 6∈JG

eβ|e− eβ|−1 +
1

2
sup
β 6∈JG
|e− eβ|−1 =: K1 <∞
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which implies

‖a∗iAe‖
2 ≤ max{(1 + a), K1} ≤ max

{ωi}
max{(1 + a), K1}. (2.13)

A similar calculation yields,

‖aiAe‖2 ≤ max{|1− a|, K2} ≤ max
{ωi}

max{|1− a|, K2} (2.14)

for some K2 <∞. Therefore,

‖xiAe‖ ≤
1√
2ωi
‖aiAe‖+

1√
2ωi
‖a∗iAe‖ ≤

1√
2ω0

(‖aiAe‖+ ‖a∗iAe‖) ≤ γ

where ω0 is the lowest eigenfrequency of H0, and we use the sum of the right-hand sides of

(2.13) and (2.14) to define γ. Taking the adjoint yields

‖Aexi‖ ≤ γ.

Since |α| ≥ 2, we can write xα = xi x
α′xj for some xi, xj, with |α′| = |α| − 2. Then

∥∥AexαAeP|β|≤n∥∥ ≤ ∥∥∥Aexixα′P|β|≤n+1xjAeP|β|≤n

∥∥∥
≤ ‖Aexi‖ ‖xjAe‖

∥∥∥xα′P|β|≤n+1

∥∥∥
≤ γ2

(
2

ω0

) |α′|
2
[

(n+ |α′|+ 1)!

(n+ 1)!

] 1
2

= γ2

(
2

ω0

) |α|−2
2
[

(n+ |α| − 1)!

(n+ 1)!

] 1
2

(2.15)

where we use Lemma 5.1 of [8] to bound
∥∥xα′P|β|≤n+1

∥∥. The last statement follows from the

definition of T (l) and the first part of Lemma 2.2, along with the definitions C3 = C1γ
2δ−2C2

2

and κ = max{2, 2ω−1
0 δ−2C2

2}. 2

Lemma 2.5 Let κ ≥ 2 be the number defined in Lemma 2.3. Then
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1. For each integer a ≥ 0 there is a constant C4 = C4(a) so that, for all m ≥ 0,

m∑
l=0

[
(1 + a+m− l)!(1 + a+ l)!

(1 + a+m)!

] 1
2

≤ C4.

2. For all a ≥ −1 there is a constant C5 so that, for all m ≥ 0,

m∑
l=0

κ−
5l
2

[
(1 + a+ 3m− 2l)!(1 + a+m− l)!

(1 + a+ 3m− 3l)!(1 + a+m)!

] 1
2

≤ C5.

3. For each a ≥ 0 there is a constant C6 = C6(a) so that, for all m ≥ 0,

m∑
l=1

κ−
5l
2

[
(1 + a+m− l)!(1 + a+ l)!

(1 + a)!(a+m)!

] 1
2

≤ C6.

Proof. (1) The statement is obviously true for n = 0, 1, 2, 3. For n ≥ 4,

m∑
l=0

[
(1 + a+m− l)!(1 + a+ l)!

(1 + a+m)!

] 1
2

= 2[(1 + a)!]
1
2 + 2

[
(2 + a)!

1 + a+m

] 1
2

+
m−2∑
l=2

[
(1 + a+m− l)!(1 + a+ l)!

(1 + a+m)!

] 1
2

≤ 2[(1 + a)!]
1
2 + 2

[
(2 + a)!

1 + a

] 1
2

+ (m− 3) max
2≤l≤Jm

2
K

[
(1 + a+m− l)!(1 + a+ l)!

(1 + a+m)!

] 1
2

,

where JJK denotes the greatest integer less than or equal to J . Since (1+a+m−l)!(1+a+l)!

is decreasing for l ≤ Jm
2
K, it follows that

m∑
l=0

[
(1 + a+m− l)!(1 + a+ l)!

(1 + a+m)!

] 1
2

≤ 2[(1 + a)!]
1
2 + 2

[
(2 + a)!

1 + a

] 1
2

+ [(3 + a)!]
1
2
m− 3

m+ a
.

The last term converges as m→∞, so existence of the constant C4(a) is guaranteed.
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(2) By cancelling common factors, we have

m∑
l=0

κ−
5l
2

l∏
s=1

(
1 + a+ 3m− 3l + s

1 + a+m− l + s

) 1
2

.

For a ≥ −1 and s ≥ 0, we have 0 ≤ 2(1 + a+ s). This implies

1 + a+ 3m− 3l + s

1 + a+m− l + s
≤ 3.

Therefore,
m∑
l=0

κ−
5l
2

[
(1 + a+ 3m− 2l)!(1 + a+m− l)!

(1 + a+ 3m− 3l)!(1 + a+m)!

] 1
2

≤
m∑
l=0

κ−
5l
2 3

l
2

and the right hand side converges to C5 =
(

1−
√

3/κ5
)−1

.

(3) Notice that for 1 ≤ l ≤ m− 1 we have

(1 + a+ l)!(1 + a+m− l)!
(a+m)!(1 + a)!

= (1+a+l)

∏m−l
s=1 (1 + a+ s)∏m−1
s=l (1 + a+ s)

= (1+a+l)
m−l∏
s=1

1 + a+ s

l + a+ s
≤ 1+a+l.

Therefore
m∑
l=1

κ−
5l
2

[
(1 + a+ l)!(1 + a+m− l)!

(a+m)!(1 + a)!

] 1
2

≤
m∑
l=1

κ−
5l
2 (1 + a+ l)

1
2

where the right-hand side converges to some constant C6(a) <∞. 2



Chapter 3

Computation of the R-S coefficients

Let us assume that the zeroth-order eigenvalue e is g-fold degenerate, with associated

eigenspace G. We allow g to be equal to 1. Let P be the projector onto G and Q := 1− P .

Up to zeroth-order, ψ0 can be any vector in G, which we may require to be normalized,

‖ψ0‖ = 1. Two cases may arise from solving (2.9) at higher order. Either the zeroth-order

degeneracy is preserved at all orders, or it is removed to some extent at higher order. Let us

start by discussing the former case, which trivially includes the non-degenerate one.

3.1 Degeneracy is preserved.

Fix ψ0 ∈ G, with ‖ψ0‖ = 1. The first-order equation is

Heψ1 + T (3)ψ0 = E1A
2
eψ0. (3.1)

22
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Let us multiply by P . Noting that PHe = 0 and PA2
eψ0 = ψ0, we obtain

PT (3)Pψ0 = E1ψ0.

This is the secular equation for the finite-dimensional, self-adjoint operator Λ(1) := PT (3)P .

Since we assume that the zeroth-order degeneracy is not broken at any order, Λ(1) must have

only one eigenvalue. Let us call it λ1. Then E1 = λ1. Now multiply (3.1) by Q. We obtain

HeQψ1 = −QT (3)ψ0.

Let us introduce more notation. For any vector ψ ∈ H, define ψ‖ := Pψ and ψ⊥ := Qψ.

Also, let (He)⊥ be the restriction of He to Ran(Q). So defined, (He)⊥ is invertible. Then we

have

ψ⊥1 = Ξ(1,⊥)ψ0

where Ξ(1,⊥) := (He)
−1
⊥
(
−QT (3)

)
. So far ψ

‖
1 remains undefined.

The second-order equation is

Heψ2 + T (3)ψ1 + T (4)ψ0 = E2A
2
eψ0 + λ1A

2
eψ1. (3.2)

Multiply (3.2) by P . After some algebra involving the definitions of Λ(1) and Ξ(1,⊥), we

obtain (
PT (3)Ξ(1,⊥)P + PT (4)P

)
ψ0 = E2ψ0.

Then E2 has to be equal to the unique eigenvalue of

Λ(2) := P
(
T (3)Ξ(1,⊥) + T (4)

)
P.
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That is, E2 = λ2. Now multiply (3.2) by Q to obtain

Heψ
⊥
2 +QT (3)

(
ψ
‖
1 + ψ⊥1

)
+QT (4)ψ0 = λ1A

2
eψ
⊥
1

which yields

ψ⊥2 = Ξ(2,⊥)ψ0 + Ξ(1,⊥)ψ
‖
1,

where we define

Ξ(2,⊥) := (He)
−1
⊥
[(
λ1A

2
e −QT (3)

)
Ξ(1,⊥) +QT (4)

]
and no requirement is imposed on either ψ

‖
2 or ψ

‖
1.

The third-order equation is

Heψ3 + T (3)ψ2 + T (4)ψ1 + T (5)ψ0 = E3A
2
eψ0 + λ2A

2
eψ1 + λ1A

2
eψ2.

Following the procedure already described, we obtain

Λ(3)ψ0 = E3ψ0

where

Λ(3) := P
(
T (3)Ξ(2⊥) + T (4)Ξ(1,⊥) + T (5)

)
P

has only one eigenvalue λ3. Thus E3 = λ3. Also

ψ⊥3 = Ξ(3,⊥)ψ0 + Ξ(2,⊥)ψ
‖
1 + Ξ(1,⊥)ψ

‖
2

where

Ξ(3,⊥) := (He)
−1
⊥
[(
λ1A

2
e −QT (3)

)
Ξ(2,⊥) +

(
λ2A

2
e −QT (4)

)
Ξ(1,⊥) −QT (5)

]
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and nothing is said about ψ
‖
3, ψ

‖
2 or ψ

‖
1.

As one can see, En and ψ⊥n can be calculated through recursive definition of certain operators.

The form of these operators is now easy to guess:

Proposition 3.1 For n = 1, 2, . . ., recursively define

Ξ(1,⊥) := −(He)
−1
⊥ QT

(3)

Ξ(n,⊥) := (He)
−1
⊥

[
−QT (n+2) +

n−1∑
p=1

(
λn−pA

2
e −QT (n+2−p))Ξ(p,⊥)

]
where λl is, by assumption, the unique eigenvalue of

Λ(l) := PT (l+2)P +
n−1∑
p=1

PT (l+2−p)Ξ(p,⊥)P.

Then, given ψ0 ∈ G, En = λn and

ψn = Ξ(n,⊥)ψ0 +
n−1∑
p=1

Ξ(n−p,⊥)ψ‖p + ψ‖n

where ψ
‖
1, . . . , ψ

‖
n are vectors arbitrarily chosen from G.

This construction will be generalized in Proposition 3.2, from which the proof of Proposi-

tion 3.1 can be easily read out. To rule out arbitrariness, we set ψ
‖
n = 0 for all n ≥ 1, which

is equivalent to absorbing those vectors into ψ0 and renormalizing.

The recursive expressions for the operators Λ(n) and Ξ(n,⊥) can be translated into recursive

expressions for En and ψn. The result is

En =
n−1∑
p=0

〈
T (n+2−p)P|α|≤aψ0, ψp

〉
ψn = (He)

−1
⊥

[
−QT (n+2)ψ0 +

n−1∑
p=1

(
En−pA2

e −QT (n+2−p))ψp] .
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Furthermore, we can easily obtain the following inequalities:

|En| ≤
n∑
l=1

∥∥T (l+2)P|j|≤a
∥∥ ‖ψn−l‖

‖ψn‖ ≤
n−1∑
l=1

|El| ‖ψn−l‖+
n∑
l=1

∥∥T (l+2)P|j|≤a+3(n−l)
∥∥ ‖ψn−l‖ .

By resorting to Lemma 2.3, we finally obtain

|En| ≤ C3

n∑
l=1

κ
l
2

[
(1 + a+ l)!

(1 + a)!

] 1
2

‖ψn−l‖

‖ψn‖ ≤
n−1∑
l=1

|El| ‖ψn−l‖+ C3

n∑
l=1

κ
l
2

[
(1 + a+ 3n− 2l)!

(1 + a+ 3n− 3l)!

] 1
2

‖ψn−l‖ .

As an immediate consequence, we have

Theorem 3.1 For each a ≥ 0, there is b > 0 so that

|En| ≤ κ3nbn[(1 + a+ n)!]
1
2

‖ψn‖ ≤ κ3nbn[(1 + a+ n)!]
1
2

for all n ≥ 1.

A proof of this theorem is in [27], where the somewhat simpler one-dimensional problem is

discussed. Alternatively, one can modify the proof of Theorem 3.2 below to get somewhat

tighter bounds.
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3.2 Degeneracy is removed.

Let us examine the case where the zeroth-order degeneracy is partially removed only at first

order.

First-order: Now the operator Λ(1) = PT (3)P has k ≥ 2 distinct eigenvalues λ1,1, . . . , λ1,k.

Let G1, . . . , Gk be the corresponding eigenspaces, and let P (1), . . . , P (k) be their orthogonal

projections. Set E1 = λ1,i. Then ψ0 must lie in Gi. As before, ψ⊥1 = Ξ(1,⊥)ψ0 with Ξ(1,⊥) :=

(He)
−1
⊥
(
−QT (3)

)
.

Second-order: Because of the choice for E1 we have

Heψ2 + T (3)ψ1 + T (4)ψ0 = E2A
2
eψ0 + λ1,iA

2
eψ1. (3.3)

Multiply (3.3) by P (j)

P (j)T (3)ψ1 + P (j)T (4)ψ0 = E2P
(j)ψ0 + λ1,iP

(j)ψ1. (3.4)

Note that P =
∑k

j=1 P
(j). Then, for any vector ψ, we have ψ‖ =

∑k
j=1 ψ

(j). On the other

hand,

P (j)T (3)ψ‖ =
k∑
l=1

P (j)PT (3)PP (l)ψ‖

=
k∑
l=1

P (j)Λ(1)P (l)ψ‖

=
k∑
l=1

λ1,lP
(j)P (l)ψ‖

= λ1,jψ
(j). (3.5)
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Therefore,
∑

l 6=i P
(i)T (3)ψ

(l)
n = 0. The identity (3.5) yields

P (j)T (3)ψ1 = P (j)T (3)ψ
‖
1 + P (j)T (3)ψ⊥1

= λ1,jψ
(j)
1 + P (j)T (3)ψ⊥1 . (3.6)

Now insert (3.6) into (3.4). For j = i we have

P (i)T (4)ψ0 + P (i)T (3)ψ⊥1 = E2ψ0.

Define

Λ(2,i) := P (i)
(
T (4) + T (3)Ξ(1,⊥)

)
P (i).

Then we obtain Λ(2,i)ψ0 = E2ψ0. By assumption Λ(2,i) has only one eigenvalue λ2,i. Therefore

E2 = λ2,i.

For j 6= i we have

P (j)T (4)ψ0 + P (j)T (3)ψ⊥1 + λ1,jψ
(j)
1 = λ1,iP

(j)ψ1

because P (j)ψ0 = 0 whenever j 6= i. Rearranging terms we finally obtain ψ
(j)
1 = Ξ(1,j)ψ0,

where we define

Ξ(1,j) := (λ1,i − λ1,j)
−1 P (j)

(
T (4) + T (3)Ξ(1,⊥)

)
P (i). (3.7)

So far no requirement is imposed to ψ
(i)
1 .

Now multiply (3.3) by Q,

Heψ
⊥
2 +QT (4)ψ0 +QT (3)ψ1 = λ1,iA

2
eψ
⊥
1 . (3.8)
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Since

QT (3)ψ1 = QT (3)ψ⊥1 +
∑
l 6=i

QT (3)ψ
(l)
1 +QT (3)ψ

(i)
1

= QT (3)Ξ(1,⊥)ψ0 +
∑
l 6=i

QT (3)Ξ(1,l)ψ0 +QT (3)ψ
(i)
1 ,

(3.8) yields

Heψ
⊥
2 = −QT (4)ψ0 + λ1,iA

2
eΞ

(1,⊥)ψ0

−QT (3)Ξ(1,⊥)ψ0 −
∑
l 6=i

QT (3)Ξ(1,l)ψ0 −QT (3)ψ
(i)
1 .

From there we obtain

ψ⊥2 = Ξ(2,⊥)ψ0 + Ξ(1,⊥)ψ
(i)
1

where

Ξ(2,⊥) := (He)
−1
⊥

[
λ1,iΞ

(1,⊥)A2
e −QT (3)

(
Ξ(1,⊥) +

∑
l 6=i

Ξ(1,l)

)
−QT (4)

]
.

Third-order:

Heψ3 + T (3)ψ2 + T (4)ψ1 + T (5)ψ0 = E3A
2
eψ0 + λ2,iA

2
eψ1 + λ1,iA

2
eψ2. (3.9)

Multiply by P (j), rearrange terms, and use (3.5) to obtain

E3P
(j)ψ0 = P (j)T (3)ψ2 + P (j)T (4)ψ1 + P (j)T (5)ψ0 − λ2,iψ

(j)
1 − λ1,iψ

(j)
2

= P (j)T (3)
(
ψ⊥2 + ψ

‖
2

)
+ P (j)T (4)

(
ψ⊥1 +

∑
l 6=i

ψ
(l)
1 + ψ

(i)
1

)
+P (j)T (5)ψ0 − λ2,iψ

(j)
1 − λ1,iψ

(j)
2

= P (j)T (3)ψ⊥2 + P (j)T (4)

(
ψ⊥1 +

∑
l 6=i

ψ
(i)
1 + ψ

(i)
1

)
+P (j)T (5)ψ0 − (λ1,i − λ1,j)ψ

(j)
2 − λ2,iψ

(j)
1 . (3.10)
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For j = i we have

E3ψ0 = P (i)T (3)Ξ(2,⊥)ψ0 + P (i)T (4)

(
Ξ(1,⊥) +

∑
l 6=i

Ξ(1,l)

)
ψ0 + P (i)T (5)ψ0

+P (i)T (3)Ξ(1,⊥)ψ
(i)
1 + P (i)T (4)ψ

(i)
1 − λ2,iψ

(i)
1 .

Let us note that

P (i)T (4)ψ(i) + P (i)T (3)Ξ(1,⊥)ψ(i) = Λ(2,i)ψ(i) = λ2,iψ
(i).

Thus we obtain E3ψ0 = Λ(3,i)ψ0, where

Λ(3,i) := P (i)

[
T (5) + T (4)

(
Ξ(1,⊥) +

∑
l 6=i

Ξ(1,l)

)
+ T (3)Ξ(2,⊥)

]
P (i).

By assumption Λ(3,i) has only one eigenvalue λ3,i so E3 = λ3,i.

Now for j 6= i we can rewrite (3.10) as

(λ1,i − λ1,j)ψ
(j)
2 = P (j)T (5)ψ0 + P (j)T (4)

(
Ξ(1,⊥) +

∑
l 6=i

Ξ(1,l)

)
ψ0

+P (j)T (3)Ξ(2,⊥)ψ0 − λ2,iΞ
(1,j)ψ0 + P (j)T (3)Ξ(1,⊥)ψ

(i)
1 + P (j)T (4)ψ

(i)
1 .

Now use (3.7) and define

Ξ(2,j) := (λ1,i − λ1,j)
−1 P (j)

[
T (5) + T (4)

(
Ξ(1,⊥) +

∑
l 6=i

Ξ(1,l)

)
+ T (3)Ξ(2,⊥) − λ2,iΞ

(1,j)

]
P (i)

to obtain

ψ
(j)
2 = Ξ(2,j)ψ0 + Ξ(1,j)ψ

(i)
1 .

The last step is to multiply (3.9) by Q,

Heψ
⊥
3 = Q

(
λ1,iA

2
e − T (3)

)
ψ2 +Q

(
λ2,iA

2
e − T (4)

)
ψ1 −QT (5)ψ0. (3.11)
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We have

Q
(
λ1,iA

2
e − T (3)

)
ψ2 = Q

(
λ1,iA

2
e − T (3)

)
ψ⊥2 + λ1,iA

2
eQψ

‖
2 −QT (3)

∑
l 6=i

ψ
(l)
2 −QT (3)ψ

(i)
2

= Q
(
λ1,iA

2
e − T (3)

)
Ξ(2,⊥)ψ0 +Q

(
λ1,iA

2
e − T (3)

)
Ξ(1,i)ψ

(i)
1

− QT (3)
∑
l 6=i

Ξ(2,l)ψ0 −QT (3)
∑
l 6=i

Ξ(1,l)ψ
(i)
1 −QT (3)ψ

(i)
2

= − QT (3)ψ
(i)
2 +Q

[(
λ1,iA

2
e − T (3)

)
Ξ(1,⊥) −

∑
l 6=i

T (3)Ξ(1,l)

]
ψ

(1)
1

+ Q

[(
λ1,iA

2
e − T (3)

)
Ξ(2,⊥) −

∑
l 6=i

T (3)Ξ(2,l)

]
ψ0, (3.12)

and similarly

Q
(
λ2,iA

2
e − T (4)

)
ψ1 = Q

[(
λ2,iA

2
e − T (4)

)
Ξ(1,⊥) −

∑
l 6=i

T (4)Ξ(1,l)

]
ψ0 −QT (4)ψ

(i)
1 . (3.13)

Insert (3.12) and (3.13) in (3.11) and multiply the whole equation by (He)
−1
⊥ to obtain

ψ⊥3 = Ξ(3,⊥)ψ0 + Ξ(2,⊥)ψ
(i)
1 + Ξ(1,⊥)ψ

(i)
2

with

Ξ(3,⊥) := (He)
−1
⊥
[(
λ1,iΞ

(2,⊥) + λ2,iΞ
(1,⊥)

)
A2
e −QT (5)

− QT (4)

(
Ξ(1,⊥) +

∑
l 6=i

Ξ(1,l)

)
−QT (5)

(
Ξ(2,⊥) +

∑
l 6=i

Ξ(2,l)

)]
.

As before, one can guess the solution for arbitrary n. Let us summarize hypotheses and

results:

Proposition 3.2 Define

Λ(1) := PT (3)P
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Ξ(1,⊥) := −(He)
−1
⊥ QT

(3).

Suppose that Λ(1) has k distinct eigenvalues λ1,1, . . . , λ1,k with eigenspaces G1, . . . , Gk. Let

P (1), . . . , P (k) be the associated projection operators. Given 1 ≤ i ≤ k and j 6= i, set

Λ(2,i) := P (i)
(
T (4) + T (3)Ξ(1,⊥)

)
P (i)

Ξ(1,j) := (λ1,i − λ1,j)
−1P (j)

(
T (4) + T (3)Ξ(1,⊥)

)
P (i)

Ξ(2,⊥) := (He)
−1
⊥

[
λ1,iΞ

(1,⊥)A2
e −QT (4) −QT (3)

(
Ξ(1,⊥) +

∑
l 6=i

Ξ(1,l)

)]
.

And then recursively define

Λ(n,i) := P (i)

(
T (n+2) +

n−1∑
s=1

T (n+2−s)Ξ(s,⊥) +
n−2∑
s=1

∑
l 6=i

T (n+2−s)Ξ(s,l)

)
P (i)

Ξ(n−1,j) := (λ1,i − λ1,j)
−1P (j)

(
T (n+2) +

n−1∑
s=1

T (n+2−s)Ξ(s,⊥)

+
n−2∑
s=1

∑
l 6=i

T (n+2−s)Ξ(s,l) −
n−1∑
s=2

λs,iΞ
(n−s,j)

)
P (i)

Ξ(n,⊥) := (He)
−1
⊥

[
n−1∑
s=1

λs,iΞ
(n−s,⊥)A2

e −QT (n+2) −
n−1∑
s=1

QT (s+2)

(
Ξ(n−s,⊥) +

∑
l 6=i

Ξ(n−s,l)

)]

where λs,i is, by assumption, the unique eigenvalue of Λ(s,i) when s ≥ 2.

Let En, ψn be the R-S coefficients. Then E1 has to be equal to one of the eigenvalues of Λ(1),

let us say E1 = λ1,i. Consequently, ψ0 ∈ Gi and

En = λn,i, (3.14)

ψ
(j)
n−1 = Ξ(n−1,j)ψ0 +

n−1∑
s=1

Ξ(n−s−1,j)ψ(i)
s (3.15)

ψ⊥n = Ξ(n,⊥)ψ0 +
n−1∑
s=1

Ξ(n−s,⊥)ψ(i)
s (3.16)
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ψn = ψ⊥n +
∑
j 6=i

ψ(j)
n + ψ(i)

n .

The vectors ψ
(i)
1 , . . . , ψ

(i)
n are arbitrarily chosen from Gi.

Proof. Use mathematical induction. Because of the discussion above, we only have to prove

the inductive step. Thus, let us assume that Em, ψ
(j)
m−1 and ψ⊥m are given by (3.14)–(3.16),

for m = 2, . . . , n . Let us compute En+1, ψ
(j)
n and ψ⊥n+1. The (n+ 1)-st order equation is

Heψn+1 +
n∑
p=0

T (n+3−p)ψp =
n∑
s=0

En+1−sA
2
eψs. (3.17)

We have

n∑
p=0

T (n+3−p)ψp = T (n+3)ψ0 +
n∑
p=1

T (n+3−p)ψ⊥p +
n∑
p=1

T (n+3−p)
∑
l 6=i

ψ(l)
p +

n∑
p=1

T (n+3−p)ψ(i)
p

= T (n+3)ψ0 + T (n+2)Ξ(1,⊥)ψ0 +
n∑
p=2

T (n+3−p)

(
Ξ(p,⊥)ψ0 +

p−1∑
s=1

Ξ(p−s,⊥)ψ(i)
s

)

+
∑
l 6=i

T (n+2)Ξ(1,l)ψ0 +
n−1∑
p=2

∑
l 6=i

T (n+3−p)

(
Ξ(p,l)ψ0 +

p−1∑
s=1

Ξ(p−s,l)ψ(i)
s

)

+
∑
l 6=i

T (3)ψ(l)
n +

n∑
p=1

T (n+3−p)ψ(i)
p

=

(
T (n+3) +

n∑
p=1

T (n+3−p)Ξ(p,⊥) +
n−1∑
p=1

∑
l 6=i

T (n+3−p)Ξ(p,l)

)
ψ0

+
n−1∑
s=1

n∑
p=s+1

T (n+3−p)Ξ(p−s,⊥)ψ(i)
s +

n−2∑
s=1

n−1∑
p=s+1

∑
l 6=i

T (n+3−p)Ξ(p−s,l)ψ(i)
s

+
∑
l 6=i

T (3)ψ(l)
n +

n∑
s=1

T (n+3−s)ψ(i)
s

=

(
T (n+3) +

n∑
p=1

T (n+3−p)Ξ(p,⊥) +
n−1∑
p=1

∑
l 6=i

T (n+3−p)Ξ(p,l)

)
ψ0

+
n−1∑
s=1

n−s∑
m=1

T (n+3−s−m)Ξ(m,⊥)ψ(i)
s +

n−2∑
s=1

n−1−s∑
m=1

∑
l 6=i

T (n+3−s−m)Ξ(m,l)ψ(i)
s
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+
∑
l 6=i

T (3)ψ(l)
n +

n∑
s=1

T (n+3−s)ψ(i)
s

where we use that
∑r

p=1

∑p−1
s=1 Fsp =

∑r−1
s=1

∑r
p=s+1 Fsp and then we change index p → m =

p− s.

Let us multiply (3.17) by P (i). Since P (i)He = 0 and P (i)A2
e = A2

eP
(i) = P (i), we obtain

n∑
p=0

P (i)T (n+3−p)ψp = En+1ψ0 +
n∑
s=1

λn+1−s,iψ
(i)
s . (3.18)

The left-hand side can be written as

n∑
p=0

P (i)T (n+3−p)ψp = P (i)

(
T (n+3) +

n∑
p=1

T (n+3−p)Ξ(p,⊥) +
n−1∑
p=1

∑
l 6=i

T (n+3−p)Ξ(p,l)

)
ψ0

+
n−2∑
s=1

P (i)

(
T (n+3−s) +

n−s∑
m=1

T (n+3−s−m)Ξ(m,⊥)

+
n−1−s∑
m=1

∑
l 6=i

T (n+3−s−m)Ξ(m,l)

)
ψ(i)
s

+ P (i)
(
T (3)Ξ(1,⊥) + T (4)

)
ψ

(i)
n−1 +

∑
l 6=i

P (i)T (3)ψ(l)
n + P (i)T (3)ψ(i)

n .

By the argument that leads to (3.5), we know that
∑

l 6=i P
(i)T (3)ψ

(l)
n = 0. Also ψ

(i)
s = P (i)ψ

(i)
s .

Then
n∑
p=0

P (i)T (n+3−p)ψp = Λ(n+1,i)ψ0 +
n∑
s=1

Λ(n+1−s,i)ψ(i)
s . (3.19)

Inserting (3.19) into (3.18) we conclude

Λ(n+1,i)ψ0 = En+1ψ0.

Now let us multiply (3.17) by P (j) for j 6= i. Since P (j)ψ0 = 0, we have

λ1,iψ
(j)
n =

n∑
p=0

P (j)T (n+3−p)ψp −
n−1∑
s=1

λn+1−s,iψ
(j)
s . (3.20)
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The right-hand side can be manipulated in the same way as before. The result is

n∑
p=0

P (i)T (n+3−p)ψp −
n−1∑
s=1

λn+1−s,iψ
(j)
s

= (λ1,i − λ1,j)Ξ
(n,j)ψ0 +

n−1∑
s=1

(λ1,i − λ1,j)Ξ
(n−s,j)ψ(i)

s +
k∑
l=1

P (j)T (3)ψ(l)
n .

As proven in (3.5), the last term above is equal to λ1,jψ
(j)
n . Thus (3.20) leads to

ψ(j)
n = Ξ(n,j)ψ0 +

n−1∑
s=1

Ξ(n−s,j)ψ(i)
s .

Finally, multiply (3.17) by Q,

Heψ
⊥
n+1 =

n∑
p=1

λn+1−p,iA
2
eψ
⊥
p −

n∑
p=0

QT (n+3−p)ψp. (3.21)

For the first term we have

n∑
p=1

λn+1−p,iA
2
eψ
⊥
p =

n∑
s=1

λn+1−s,iA
2
eΞ

(s,⊥)ψ0 +
n∑
p=2

p−1∑
s=1

λn+1−p,iA
2
eΞ

(p−s,⊥)ψ(i)
s

=
n∑
s=1

λn+1−s,iA
2
eΞ

(s,⊥)ψ0 +
n−1∑
s=1

n−s∑
m=1

λn+1−s−m,iA
2
eΞ

(m,⊥)ψ(i)
s ,

and for the second one

n∑
p=0

QT (n+3−p)ψp = Q

(
T (n+3) +

n∑
p=1

T (n+3−p)Ξ(p,⊥) +
n−1∑
p=1

∑
l 6=i

T (n+3−p)Ξ(p,l)

)
ψ0

+
n−2∑
s=1

Q

(
T (n+3−s) +

n−s∑
m=1

T (n+3−s−m)Ξ(m,⊥)

+
n−1−s∑
m=1

∑
l 6=i

T (n+3−s−m)Ξ(m,l)

)
ψ(i)
s

+ Q
(
T (3)Ξ(1,⊥) + T (4)

)
ψ

(i)
n−1 +

∑
l 6=i

QT (3)ψ(l)
n +QT (3)ψ(i)

n .
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Then insert these expressions into (3.21). After multiplying the whole equation by (He)
−1
⊥

we obtain the desired result. 2

As before, we set ψ
(i)
n = 0 for all n = 1, 2, . . .. Consequently, ψn will be orthogonal to ψ0 and

ψn =

(
Ξ(n,⊥) +

∑
l 6=i

Ξ(n,l)

)
ψ0.

The following expressions will be useful later:

Λ(n,i)ψ0 = P (i)T (n+2)ψ0 +
n−2∑
s=1

P (i)T (n+2−s)ψs + P (i)T (3)ψ⊥n−1 (3.22)

ψ⊥n = (He)
−1
⊥

[
n−1∑
s=1

EsA2
eψ
⊥
n−s −QT (n+2)ψ0 −

n−1∑
s=1

QT (s+2)ψn−s

]
(3.23)

ψ
(j)
n−1 = (λ1,i − λ1,j)

−1

(
P (j)T (n+2)ψ0 +

n−2∑
s=1

P (j)T (n+2−s)ψs

+ P (j)T (3)P|j|≤a+3(n−1)ψ
⊥
n−1 −

n−1∑
s=2

Esψ(j)
n−s

)
. (3.24)

Next, let us estimate the growth of these coefficients. Since Enψ0 = Λ(n,i)ψ0,

|En| =
∣∣〈ψ0,Λ

(n,i)ψ0

〉∣∣
≤

∣∣〈ψ0, P
(i)T (n+2)ψ0

〉∣∣+
n−2∑
s=1

∣∣〈ψ0, P
(i)T (n+2−s)ψs

〉∣∣+
∣∣〈ψ0, P

(i)T (3)ψ⊥n−1

〉∣∣
≤

∥∥T (n+2)P|α|≤a
∥∥+

n−2∑
s=1

∣∣〈T (n+2−s)ψ0, ψs
〉∣∣+

∣∣〈T (3)ψ0, ψ
⊥
n−1

〉∣∣
≤

∥∥T (n+2)P|α|≤a
∥∥+

n−2∑
s=1

∥∥T (n+2−s)P|α|≤a
∥∥ ‖ψs‖+

∥∥T (3)P|α|≤a
∥∥ ‖ψ⊥n−1‖

=
n∑
s=2

∥∥T (s+2)P|α|≤a
∥∥ ‖ψn−s‖+

∥∥T (3)P|α|≤a
∥∥ ‖ψ⊥n−1‖. (3.25)

This calculation follows from (3.22), the self-adjointness of T (l), and Lemma 2.1.
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From the definition of He, it is straightforward to see that ‖(He)
−1
⊥ ‖ = 1. Also, ‖Ae‖ = 1.

Thus, from (3.23) we have

∥∥ψ⊥n ∥∥ ≤ n−1∑
s=1

|Es|
∥∥ψ⊥n−s∥∥+

∥∥T (n+2)P|α|≤a
∥∥ ‖ψ0‖+

n−1∑
s=1

∥∥T (s+2)P|α|≤a+3(n−s)
∥∥ ‖ψn−s‖

=
n−1∑
s=1

|Es|
∥∥ψ⊥n−s∥∥+

n∑
s=1

∥∥T (s+2)P|α|≤a+3(n−s)
∥∥ ‖ψn−s‖ . (3.26)

Finally let us consider (3.24)

∥∥∥ψ(j)
n−1

∥∥∥ ≤ |λ1,i − λ1,j|−1

(∥∥T (n+2)P|α|≤a
∥∥ ‖ψ0‖+

n−2∑
s=1

∥∥P (j)T (n+2−s)∥∥ ‖ψs‖
+
∥∥P (j)T (3)

∥∥∥∥ψ⊥n−1

∥∥+
n−1∑
s=2

|Es|
∥∥∥ψ(j)

n−s

∥∥∥) .
Set C7 := minj 6=i |λ1,i − λ1,j|−1. Also, let us notice that

∥∥P (j)T (n+2−s)
∥∥ =

∥∥T (n+2−s)P (j)
∥∥ =∥∥T (n+2−s)P|α|≤aP

(j)
∥∥ ≤ ∥∥T (n+2−s)P|α|≤a

∥∥. Thus,

∥∥∥ψ(j)
n−1

∥∥∥ ≤ C7

n−1∑
s=2

|Es|
∥∥∥ψ(j)

n−s

∥∥∥+ C7

n∑
s=2

∥∥T (s+2)P|α|≤a
∥∥ ‖ψn−s‖+ C7

∥∥T (3)P|α|≤a
∥∥∥∥ψ⊥n−1

∥∥ .
(3.27)

These inequalities will allow us to obtain upper bounds for the growth of R-S coefficients.

In the following theorem we make use of the Lemmas 2.3 and 2.5.

Theorem 3.2 Let k be the number of subspaces as defined in Proposition 3.2. Define b1 :=

C3

[
kC6 + (2 + a)

1
2

]
, b2 := 8C7

[
b1C4 + C3(2 + a)

1
2 + kC3C6

]
and b3 := b1C4 + C3C5[1 +

b2(k − 1)]. Then for any b ≥ max{b1, b2, b3, 1} and for n = 1, 2, . . .,

|En| ≤ b1κ
3nbn−2 [(a+ n)!]

1
2 (3.28)

∥∥∥ψ(l)
n−1

∥∥∥ ≤ b2κ
3(n−1)bn−2 [(a+ n)!]

1
2 (3.29)
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∥∥ψ⊥n ∥∥ ≤ b3κ
3nbn−2 [(1 + a+ n)!]

1
2 . (3.30)

Proof. Assume the estimates are true for s = 1, . . . , n− 1. This implies that

‖ψs‖ ≤ [b3 + b2(k − 1)]κ3sbs−1[(1 + a+ s)!]
1
2 ≤ κ3skbs[(1 + a+ s)!]

1
2 (3.31)

for s ≤ n − 2. We shall use the second inequality in (3.31) to prove (3.28) and (3.29), and

the first one to prove (3.30).

Let us start showing (3.28). Applying Lemmas 2.3 and 2.5, statement 2, we obtain

n∑
s=2

∥∥T (s+2)P|α|≤a
∥∥ ‖ψn−s‖ ≤ C3k

n∑
s=2

κ
s
2

[
(1 + a+ s)!

(1 + a)!

] 1
2

κ3(n−s)bn−s[(1 + a+ n− s)!]
1
2

≤ C3kκ
3nbn−2[(a+n)!]

1
2

n∑
s=2

κ−
5s
2

[
(1+a+s)!(1+a+n−s)!

(1+a)!(a+n)!

] 1
2

≤ kC3C6κ
3nbn−2[(a+ n)!]

1
2 .

Thus, (3.25) yields

|En| ≤ kC3C6κ
3nbn−2[(a+ n)!]

1
2 + C3κ

3(n−1)b3b
n−3κ

1
2 (2 + a)

1
2 [(a+ n)!]

1
2

≤ kC3C6κ
3nbn−2[(a+ n)!]

1
2 + C3(2 + a)

1
2κ3nbn−2[(a+ n)!]

1
2

≤ b1κ
3nbn−2[(a+ n)!]

1
2

which completes the proof of (3.28).

To prove (3.29) we start from (3.27) and proceed in the same fashion

∥∥∥ψ(j)
n−1

∥∥∥ ≤ C7κ
3nb1b2b

n−3

n−1∑
s=2

[(a+s)!(1 + a+ n− s)!]
1
2 + C3C7κ

3nb3b
n−3(2 + a)

1
2 [(a+ n)!]

1
2
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+ C3C7kκ
3nbn−2

n∑
s=2

κ−
5s
2

[
(1 + a+ s)!(1 + a+ n− s)!

(1 + a)!

] 1
2

≤ C7b1κ
3nbn−2[(a+ n)!]

1
2

n−2∑
m=1

[
(1 + a+m)!(a+ n−m)!

(a+ n)!

] 1
2

+ C3C7(2 + a)
1
2κ3nbn−2[(a+ n)!]

1
2

+ C3C7kκ
3nbn−2[(a+ n)!]

1
2

n∑
s=2

κ−
5s
2

[
(1 + a+ s)!(1 + a+ n− s)!

(1 + a)!(a+ n)!

] 1
2

where we have changed index s→ m = s− 1 in the first term. From this and statements 1

and 3 of Lemma 2.5, we obtain

∥∥∥ψ(j)
n−1

∥∥∥ ≤ 8C7

[
b1C4 + C3(2 + a)

1
2 + kC3C6

]
κ3(n−1)bn−2[(a+ n)!]

1
2

= b2κ
3(n−1)bn−2[(a+ n)!]

1
2

so (3.29) is done. Consequently, (3.31) must be valid for s = n− 1.

Finally let us show (3.30). Note that the first term of (3.26) is bounded like the first term

of (3.27). Applying statement 2 of Lemma 2.5, it follows that

∥∥ψ⊥n ∥∥ ≤ b1b3κ
3nbn−3C6[(a+ n)!]

1
2

+ C3[1+b2(k−1)]κ3nbn−2[(1+a+n)!]
1
2

n∑
s=1

κ−
5s
2

[
(1+a+3n−2s)!(1+a+n−s)!

(1+a+3n−3s)!(1+a+n)!

] 1
2

≤ b1C6κ
3nbn−2[(1 + a+ n)!]

1
2 + C3[1 + b2(k − 1)]C5κ

3nbn−2[(1 + a+ n)!]
1
2

= b3κ
3nbn−2[(1 + a+ n)!]

1
2 2

Corollary 3.1

|En| ≤ κ3nbn−1 [(a+ n)!]
1
2
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‖ψn‖ ≤ κ3nkbn [(1 + a+ n)!]
1
2 .

For the case where degeneracy is partly broken only up to second order, one needs to define

certain operators Λ(n,i1,i2), Ξ(n−2,i1,i2), Ξ(n,⊥) for n ≥ 3, in addition to those already defined in

the last subsection. Now ψ0 would be required to lie in a certain subspace Gi1,12 ∈ Gi1 ∈ G,

and one would be able to determine ψn module an arbitrary component in Gi1,12 . This

scheme may be extended to the general case. But the complexity of the set of equations

that recursively defines those operators rapidly becomes wild. For that reason, we do not go

further. We assume instead that, in general,

|En| ≤ κ3nbn+w [(1 + a+ n)!]
1
2

‖ψn‖ ≤ κ3nbn+w [(1 + a+ n)!]
1
2

for some positive integer w, which may depend on where degeneracy splits.



Chapter 4

The main estimate

The upper bounds for |En| and ‖ψn‖ will allow us to estimate the error made in the

Schrödinger equation when truncated series are inserted on it. Here we basically follow

the technique developed by Hagedorn and Joye in [8]. Concretely, for N ≥ 1 define

EN := e+
N−1∑
n=1

~

n
2 En ΨN(x) := ψ0(x) +

N−1∑
n=1

~

n
2ψn(x).

These are the truncations at order N of the R-S series. We define

ξN(x) := Ae [H0 +W (~;x)− EN ]AeΨN(x)

=

[
He + AeW (~;x)Ae −

N−1∑
j=1

~

j
2EjA2

e

]
N−1∑
m=0

~

m
2 ψm(x). (4.1)

We call ξN(x) the two-side error function since it is the difference between both sides of the

Schrödinger equation when exact eigenvalues and eigenfunctions are replaced by truncated

series. It can be portrayed in a more suitable way through a number of cancellations. The

41
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calculation is outlined in the Appendix. The result is

ξN(x) =
N−1∑
n=0

~

n
2AeW

[N−n+1](~;x)Aeψn(x)−
2N−2∑
n=N

~

n
2

N−1∑
j=n−N+1

EjA2
eψm−j(x).

Here W [j](~;x) is the tail of the Taylor series of V (~;x):

W [j](~;x) = V (~;x)−
j∑
l=2

~

l−2
2

∑
|α|=l

DαV (0)

α!
xα = ~

j−1
2

∑
|α|=j+1

DαV (ζj)

α!
xα

where ζj = ζj(x) = Θjx with Θj ∈ (0, 1), as the Taylor theorem states. So we have

ξN(x) = ~
N
2

N−1∑
n=0

∑
|α|=N−n+2

DαV (ζn)

α!
Aex

αAeψn(x)−
2N−2∑
n=N

~

n
2

N−1∑
l=n−N+1

ElA2
eψn−l(x). (4.2)

Our main result in the next chapter relies on an upper bound of the L2-norm of (H −

EN)AeψN = A−1
e ξN . Note that, for each N ≥ 2, ξN is in the domain of the unbounded

operator A−1
e . This estimate on the two-side error function is stated as follows:

Theorem 4.1 There are positive constants A, B and N0 so that

∥∥A−1
e ξN(x)

∥∥ ≤ 2N∑
n=N

ABN
~

N
2 [(2 + a+ n)!]

1
2

whenever N0 ≤ N and ~ ≤ 1.

To estimate the norm of A−1
e ξN , we first set a suitable closed region around the bottom of the

potential well. Then we compute that norm inside and outside of that region. Most of the

work is involved in the outside estimate, which requires control on the growth of derivatives

of V (x) far away from the minimum of V (x). For that reason we shall summarize it as a

separate lemma. Here the hypothesis H5 becomes crucial.
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For R > 0, let us define

χR(x) =


1 if

∑d
i ωix

2
i ≤ R2

0 otherwise.

Lemma 4.1 Set R =
√

6N + 2a+ d− 4. Given a multi-index α, with |α| ≥ 2, and n =

0, . . . , N − 1, there exists certain constants C8 and C9 such that∥∥∥∥δ|α|α!
DαV (ζn)xα

′
(1−χR)P|β|≤a+3n+1

∥∥∥∥ ≤ C8C
3n+2+a

2
9

(3n+a+d)
d−1

2(
1− τ

ω0

) |α|
2

[
(3n+|α|+Jd/2K+a)!

(3n+ a)!

] 1
2

where |α′| = |α| − 1, ω0 = min{ω1, . . . , ωd}, and JJK stands for the largest integer less than

or equal to J .

Proof. Since |ζn| ≤ |x|, the first part of Lemma 2.3 implies

δ|α|

α!
|DαV (ζn)| ≤ C0 exp

(
2τx2

)
. (4.3)

Let us consider an eigenfunction Φβ(x) of H0. We have∥∥∥∥δ|α|α!
DαV (ζ)xα

′
(1− χR) Φβ(x)

∥∥∥∥2

=

∫
Rd

∣∣∣∣δ|α|α!
DαV (ζ)

∣∣∣∣2 x2α′ |Φβ(x)|2 [1− χR(x)] ddx

≤ C2
0

∫
Rd

e4τx2

x2α′ |Φβ(x)|2 [1− χR(x)] ddx

where we have dropped the index n in ζn. Now change variables xi → yi =
√
ωixi to get∥∥∥∥δ|α|α!

DαV (ζ)xα
′
(1−χR) Φβ(x)

∥∥∥∥2

≤ C2
0

(
d∏
i=1

ω
−α′i−

1
2

i

)∫
Rd

e
∑
i 4 τ

ωi
y2
i y2α′ |Φβ(y)|2 [1−χR(y)] ddy

≤ C2
0

(
d∏
i=1

ω
−α′i−

1
2

i

)∫
Rd

e
4 τ
ω0
y2

y2α′ |Φβ(y)|2 [1− χR(y)] ddy
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= D2
1

∥∥∥e2 τ
ω0
y2

yα
′
(1− χR) Φβ(y)

∥∥∥2

(4.4)

where D1 is defined in the obvious way. In the new variables

χR(y) =


1 if y2 ≤ R2

0 otherwise.

Using the new variables in (2.4), we see that Φβ(y) is an eigenfunction of the normalized

harmonic oscillator operator

H ′0 = −1

2
∆y +

1

2
y2

with energy eβ = |β|+ d/2. For d ≥ 2 this operator is equal to

H ′0 =
1

2

(
− ∂2

∂r2
− d− 1

r

∂

∂r
+
L2

r2
+ r2

)

in spherical coordinates, where L2 is the angular momentum operator defined on Sd−1. The

eigenvalues now read e = 2n+ q + d/2 and the eigenfunctions are

Ψk,q,ν(r, ω) =

[
2k!

Γ
(
k + q + d

2

)] 1
2

rqL
q+ d

2
−1

k

(
r2
)

exp

(
−r

2

2

)
Yq,ν(ω).

Here Yq,ν(ω) are the normalized eigenfunctions of L2, with quantum numbers q, ν. For each

q = 0, 1, . . . there are νq values of ν. Although the explicit formula for νq is rather clumsy,

there is a simple bound for it, namely νq ≤ Cde
µdq. This bound suffices for the purpose of

our proof. Ljk(x) denotes the Laguerre polynomial. By Lemma 6.2 of [8], this polynomial

satisfies
∣∣∣Lq+ d

2
−1

k (x)
∣∣∣ ≤ xk

k!
for all x > 4k + 2q + d. Finally, by equating the expressions for

the energy, we obtain |β| = 2k + q.
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Now Φβ(y) is certain linear combination of Ψk,q,ν(r, ω),

Φβ(y) =
∑
k,q,ν:

2k+q=|β|

ck,q,νΨk,q,ν(r, ω)

with
∑
|ck,q,ν |2 = 1. From (4.4), it follows that

∥∥∥∥δ|α|α!
DαV (ζ)xα

′
(1− χR) Φβ(x)

∥∥∥∥
≤ D1

∥∥∥∥∥∥∥∥∥
∑
k,q,ν:

2k+q=|β|

ck,q,νe
2 τ
ω0
y2

yα
′
(1− χR) Ψk,q,ν(y)

∥∥∥∥∥∥∥∥∥
≤ D1

∑
k,q,ν:

2k+q=|β|

|ck,q,ν |
∥∥∥e2 τ

ω0
y2

yα
′
(1− χR) Ψk,q,ν(y)

∥∥∥

≤ D1

 ∑
k,q,ν:

2k+q=|β|

|ck,q,ν |2


1
2
 ∑

k,q,ν:
2k+q=|β|

∥∥∥e2 τ
ω0
y2

yα
′
(1− χR) Ψk,q,ν(y)

∥∥∥2


1
2

where we have used the Minkowski inequality followed by the Hölder inequality, along with

some notational abuse. Therefore,

∥∥∥∥δ|α|α!
DαV (ζ)xα

′
(1− χR) Φβ(x)

∥∥∥∥2

≤ D2
1

∑
k,q,ν:

2k+q=|β|

∥∥∥e2 τ
ω0
y2

yα
′
(1− χR) Ψk,q,ν(y)

∥∥∥2

≤ D2
1

∑
k,q,ν:

2k+q=|β|

2k!Ad−1

Γ
(
k + q + d

2

) ∫ ∞
R

e
−
(

1− 4τ
ω0

)
r2

r2(|α|−1+q)
∣∣∣Lq+ d

2
−1

k

(
r2
)∣∣∣2 rd−1dr
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where Ad−1 is the area of the (d − 1) dimensional unit sphere. We also have used that

y2|α′| ≤ r2|α′| = r2(|α|−1). Since R ≥
√

2|α|+ d, Lemma 6.2 of [8] applies so∥∥∥∥δ|α|α!
DαV (ζ)xα

′
(1− χR) Φβ(x)

∥∥∥∥2

≤ D2
1

∑
k,q,ν:

2k+q=|β|

2Ad−1

k!Γ
(
k + q + d

2

) ∫ ∞
R

e
−
(

1− 4τ
ω0

)
r2

r2|α|+2q+4k+d−3dr

= D2
1

∑
k,q,ν:

2k+q=|β|

2Ad−1

k!Γ
(
k + q + d

2

) Γ
(
|α|+ q + 2k + d

2
− 1
)

2
(

1− 4τ
ω0

)|α|+q+2k+ d
2
−1

= D2
1Ad−1

Γ
(
|α|+ |β|+ d

2
− 1
)(

1− 4τ
ω0

)|α|+|β|+ d
2
−1

∑
k,q:

2k+q=|β|

νq

k!Γ
(
k + q + d

2

)

= D2
1Ad−1

Γ
(
|α|+ |β|+ d

2
− 1
)(

1− 4τ
ω0

)|α|+|β|+ d
2
−1

J |β|2 K∑
k=0

ν|β|−2k

k!Γ
(
|β| − k + d

2

)

≤ D2
1Ad−1Cde

µd|β|Γ
(
|α|+ |β|+ d

2
− 1
)(

1− 4τ
ω0

)|α|+|β|+ d
2
−1

J |β|2 K∑
k=0

e−2µdk

k!Γ
(
|β| − k + d

2

) . (4.5)

For |β| ≥ 1, |β| − k + d/2 ≥ 1 + d/2 ≥ 2 for all 0 ≤ k ≤
r
|β|
2

z
. Since Γ(x) is an increasing

function for x ≥ 2, we have

J |β|2 K∑
k=0

e−2µdk

k!Γ
(
|β| − k − d

2

) ≤ J |β|2 K∑
k=0

1

k!(|β| − k)!
≤ 1

|β|!

|β|∑
k=0

 |β|
k

 =
1

|β|!
2|β|

For |β| = 0, the sum above is smaller than 2/
√
π. Therefore

J |β|2 K∑
k=0

e−2µdk

k!Γ
(
|β| − k − d

2

) ≤ 2√
π|β|!

2|β|

for all |β| ≥ 0. Thus (4.5) becomes∥∥∥∥δ|α|α!
DαV (ζ)xα

′
(1− χR) Φβ(x)

∥∥∥∥2

≤ D2
22|β|eµd|β|

Γ
(
|α|+ |β|+ d

2
− 1
)

|β|!
(

1− 4τ
ω0

)|α|+|β|+ d
2
−1
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with D2
2 := 2D2

1Ad−1Cdπ
− 1

2 .

Now consider any ϕ ∈ Ran
(
P|β|≤3n+a+1

)
so ϕ =

∑
|β|≤3n+a+1 cβΦβ(x). Then the Hölder

inequality implies that∥∥∥∥δ|α|α!
DαV (ζ)xα

′
(1−χR)P|β|≤a+3n+1ϕ

∥∥∥∥2

≤ ‖ϕ‖2
∑

|β|≤3n+a+1

∥∥∥∥δ|α|α!
DαV (ζ)xα

′
(1− χR) Φβ(x)

∥∥∥∥2

.

Therefore∥∥∥∥δ|α|α!
DαV (ζ)xα

′
(1− χR)P|β|≤a+3n+1

∥∥∥∥2

≤ D2
2

23n+a+1eµd(3n+a+1)(
1− 4τ

ω0

)3n+|α|+a+ d
2

∑
|β|≤3n+a+1

Γ
(
|α|+ |β|+ d

2
− 1
)

|β|!

≤ D2
2

23n+a+1eµd(3n+a+1)(
1− 4τ

ω0

)3n+|α|+a+ d
2

∑
|β|≤3n+a+1

(|α|+ |β|+ Jd/2K− 1)!

|β|!

where we use that 0 < (1− 4τ/ω0) < 1. The terms under the summation sign are increasing

in |β|. Also,

∑
|β|≤3n+a+1

1 =
3n+a+1∑
s=0

#{β : |β| = s}

=
3n+a+1∑
s=0

(s+ d− 1)!

s!(d− 1)!

≤
3n+a+1∑
s=0

(s+ d− 1)d−1

(d− 1)!

≤ (3n+ a+ d)d−1

(d− 1)!
(3n+ a+ 2),

and moreover, (3n+ 2 + a)/(3n+ 1 + a) ≤ 2. Thus,∥∥∥∥δ|α|α!
DαV (ζ)xα

′
(1− χR)P|β|≤a+3n+1

∥∥∥∥2

≤ D2
2

23n+a+2eµd(3n+a+1)(
1− 4τ

ω0

)3n+|α|+a+ d
2

(3n+ a+ d)d−1 (3n+ |α|+ Jd/2K + a)!

(3n+ a)!
.
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Now define C8 := D2e
−µd/2(1− 4τ/ω0)1−d/4 and C9 := [2eµd/(1− 4τ/ω0)]1/2. 2

Remark The argument above, as given, does not consider the one-dimensional case. In

that case, however, the proof simplifies considerably. Refer to [27] for a detailed discussion.

Proof of Theorem 4.1. Recall that we assume that δ ≤ 1. We already know, from

Theorem 3.2, that b ≥ 1. From the proof of Lemma 2.3, we also know that ‖xiAe‖ ≤ γ.

Now, from (4.2), it follows that

∥∥A−1
e ξN(x)

∥∥ ≤ ~

N
2

N−1∑
n=0

∑
|α|=N−n+2

∥∥∥∥DαV (ζn)

α!
(1− χR(x))xαAeψn(x)

∥∥∥∥
+ ~

N
2

N−1∑
n=0

∑
|α|=N−n+2

∥∥∥∥DαV (ζn)

α!
χR(x)xαAeψn(x)

∥∥∥∥
+

2N−2∑
n=N

~

n
2

N−1∑
l=n−N+1

‖ElAeψn−l(x)‖

≤ ~

N
2

N−1∑
n=0

∑
|α|=N−n+2

∥∥∥∥DαV (ζn)

α!
(1− χR(x))xα

′
P|β|≤3n+a+1

∥∥∥∥ ‖xiAe‖ ‖ψn(x)‖

+ ~
N
2

N−1∑
n=0

∑
|α|=N−n+2

∥∥∥∥DαV (ζn)

α!
χR(x)xα

′
P|β|≤3n+a+1

∥∥∥∥ ‖xiAe‖ ‖ψn(x)‖

+
2N−2∑
n=N

~

n
2

N−1∑
l=n−N+1

|El| ‖ψn−l(x)‖ (4.6)

where we split xα into xα
′
xi, which is possible for some coordinate xi because |α| ≥ 2.

Then |α′| = |α| − 1. Let us estimate each term on the right hand side of (4.6) individually.

Applying Lemma 4.1 and the estimates for ‖xαAe‖ and ‖ψn‖, we obtain

1st term ≤ ~

N
2

N−1∑
n=0

∑
|α|=N+2−n

δ|α|C8C
3n+a+2

2
9

(
1− 4τ

ω0

)− |α|
2

(3n+ a+ d)
d−1

2

×
[

(3n+ |α|+ Jd/2K + a)!

(3n+ a)!

] 1
2

γκ3nbn+w[(1 + a+ n)!]
1
2
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≤ C8γ~
N
2 bN+wδ−(N+2)C

3N+a+d+1
2

9

(
1− 4τ

ω0

)−N+2
2

(3N + a+ d− 3)
d−1

2

×
N−1∑
n=0

κ3n

[
(2n+N + Jd/2K + a+ 2)!(n+ a+ 1)!

(3n+ a)!

] 1
2 ∑
|α|=N+2−n

1.

From the proof of Lemma 2.2, we know that
∑
|α|=N+2−n 1 ≤ [(d− 1)!]−1(N + d+ 1)d−1. Let

us define A1 := γδ−2bwC8C
(a+d+1)/2
9 [(d−1)!(1−4τ/ω0)]−1 and B1 := δ−1C

3/2
9 b(1−4τ/ω0)−1.

Then

1st term ≤ A1B
N
1 ~

N
2 (N + d+ 1)d−1(3N + a+ d− 3)

d−1
2

×
N−1∑
n=0

κ3n

[
(2n+N + Jd/2K + a+ 2)!(n+ a+ 1)!

(3n+ a)!

] 1
2

.

Note that (2n+N + Jd/2K+ a+ 2)! ≤ (2n+N + a+ 2)!(2n+N + Jd/2K+ a+ 2)Jd/2K. Then

1st term ≤ A1B
N
1 ~

N
2 (3N + a+ d− 3)

d−1
2 (N + d+ 1)d−1(3N + a+ Jd/2K)

Jd/2K
2

× [(2 + a+N)!]
1
2

N−1∑
n=0

κ3n

[
(2 + a+N + 2n)!(1 + a+ n)!

(a+ 3n)!(2 + a+N)!

] 1
2

≤ A1B
N
1 κ

3N
~

N
2 (3N + a+ d− 3)

d−1
2 (N + d+ 1)d−1(3N + a+ Jd/2K)

Jd/2K
2

× [(2 + a+N)!]
1
2 max

1≤l≤N

[
(3N − 3l + a+ 1)(3N − 3l + a+ 2)

(N − l + a+ 2)

] 1
2

×
N∑
l=1

κ−
5l
2

[
(2 + a+ 3N + 2l)!(2 + a+N − l)!

(2 + a+ 3N − 3l)!(2 + a+N)!

] 1
2

.

The change of index n → l = N − n was performed in the last sumation above. Now we

need to apply Lemma 2.5, statement 2, to obtain

1st term ≤ C5A1B
N
1 κ

3N
~

N
2 (3N + a+ d− 3)

d−1
2 (N + d+ 1)d−1(3N + a+ Jd/2K)

Jd/2K
2

× [3(3N + a+ 2)]
1
2 [(2 + a+N)!]

1
2 .
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Finally define N1 as the smallest integer such that the inequality

(3N + a+ Jd/2K)
Jd/2K

2 (3N + a+ d− 3)
d−1

2 (N + d+ 1)d−1[3(3N + a+ 2)]
1
2 ≤ κN

holds for all N ≥ N1. Then, whenever N ≥ N1,

1st term ≤ C5A1B
N
1 κ

4N
~

N
2 [(2 + a+N)!]

1
2 .

Statement 2 of Lemma 2.2 yields

δ|α|

α!
|DαV (ζ(x))| ≤ C0 exp

(
2τd

ω2
0

R2

)
= C0 exp

[
2τd

ω2
0

(2a+ d− 4)

]
exp

(
12τd

ω2
0

N

)
on the support of χR(x). Thus, the second term of (4.6) satisfies

2nd term ≤ ~

N
2 γδ−(N+2)C0 exp

[
2τd

ω2
0

(2a+ d− 4)

]
exp

(
12τd

ω2
0

N

)

×
N−1∑
n=0

∑
|α|=N−n+2

∥∥∥xα′P|β|≤3n+a+1

∥∥∥ ‖ψn(x)‖

≤ ~

N
2 γδ−(N+2)C0 exp

[
2τd

ω2
0

(2a+ d− 4)

]
exp

(
12τd

ω2
0

N

)

×
N−1∑
n=0

∑
|α|=N−n+2

κ
|α|−1

2

[
(a+ |α|+ 3n)!

(1 + a+ 3n)!

] 1
2

κ3nbn+w[(1 + a+ n)!]
1
2

≤ ~

N
2 γδ−(N+2)C0 exp

[
2τd

ω2
0

(2a+ d− 4)

]
exp

(
12τd

ω2
0

N

)
bN+wκ

N+1
2

×
N−1∑
n=0

κ
5n
2

[
(2 + a+N + 2n)!(1 + a+ n)!

(1 + a+ 3n)!

] 1
2 ∑
|α|=N−n+2

1.

Define A2 := γδ−2κ1/2C0b
w exp[2τd(2a+d−4)][(d−1)!]−1 and B2 := δ−1κ1/2b exp(12τd/ω2

0).

Then, following the argument we have used to estimate the first term, we obtain

2nd term ≤ A2B
N
2 ~

N
2 (N + d+ 1)d−1

N−1∑
n=0

κ3n

[
(2 + a+N + 2n)!(1 + a+ n)!

(1 + a+ 3n)!

] 1
2
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≤ A2B
N
2 κ

3N
~

N
2 (N + d+ 1)d−1[(2 + a+N)!]

1
2

× max
1≤l≤N

[
2 + a+ 3N − 3l

2 + a+N − l

] 1
2

N∑
l=1

κ−
5l
2

[
(2 + a+ 3N + 2l)!(2 + a+N − l)!

(2 + a+ 3N − 3l)!(2 + a+N)!

] 1
2

≤ 3
1
2C5A2B

N
2 κ

3N
~

N
2 (N + d+ 1)d−1[(2 + a+N)!]

1
2 .

Now define N2 such that (N + d+ 1)d−1 ≤ κN for every N ≥ N2. Then

2nd term ≤ 3
1
2C5A2B

N
2 κ

4N
~

N
2 [(2 + a+N)!]

1
2 .

For the third term of (4.6), we only need to use the first statement of Lemma 2.5. The result

is

3rd term ≤
2N∑
n=N

C4κ
3nbn+2w

~

N
2 [(1 + a+ n)!]

1
2

To complete the proof define N0 = max{N1, N2}, A = max{C5A1, 3
1
2C5A2, C4b

2w} and

B = max{κ4B1, κ
3B2, κ

3b}. 2



Chapter 5

Optimal truncation

In this chapter we shall prove that exact eigenvalues and eigenfunctions of H(~) := −1
2
∆x +

V (~, x) can be approximated by truncated R-S series, up to an exponentially small error.

To that end, we shall use our estimate of the norm A−1
e ξN(x). We shall also need a couple

of results. The first is a lower bound for the distance between perturbed eigenvalues that

degenerate at ~ = 0. The second is a “reverse” definition of asymptoticness.

Let us consider two distinct eigenvalues of H(~), E(~) and E ′(~), which converge to the

same eigenvalue of H0 as ~ goes to 0. Also, let us assume that their asymptotic series have

only a finite number of common R-S coefficients. That is,

E(~) ∼ e+ E1~
1
2 + . . .+ EM−1~

M−1
2 + EM~

M
2 + EM+1~

M+1
2 + . . .

E ′(~) ∼ e+ E1~
1
2 + . . .+ EM−1~

M−1
2 + E ′M~

M
2 + E ′M+1~

M+1
2 + . . .

52
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with EM 6= E ′M . Then,

E(~)− E ′(~) ∼ (EM − E ′M) ~
M
2 +

(
EM+1 − E ′M+1

)
~

M+1
2 + . . .

so we expect that the difference between these exact eigenvalues be bounded below by

O
(
~
M/2
)
. Since the series above is asymptotic, there are CM > 0 and ~a(M) > 0 so

that ∣∣∣E(~)− E ′(~)− (EM − E ′M) ~
M
2

∣∣∣ ≤ CM~
M+1

2

whenever ~ ≤ ~a(M). Then

|E(~)− E ′(~)| ≥ |EM − E ′M | ~
M
2 − CM~

M+1
2 .

Set ~b(M) = |EM − E ′M | /2CM . Then for ~ ≤ ~b(M),

CM~
M+1

2 ≤ 1

2
|EM − E ′M | ~

M
2 .

Thus for ~ ≤ ~1 := min{~a(M), ~b(M)} we have

|E(~)− E ′(~)| ≥ 1

2
|EM − E ′M | ~

M
2 .

Let us denote EM − E ′M as ∆EM . Therefore, so far we know that

Lemma 5.1 Let E(~) and E ′(~) be distinct eigenvalues of H(~), which degenerate at ~ = 0.

Then either

1. |E(~)− E ′(~)| ≤ O
(
~
N
2

)
for all non-negative integers N , or
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2. there exists M and ~1 = ~1(M) such that

|E(~)− E ′(~)| ≥ 1

2
|∆EM | ~

M
2

whenever ~ ≤ ~1.

Remark It is clear that Lemma 5.1 is also valid when several eigenvalues of H(~) converge

to the same eigenvalue of H0. As a shorthand, we will say that E(~) is quasi-degenerate if

the condition 1 in the lemma above occurs.

Lemma 5.2 Suppose
∑

n=0 fnβ
n is asymptotic to f(β) in the sense that given N ≥ N0 ≥M ,

there exists CN and β(N) such that for all β ≤ β(N)∣∣∣∣∣ f(β) −
N−1∑
n=0

fn β
n

∣∣∣∣∣ < CN β
N .

Then given ε > 0, there exists β(ε) > 0, such that for each β ≤ β(ε), there is an N(β) ≥ N0

(maybe equal to ∞), so that ∣∣∣∣∣ f(β) −
N−1∑
n=0

fn β
n

∣∣∣∣∣ ≤ εβM (5.1)

whenever N0 ≤ N < N(β).

Proof. Fix ε > 0. Define β1(N0) = (ε C−1
N0

)
1

N0−M . Then for N > N0, recursively choose

positive numbers β1(N) that satisfy

β1(N) < min{(ε C−1
N )

1
N−M , β1(N − 1)}.
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Then ∣∣∣∣∣ f(β) −
N−1∑
n=0

fn β
n

∣∣∣∣∣ ≤ (CNβN−M) βM ≤ (CNβ1(N)N−M
)
βM ≤ εβM

whenever β < β1(N).

Define β(ε) = β1(N0), and define

N(β) =


N + 1 if β1(N + 1) < β ≤ β1(N)

∞ if β < β1(N) for all N.

Then (5.1) holds whenever N0 ≤ N ≤ N(β). 2

Let {eI}∞I=0 be an arrangement in increasing order of the eigenvalues of H0, counting multi-

plicities. Theorem 1.1 of [24] states that given a non-negative integer J , we can choose ~0

so that for each ~ ≤ ~0 there are at least J +K eigenvalues of H(~), counting multiplicities.

Furthermore, each one of them converges to one of the first J +K eigenvalues of H0. In the

following proposition, we study the behavior of truncations of the R-S series of EJ(~), the

J-th eigenvalue of H(~). We set K so that eJ+K > eJ .

Proposition 5.1 Let E(~) = EJ(~) be a non-quasi-degenerate eigenvalue of H(~), which

converges to e = eJ . Let EN(~) be the associated R-S series, truncated at order N . Let N0

be as defined in Theorem 4.1. Then there exists ~e > 0 and for each ~ ≤ ~e there is an

Ne(~) ≥ N0 such that

|EN(~)− E(~)| ≤
2N∑
n=N

ABn
~

n
2 [(2 + a+ n)!]

1
2

for all N0 ≤ N ≤ Ne(~).
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Proof. We shall consider the case where there exists another eigenvalue of H(~) that

converges to e. The proof can be easily simplified to accomodate the opposite situation, which

is studied in Proposition 3 of [27]. So said, let E ′(~) be another eigenvalue of H(~) converging

to e as ~↘ 0. By Lemma 5.1, there are M and ~1 so that |E(~)− E ′(~)| ≥ 1
2
|∆EM | ~

M
2 for

~ ≤ ~1. Without loss we may assume that N0 ≥ M . To simplify the proof, we furthermore

assume that no other eigenvalue of H(~) converges to e. Let Ge be the eigenspace associated

to e.

Now set N1(~) as the largest N ≥ N0 such that

2N1(~)∑
n=N1(~)

ABn
~

n−M
2 [(2 + a+ n)!]

1
2 ≤ 1

4
|∆EM | .

Then, from Theorem 4.1 it follows that

‖[H(~)− EN(~)]AeΨN(~;x)‖ ≤
2N∑
n=N

ABn
~

n
2 [(2 + a+ n)!]

1
2 ≤ 1

4
|∆EM | ~

M
2

whenever ~ ≤ ~0 := min{1, |∆EM |−2/M} and N0 ≤ N ≤ N1(~). On the other hand, note

that ΨN = ψ0 + ϕN , where ϕN is orthogonal to ψ0 ∈ Ge because of the normalization we

chose for the correction terms ψn. Since Aeψ0 = ψ0, we conclude that ‖AkΨN(~;x)‖ ≥ 1.

So Theorem 4.1 implies that

‖[H(~)− EN(~)]AeΨN(~;x)‖ ≤
2N∑
n=N

ABn
~

n
2 [(2 + a+ n)!]

1
2 ‖AeΨN(~;x)‖ . (5.2)

We may assume that EN(~) 6∈ σ(H(~)), so [H(~)− EN(~)] is invertible. It follows that{
2N∑
n=N

ABn
~

n
2 [(2 + a+ n)!]

1
2

}−1

≤
∥∥[H(~)− EN(~)]−1

∥∥ .
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Because H is selfadjoint, ‖(H − E)−1‖ = dist{E, σ(H)}−1 by the spectral theorem. Thus,

dist {EN(~), σ(H)} ≤
2N∑
n=N

ABn
~

n
2 [(2 + a+ n)!]

1
2 ≤ 1

4
|∆EM | ~

M
2 (5.3)

for ~ ≤ ~0 and N0 ≤ N ≤ N1(~). Let ∆ be the minimum non-zero distance between

the first J + K eigenvalues of H0. Since EI(~) → eI , we can set ~∆ > 0 so that for

0 ≤ I ≤ J + K, |EI(~)− eI | ≤ 1
4
∆ if ~ ≤ ~∆. That implies that, for ~ ≤ ~∆ and

E ′′(~) ∈ σ(H(~)) \ {E(~), E ′(~)},

∣∣E#(~)− E ′′(~)
∣∣ ≥ 1

2
∆

where E# denotes either E or E ′. Now set ~2 = (∆/ |∆EM |)
2
M . Then for ~ ≤ ~2 we have

1
2
∆ ≥ 1

2
|∆EM | ~

M
2 . As a consequence,

|E(~)− E ′′(~)| ≥ 1

2
|∆EM | ~

M
2

|E(~)− E ′(~)| ≥ 1

2
|∆EM | ~

M
2

which ultimately implies that

dist {E(~), σ(H) \ E(~)} ≥ 1

2
|∆EM | ~

M
2 (5.4)

whenever ~ ≤ min{~0, ~1, ~∆, ~2}. Since EN(~) is asymptotic to E(~), we may apply

Lemma 5.2. Then there is ~3 > 0 such that for each ~ ≤ ~3 we can fix N2(~) ≥ N0 so

that

|E(~)− EN(~)| ≤ 1

4
|∆EM | ~

M
2 (5.5)

for N0 ≤ N ≤ N2(~).
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Now (5.4), (5.5) and the second inequality of (5.3) implies that

dist {EN(~), σ(H)} = |E(~)− EN(~)|

whenever ~ ≤ min{~0, ~1, ~2, ~3, ~∆} =: ~e and N0 ≤ N ≤ min{N1(~), N2(~)} =: Ne(~). 2

Remark The number Ne(~) defined in the proof must indeed be equal to N1(~). For assume

that Ne(~) < N1(~), and consider Ne(~) ≤ N ≤ N1(~). Then EN(~) has to be near some

eigenvalue E ′′(~) different to E(~). By reducing ~, EN(~) approaches to E(~) while keeping

itself close to E ′′(~), which leads to a contradiction.

Remark Ne(~) grows like g/~, as one can see from the proof of Theorem 5.1 below.

The requirement of E(~) to be non-quasi-degenerate can be relaxed, and formulate the

following weaker version of Proposition 5.1. The proof is a straighforward variation of it.

Proposition 5.2 Let E(~) = EJ(~) be an eigenvalue of H(~), which converges to e =

eJ . Let EN(~) be the associated R-S series, truncated at order N . Also let E#(~) be any

eigenvalue of H(~) that satisfies the condition 1 of Lemma 5.1 (including E(~) itself.) Then

there exists ~e > 0 so that for each ~ ≤ ~e there is an Ne(~) ≥ N0 such that

∣∣EN(~)− E#(~)
∣∣ ≤ 2N∑

n=N

ABn
~

n
2 [(2 + a+ n)!]

1
2

for all ~ ≤ ~e, N0 ≤ N ≤ Ne(~), and E#(~).

In the following theorem we assume the hypotheses of Proposition 5.1. An analogous result

follows from the hypotheses of Proposition 5.2.
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Theorem 5.1 Assume the hypotheses of Proposition 5.1. Then for each 0 < g < B−2, there

is ~g > 0 such that for each ~ ≤ ~g there exists N(~) such that

∣∣EN(~)(~)− E(~)
∣∣ ≤ Λ exp

(
−Γ

~

)

for some Λ > 0 and Γ > 0 independent of ~.

Proof. Fix 0 < g < B−2. Then 0 < B2g < 1, consequently there is Ω > 0 such that

B2g = exp(−Ω). Consider the function

f(~) := Ag exp

(
−Ω(1 + a)

4

)
~
− 4+a+M

2 exp

(
−Ωg

4~

)
.

It is clear that f(~) > 0 on (0,∞), has a single maximum, and f(~)→ 0 as ~→ 0 or ~→∞.

Now set

~4 = sup

{
~ : f(~) is increasing and f(~) ≤ 1

4
|∆EM |

}
then set

~̂g = sup
{
~ : ~ ≤ min{~e, ~4} and

rg
~

z
≥ 2 + a+ 2N0

}
.

Now for ~ ≤ ~̂g define N(~) by 2 + a+ 2N(~) = J g
~
K. So defined, N(~) ≥ N0. On the other

hand, since we can assume B ≥ 1 and 2 + a+ n ≤ g/~ for N(~) ≤ n ≤ 2N(~) we have

2N(~)∑
n=N(~)

ABn
~

n
2 [(2 + a+ n)!]

1
2 ≤

2N(~)∑
n=N(~)

ABn
~

n
2 (2 + a+ n)

2+a+n
2

≤ A~−
2+a

2

2N(~)∑
n=N(~)

[
B2
~(2 + a+ n)

] 2+a+n
2

≤ A~−
2+a

2

2N(~)∑
n=N(~)

(
B2g

) 2+a+n
2 .
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Now use that B2g = exp(−Ω) < 1 and the fact that xn ≥ xn+1 if x ≤ 1 to obtain

2N(~)∑
n=N(~)

ABn
~

n
2 [(2 + a+ n)!]

1
2 ≤ A~−

2+a
2

2N(~)∑
n=N(~)

exp

{
−Ω

2
[2 + a+N(~)]

}

= A~−
2+a

2 e−
Ω
4

(2+a) [1 +N(~)] exp

{
−Ω

4
[2 + a+ 2N(~)]

}
≤ A~−

2+a
2 e−

Ω
4

(2+a) [2 + a+ 2N(~)] exp

[
−Ω

4

(g
~

− 1
)]

≤ Age−
Ω
4

(1+a)
~
− 4+a+M

2 exp

(
−Ωg

4~

)
~

M
2

≤ f(~4)~
M
2 (5.6)

≤ 1

4
|∆EM | ~

M
2 . (5.7)

Thus, N(~) ≤ Ne(~). Therefore, Proposition 5.1 holds for ~ < ~̂g, which along with (5.6)

implies ∣∣EN(~)(~)− E(~)
∣∣ ≤ Age−

Ω
4

(1+a)
~
− 4+a

2 exp

(
−Ωg

4~

)
,

for all ~ ≤ ~̂g. Finally, define

~g = max
{
~ ≤ ~̂g : ~−

4+a
2 exp

(
−ωg

8~

)
≤ 1
}
.

Then the assertion is true for all ~ ≤ ~g with Γ := Ωg/8 and Λ := Ag exp (−Ω(1 + a)/4). 2

Proposition 5.3 Let E(~) be a non-quasi-degenerate eigenvalue of H(~), with eigenspace

GE. Let PE be the (orthogonal) projector onto GE. Let Ψ̃N(~;x) be the N th truncation of the

R-S series (2.5). Let ~e and Ne(~) be defined as in Proposition 5.1. Then for each ~ ≤ ~e

and N0 ≤ N ≤ Ne(~),∥∥∥∥∥∥ Ψ̃N(~;x)∥∥∥Ψ̃N(~;x)
∥∥∥ − PEΨ̃N(~;x)∥∥∥PEΨ̃N(~;x)

∥∥∥
∥∥∥∥∥∥ ≤ 16 |∆EM |−1

2N∑
n=N

ABn
~

n−M
2 [(2 + a+ n)!]

1
2

for some M ≤ N0.
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Proof. Notice that (5.2) means that

∥∥∥∥[H(~)− EN(~)]
∥∥∥Ψ̃N(~;x)

∥∥∥−1

Ψ̃N(~;x)

∥∥∥∥ ≤ 2N∑
n=N

ABn
~

n
2 [(2 + a+ n)!]

1
2 .

On the other hand, we can write

∥∥∥Ψ̃N(~;x)
∥∥∥−1

Ψ̃N(~;x) = wN

∥∥∥PEΨ̃N(~;x)
∥∥∥−1

PEΨ̃N(~;x) + ΩN(~;x)

where ΩN(~;x) is orthogonal to GE, and |wN |2 + ‖ΩN(~;x)‖2 = 1. Since these functions are

defined up to a global phase, we can assume that indeed 0 < wn ≤ 1. Then the normalization

condition implies

‖ΩN(~;x)‖ ≥ ‖ΩN(~;x)‖2 = 1− |wN |2 = (1 + wN)(1− wN) ≥ 1− wN .

So we have

∥∥∥∥∥∥∥Ψ̃N(~;x)
∥∥∥−1

Ψ̃N(~;x)−
∥∥∥PEΨ̃N(~;x)

∥∥∥−1

PEΨ̃N(~;x)

∥∥∥∥ ≤ 2 ‖ΩN(~;x)‖ . (5.8)

Since

[H(~)− EN(~)] ΩN(~;x)

= [H(~)− EN(~)]
Ψ̃N(~;x)∥∥∥Ψ̃N(~;x)

∥∥∥ − wN [E(~)− EN(~)]
PEΨ̃N(~;x)∥∥∥PEΨ̃N(~;x)

∥∥∥ ,
it follows from Proposition 5.1 that

‖[H(~)− EN(~)] ΩN(~;x)‖ ≤ 2
2N∑
n=N

ABn
~

n
2 [(2 + a+ n)!]

1
2 (5.9)

for ~ ≤ ~e and N0 ≤ N ≤ Ne(~).



Julio H. Toloza Chapter 5. Optimal truncation 62

Recall that EN(~) 6∈ σ(H(~)). From the fact that [H(~)− EN(~)] ΩN(~;x) is orthogonal to

GE, it follows that

‖ΩN(~;x)‖ ≤
∥∥[H(~)− EN(~)]−1

⊥

∥∥ ‖[H(~)− EN(~)] ΩN(~;x)‖ (5.10)

where [H(~)− EN(~)]⊥ is the restriction of [H(~)− EN(~)] to the subspace orthogonal to

GE. For simplicity, let us assume that there is only one distinct eigenvalue E ′(~) that

converges to the same eigenvalue of H0 as E(~). Since

dist {EN(~), σ(H) \ E(~)} ≥ 1

2
dist {E(~), σ(H) \ E(~)} ,

the spectral theorem along with (5.4) imply that

∥∥[H(~)− EN(~)]−1
⊥

∥∥ ≤ 4 |∆EM |−1
~
−M

2 . (5.11)

The assertion now follows from (5.8)–(5.11). 2

Remark The assumption of non-quasi-degeneracy of E(~) is critical, as one can see in the

argument that leads to (5.11).

The last result of this chapter concerns the optimal truncation for the eigenfunctions of H(~).

It follows from Proposition 5.3 in the same way as Theorem 5.1 does from Proposition 5.1:

Theorem 5.2 Fix 0 ≤ g ≤ B−2. Let Λ and Γ be defined as in Theorem 5.1. Then there

exists ~′g > 0 such that for each ~ ≤ ~′g there is N(~) so that∥∥∥∥∥∥ Ψ̃N(~)(~;x)∥∥∥Ψ̃N(~)(~;x)
∥∥∥ − PEΨ̃N(~)(~;x)∥∥∥PEΨ̃N(~)(~;x)

∥∥∥
∥∥∥∥∥∥ ≤ 16 |∆EM |Λ exp

(
−Γ

~

)
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Proof. Define

f ′(~) := Ag exp

(
−Ω(1 + a)

4

)
~
− 4+a+2M

2 exp

(
−Ωg

4~

)
~
′
4 := sup

{
~ : f ′(~) is increasing and f(~) ≤ 1

4
|∆EM |

}
~̂
′
g := sup

{
~ : ~ ≤ min{~e, ~′4} and

rg
~

z
≥ 2 + a+ 2N0

}
.

~
′
g := max

{
~ ≤ ~̂′g : ~−

4+a+M
2 exp

(
−ωg

8~

)
≤ 1
}
.

Now proceed as in the proof of theorem 5.1. 2



Chapter 6

Conclusion

We have constructed exponentially accurate asymptotics to the solutions of the time inde-

pendent Schrödinger equation in the limit ~ ↘ 0. We have based our construction upon

the standard scheme of partitioning the hamiltonian operator into a harmonic oscillator

piece plus a residue, and then using the conceptually simple, formal Rayleigh-Schrödinger

perturbation theory. A certain number of conditions have been required to the potential

energy. Most notably, the potential energy has been assumed to be analytic and to grow not

faster than exp(cx2). However, we have been able to handle the case where the harmonic

oscillator part has Z-dependent eigenfrequencies. As we have mentioned in the Introduction,

this latter situation has been the main restriction to the application of other techniques, like

quantization of the canonical perturbation theory.

We conclude this work with a brief discussion of two issues. One refers to the relaxation

64
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of hypotheses. The other concerns the application of the ideas developed here to the Born-

Oppenheimer approximation.

6.1 Relaxing the hypotheses

A closer look at the computations in Chapters 3 and 4 reveals that Theorem 4.1 does

not depend entirely on hypotheses H1–H3. Rather, we may consider the following weaker

assumptions:

H1∗ Let V (x) be a C∞ real function on Rd bounded from below.

H2∗ V (x) has a local minimum V (0) = 0 at x = 0.

H3∗ The local minimum at the origin is non-degenerate in the sense that

HessV (0) = diag
[
ω2

1, . . . , ω
2
d

]
has only strictly positive eigenfrequecies ω1, . . . , ωd.

Hypothesis H1∗ ensures that the operator H(~) is essentially self-adjoint in C∞0 (Rd) [21,

Thm. X.28], for all ~ > 0. More general cases could be accommodated. For instance, one

might consider C∞ real functions that are bounded below by −C|x|2 at infinity, according

to the Faris-Lavine theorem [21, Thm. X.38]. But the goal here is to emphasize that our

construction and estimate of the R-S series can be done around any non-degenerate local

minimum. As before, the choice of the local minimun to be at the origin is made only for a
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sake of simplicity. With the new hypotheses, the following results follow from the proofs of

Theorem 4.1 and 5.1:

Corollary 6.1 Theorem 4.1 holds if V (x) satisfies H1∗, H2∗, H3∗, H4 and H5. That is,

there exist positive constants A, B and N0 such that

∥∥∥[H(~)− EN(~)] Ψ̃N(~;x)
∥∥∥ ≤ 2N∑

n=N

ABN
~

N
2 [(2 + a+ n)!]

1
2 , (6.1)

whenever N0 ≤ N and ~ ≤ 1.

Corollary 6.2 For 0 ≤ g ≤ B−2 there are Λ, Γ and ~g > 0 such that, for each ~ ≤ ~g,

there is N(~) so that

∥∥∥[H(~)− EN(~)(~)
]

Ψ̃N(~)(~;x)
∥∥∥ ≤ Λ exp

(
−Γ

~

)
(6.2)

In the jargon of semiclassical analysis, a pair {E(~), Ψ̃(~, x)} that satisfies inequality (6.2)

is called an exponentially accurate quasimode. Although quasimodes may look like approxi-

mate solutions to the time-independent Schrödinger equation, they are not necessarily close

to eigensolutions of H(~) (which may not even exist). That is, the physical interpretation

of quasimodes depends on the particular problem.

As we have mentioned in Chapter 2, the hypotheses H4 and H5 are crucial for the construc-

tion developed here. However, the computations presented in Chapter 3 might be generalized

to Gevrey class potentials. In that case, the R-S coefficients are expected to grow as bn(n!)1/ρ

with ρ < 2.
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6.2 Asymptotics on the Born-Oppenheimer approxi-

mation

The hamiltonian for a molecular system can be written typically as

H(ε) = −ε4∆X +He(X),

where X ∈ R3ν represents the nuclear coordinates, ε4 is the electron-nucleus ratio, and He(X)

is a family of Schrödinger operators that depends parametrically on the nuclear coordinates.

H(ε) acts on a dense domain of L2(d3µx) ⊗ L2(d3νX), the Hilbert space for a molecule

with µ electrons and ν nuclei. In the time-independent Born-Oppenheimer approximation,

one first looks for solutions of the electronic hamiltonian He(X) for fixed values of the

nuclear coordinates. This yields a family of electronic energy surfaces that effectively act as

potential energies for the nuclei. Then one solves the problem for the nuclear hamiltonian.

The justification for the validity of this method is based on the fact that the electrons move

much faster than the nuclei because of the disparity between their masses. In this approach,

the electronic problem is treated in the adiabatic approximation. Finally, since ε is small,

one may deal with the nuclear problem using semiclassical methods.

It is well known that the adiabatic limit leads to exponentially accurate approximations

in terms of the adiabatic parameter. See, for instance, [18]. One may try to combine

adiabatic methods with the construction that we have developed in this work, in order

to obtain exponentially accurate asymptotics for the time-independent Born-Oppenheimer
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problem. However, the adiabatic and semiclassical contributions are deeply intertwined in

this problem, which makes it technically difficult to separate them. In that sense, a technique

which seems to be suitable for this problem is the so-called ”method of multiple scales”. This

method was already used by Hagedorn in his study of the high order corrections to the Born-

Oppenheimer approximation [7]. These ideas are the basis of an ongoing research project,

whose results we expect to obtain in a near future.



Appendix A

Simplifying ξN (x)

Here we simplify the formula (4.1) by using the the set of equations (2.9).

ξN =

[
He + AeWAe −

N−1∑
j=1

~

j
2EjA2

e

]
N−1∑
m=0

~

m
2 ψm

=
N−1∑
m=0

~

m
2 Heψm +

N−1∑
m=0

~

m
2 AeWAeψm −

N−1∑
j=1

N−1∑
m=0

~

j+m
2 EjA2

eψm.

We use AeWAe =
∑N+2

j=3 ~
j−2

2 T (j) +AeW
[N+2]Ae and change the index by j → j − 2. Using

Heψ0 = 0, we then obtain

ξN =
N−1∑
m=1

~

m
2 Heψm +

N−1∑
m=0

N∑
j=1

~

m+j
2 T (j+2)ψm

+
N−1∑
m=0

~

m
2 AeW

[N+2]Aeψm −
N−1∑
m=0

N−1∑
j=1

~

j+m
2 EjA2

eψm

=
N−1∑
n=1

~

n
2Heψn +

N−1∑
n=1

~

n
2

n∑
j=1

T (j+2)ψn−j

+
2N−1∑
n=N

~

n
2

N∑
j=n−N+1

T (j+2)ψn−j +
N−1∑
m=0

~

m
2 AeW

[N+2]Aeψm
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−
N−1∑
n=1

~

n
2

n∑
j=1

EjA2
eψn−j −

2N−2∑
n=N

~

n
2

N−1∑
j=n−N+1

EjA2
eψn−j.

The first, second and fifth terms of last equation cancel because of (2.9). In the third term

define m = n− j and then p = n−N . This yields

ξN =
2N−1∑
n=N

~

n
2

N−1∑
m=n−N

T (n−m+2)ψm

+
N−1∑
m=0

~

m
2 AeW

[N+2]Aeψm −
2N−2∑
n=N

~

n
2

N−1∑
j=n−N+1

EjA2
eψn−j

=
N−1∑
p=0

N−1∑
m=p

~

p+N
2 T (p+N−m+2)ψm

+
N−1∑
m=0

~

m
2 AeW

[N+2]Aeψm −
2N−2∑
n=N

~

n
2

N−1∑
j=n−N+1

EjA2
eψn−j

=
N−1∑
m=0

~

m
2

m∑
p=0

~

p+N−m
2 T (p+N−m+2)ψm

+
N−1∑
m=0

~

m
2 AeW

[N+2]Aeψm −
2N−2∑
n=N

~

n
2

N−1∑
j=n−N+1

EjA2
eψn−j

=
N−1∑
m=0

~

m
2

[
m+2∑
i=2

~

i+N−m−2
2 T (i+N−m) + AeW

[N+2]Ae

]
ψm

−
2N−2∑
n=N

~

n
2

N−1∑
j=n−N+1

EjA2
eψn−j.

Finally, note that ~
j−2

2 T (j) + AeW
[j+1]Ae = AeW

[j]Ae. Therefore, it follows that

ξN =
N−1∑
m=0

~

m
2 AeW

[N−m+1]Aeψm −
2N−2∑
n=N

~

n
2

N−1∑
j=n−N+1

EjA2
eψm−j.
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no. 1, 1–16.

[8] G. A. Hagedorn and A. Joye, Exponentially accurate semiclassical dynamics: propa-

gation, localization, Ehrenfest times, scattering, and more general states, Ann. Henri
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[10] B. Helffer and J. Sjöstrand, Multiple wells in the semiclassical limit. I, Commun. Partial

Differential Equations 9 (1984), no. 4, 337–408.

[11] J. S. Howland, Quasiclassical eigenvalues, J. Phys. A: Math. Gen. 30 (1997), no. 6,

2069–2076.

[12] W. Hunziker and C. A. Pillet, Degenerate asymptotic perturbation theory, Commun.

Math. Phys. 90 (1983), no. 2, 219–233.

[13] W. Hunziker, Notes on asymptotic perturbation theory for Schrdinger eigenvalue prob-

lems, Helv. Phys. Acta 61 (1988), no. 3, 257–304.

[14] T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag, Berlin, 1995.

[15] V. F. Lazutkin, KAM Theory and Semiclassical Approximations to Eigenfunctions,

Springer-Verlag, Berlin, 1993.



Julio H. Toloza Bibliography 73

[16] A. Martinez, An Introduction to Semiclassical and Microlocal Analysis, Springer-Verlag,

New York, 2002.

[17] A. Messiah, Quantum Mechanics, vol II, John Wiley & Sons, Inc., New York, 1962.

[18] G. Nenciu, Linear adiabatic theory. Exponential estimates, Commun. Math. Phys. 152

(1993), no. 3, 479–496.

[19] G. Popov, Invariant tori, effective stability, and quasimodes with exponentially small

error terms I - Birkhoff normal forms, Ann. Henri Poincaré 1 (2000), no. 2, 223–248.
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