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## Preface

This book is concerned with various topics that center around equivariant holomorphic maps of Hermitian symmetric domains and is intended for specialists in number theory and algebraic geometry. In particular, it contains a comprehensive exposition of mixed automorphic forms that has never appeared in book form.

The period map $\omega: \mathcal{H} \rightarrow \mathcal{H}$ of an elliptic surface $E$ over a Riemann surface $X$ is a holomorphic map of the Poincaré upper half plane $\mathcal{H}$ into itself that is equivariant with respect to the monodromy representation $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$ of the discrete subgroup $\Gamma \subset S L(2, \mathbb{R})$ determined by $X$. If $\omega$ is the identity map and $\chi$ is the inclusion map, then holomorphic 2 -forms on $E$ can be considered as an automorphic form for $\Gamma$ of weight three. In general, however, such holomorphic forms are mixed automorphic forms of type $(2,1)$ that are defined by using the product of the usual weight two automorphy factor and a weight one automorphy factor involving $\omega$ and $\chi$. Given a positive integer $m$, the elliptic variety $E^{m}$ can be constructed by essentially taking the fiber product of $m$ copies of $E$ over $X$, and holomorphic ( $m+1$ )-forms on $E^{m}$ may be regarded as mixed automorphic forms of type ( $2, m$ ). The generic fiber of $E^{m}$ is the product of $m$ elliptic curves and is therefore an abelian variety, or a complex torus. Thus the elliptic variety $E^{m}$ is a complex torus bundle over the Riemann surface $X$.

An equivariant holomorphic map $\tau: \mathcal{D} \rightarrow \mathcal{D}^{\prime}$ of more general Hermitian symmetric domains $\mathcal{D}$ and $\mathcal{D}^{\prime}$ can be used to define mixed automorphic forms on $\mathcal{D}$. When $\mathcal{D}^{\prime}$ is a Siegel upper half space, the map $\tau$ determines a complex torus bundle over a locally symmetric space $\Gamma \backslash \mathcal{D}$ for some discrete subgroup $\Gamma$ of the semisimple Lie group $G$ associated to $\mathcal{D}$. Such torus bundles are often families of polarized abelian varieties, and they are closely related to various topics in number theory and algebraic geometry. Holomorphic forms of the highest degree on such a torus bundle can be identified with mixed automorphic forms on $\mathcal{D}$ of certain type. Mixed automorphic forms can also be used to construct an embedding of the same torus bundle into a complex
projective space. On the other hand, sections of a certain line bundle over this torus bundle can be regarded as Jacobi forms on the Hermitian symmetric domain $\mathcal{D}$.

The main goal of this book is to explore connections among complex torus bundles, mixed automorphic forms, and Jacobi forms of the type described above. Both number-theoretic and algebro-geometric aspects of such connections and related topics are discussed.

This work was supported in part by a 2002-2003 Professional Development Assignment award from the University of Northern Iowa.

Cedar Falls, Iowa, April 5, 2004
Min Ho Lee
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## Introduction

Let $E$ be an elliptic surface in the sense of Kodaira [52]. Thus $E$ is a compact smooth surface over $\mathbb{C}$, and it is the total space of an elliptic fibration $\pi$ : $E \rightarrow X$ over a compact Riemann surface $X$ whose generic fiber is an elliptic curve. Let $\Gamma \subset S L(2, \mathbb{R})$ be a Fuchsian group of the first kind acting on the Poincaré upper half plane $\mathcal{H}$ by linear fractional transformations such that the base space for the fibration $\pi$ is given by $X=\Gamma \backslash \mathcal{H}^{*}$, where $\mathcal{H}^{*}$ is the union of $\mathcal{H}$ and the set of cusps for $\Gamma$. Given $z \in X_{0}=\Gamma \backslash \mathcal{H}$, let $\Phi$ be a holomorphic 1-form on the fiber $E_{z}=\pi^{-1}(z)$, and choose an ordered basis $\left\{\gamma_{1}(z), \gamma_{2}(z)\right\}$ for $H_{1}\left(E_{z}, \mathbb{Z}\right)$ that depends on the parameter $z$ in a continuous manner. Consider the periods $\omega_{1}$ and $\omega_{2}$ of $E$ given by

$$
\omega_{1}(z)=\int_{\gamma_{1}(z)} \Phi, \quad \omega_{2}(z)=\int_{\gamma_{2}(z)} \Phi .
$$

Then the imaginary part of the quotient $\omega_{1}(z) / \omega_{2}(z)$ is nonzero for each $z$, and therefore we may assume that $\omega_{1}(z) / \omega_{2}(z) \in \mathcal{H}$. In fact, $\omega_{1} / \omega_{2}$ is a many-valued holomorphic function on $X_{0}$, and the period map $\omega: \mathcal{H} \rightarrow \mathcal{H}$ is obtained by lifting the map $\omega_{1} / \omega_{2}: X_{0} \rightarrow \mathcal{H}$ from $X_{0}$ to its universal covering space $\mathcal{H}$. If $\Gamma$ is identified with the fundamental group of $X_{0}$, the natural connection on $E_{0}$ determines the monodromy representation $\chi: \Gamma \rightarrow$ $S L(2, \mathbf{R})$ of $\Gamma$, and the period map is equivariant with respect to $\chi$, that is, it satisfies

$$
\omega(\gamma z)=\chi(\gamma) \omega(z)
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{H}$. Given nonnegative integers $k$ and $\ell$, we consider a holomorphc function $f$ on $\mathcal{H}$ satisfying

$$
\begin{equation*}
f(\gamma z)=(c z+d)^{k}\left(c_{\chi} \omega(z)+d_{\chi}\right)^{\ell} f(z) \tag{0.1}
\end{equation*}
$$

for all $z \in \mathcal{H}$ and $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma$ with $\chi(\gamma)=\left(\begin{array}{ll}a_{\chi} & b_{\chi} \\ c_{\chi} & d_{\chi}\end{array}\right) \in S L(2, \mathbf{R})$. Such a function becomes a mixed automorphic or cusp form for $\Gamma$ of type $(k, \ell)$ if in addition it satisfies an appropriate cusp condition. It was Hunt and Meyer [43] who observed that a holomorphic form of degree two on the elliptic surface $E$ can be interpreted as a mixed cusp form for $\Gamma$ of type $(2,1)$ associated to $\omega$ and $\chi$. If $\chi$ is the inclusion map of $\Gamma$ into $S L(2, \mathbb{R})$ and if $\omega$ is the identity map on $\mathcal{H}$, then $E$ is called an elliptic modular surface. The observation of

Hunt and Meyer [43] in fact generalizes the result of Shioda [115] who showed that a holomorphic 2 -form on an elliptic modular surface is a cusp form of weight three. Given a positive integer $m$, the elliptic variety $E^{m}$ associated to the elliptic fibration $\pi: E \rightarrow X$ can be obtained by essentially taking the fiber product of $m$ copies of $E$ over $X$ (see Section 2.2 for details), and holomorphic ( $m+1$ )-forms on $E^{m}$ provide examples of mixed automorphic forms of higher weights (cf. [18, 68]). Note that the generic fiber of $E^{m}$ is an abelian variety, and therefore a complex torus, obtained by the product of elliptic curves. Thus the elliptic variety $E^{m}$ can be regarded as a family of abelian varieties parametrized by the Riemann surface $X$ or as a complex torus bundle over $X$.

Another source of examples of mixed automorphic forms comes from the theory of linear ordinary differential equations on a Riemann surface (see Section 1.4). Let $\Gamma \subset S L(2, \mathbb{R})$ be a Fuchsian group of the first kind as before. Then the corresponding compact Riemann surface $X=\Gamma \backslash \mathcal{H}^{*}$ can be regarded as a smooth algebraic curve over $\mathbb{C}$. We consider a second order linear differential equation $\Lambda_{X}^{2} f=0$ with

$$
\begin{equation*}
\Lambda_{X}^{2}=\frac{d^{2}}{d x^{2}}+P_{X}(x) \frac{d}{d x}+Q_{X}(x) \tag{0.2}
\end{equation*}
$$

where $P_{X}(x)$ and $Q_{X}(x)$ are rational functions on $X$. Let $\omega_{1}$ and $\omega_{2}$ be linearly independent solutions of $\Lambda_{X}^{2} f=0$, and for each positive integer $m$ let $S^{m}\left(\Lambda_{X}^{2}\right)$ be the linear ordinary differential operator of order $m+1$ such that the $m+1$ functions

$$
\omega_{1}^{m}, \omega_{1}^{m-1} \omega_{2}, \ldots, \omega_{1} \omega_{2}^{m-1}, \omega_{2}^{m}
$$

are linearly independent solutions of the corresponding homogeneous equation $S^{m}\left(\Lambda_{X}^{2}\right) f=0$. By pulling back the operator in (0.2) via the natural projection map $\mathcal{H}^{*} \rightarrow X=\Gamma \backslash \mathcal{H}^{*}$ we obtain a differential operator

$$
\begin{equation*}
\Lambda^{2}=\frac{d^{2}}{d z^{2}}+P(z) \frac{d}{d z}+Q(z) \tag{0.3}
\end{equation*}
$$

such that $P(z)$ and $Q(z)$ are meromorphic functions on $\mathcal{H}^{*}$. Let $\omega_{1}(z)$ and $\omega_{2}(z)$ for $z \in \mathcal{H}$ be the two linearly independent solutions of $\Lambda^{2} f=0$ corresponding to $\omega_{1}$ and $\omega_{2}$ above. Then the monodromy representation for the differential equation $\Lambda^{2} f=0$ is the group homomorphism $\chi: \Gamma \rightarrow G L(2, \mathbb{C})$ which can be defined as follows. Given elements $\gamma \in \Gamma$ and $z \in \mathcal{H}$, we assume that the elements $\omega_{1}(\gamma z)$ and $\omega_{2}(\gamma z)$ can be written in the form

$$
\omega_{1}(\gamma z)=a_{\chi} \omega_{1}(z)+b_{\chi} \omega_{2}(z), \quad \omega_{2}(\gamma z)=c_{\chi} \omega_{1}(z)+d_{\chi} \omega_{2}(z)
$$

Then the image of $\gamma \in \Gamma$ under the monodromy representation $\chi$ is given by

$$
\chi(\gamma)=\left(\begin{array}{ll}
a_{\chi} & b_{\chi}  \tag{0.4}\\
c_{\chi} & d_{\chi}
\end{array}\right) \in G L(2, \mathbb{C})
$$

We assume that $\chi(\Gamma) \subset S L(2, \mathbb{R})$ and that

$$
\omega(z)=\omega_{1}(z) / \omega_{2}(z) \in \mathcal{H}
$$

for all $z \in \mathcal{H}$. Then the resulting map $\omega: \mathcal{H} \rightarrow \mathcal{H}$ satisfies

$$
\omega(\gamma z)=\frac{a_{\chi} \omega(z)+b_{\chi}}{c_{\chi} \omega(z)+d_{\chi}}=\chi(\gamma) \omega(z)
$$

for all $z \in \mathcal{H}$ and $\gamma \in \Gamma$. Thus the map $\omega$ is equivariant with respect to $\chi$, and we may consider the associated meromorphic mixed automorphic or cusp forms as meromorphic functions satisfying the transformation formula in (0.1) and a certain cusp condition. If $S^{m}\left(\Lambda^{2}\right)$ is the differential operator acting on the functions on $\mathcal{H}$ obtained by pulling back $S^{m}\left(\Lambda_{X}^{2}\right)$ via the projection map $\mathcal{H}^{*} \rightarrow X$, then the solutions of the equation $S^{m}\left(\Lambda^{2}\right) f=0$ are of the form

$$
\sum_{i=0}^{m} c_{i} \omega_{1}(z)^{m-i} \omega_{2}(z)^{i}
$$

for some constants $c_{0}, \ldots, c_{m}$. Let $\psi$ be a meromorphic function on $\mathcal{H}^{*}$ corresponding to an element $\psi_{X}$ in $K(X)$, and let $f^{\psi}$ be a solution of the nonhomogeneous equation

$$
S^{m}\left(\Lambda^{2}\right) f=\psi
$$

If $k$ is a nonnegative integer $k$, then it can be shown the function

$$
\Phi_{k}^{\psi}(z)=\omega^{\prime}(z)^{k} \frac{d^{m+1}}{d \omega(z)^{m+1}}\left(\frac{f^{\psi}(z)}{\omega_{2}(z)^{m}}\right)
$$

for $z \in \mathcal{H}$ is independent of the choice of the solution $f^{\psi}$ and is a mixed automorphic form of type $(2 k, m-2 k+2)$ associated to $\Gamma, \omega$ and the monodromy representation $\chi$.

If $f$ is a cusp form of weight $w$ for a Fuchsian group $\Gamma \subset S L(2, \mathbb{R})$, the periods of $f$ are given by the integrals

$$
\int_{0}^{i \infty} f(z) z^{k} d z
$$

with $0 \leq k \leq w-2$, and it is well-known that such periods of cusp forms are closely related to the values at the integer points in the critical strip of the Hecke $L$-series. In [22] Eichler discovered certain relations among the periods of cusp forms, which were extended later by Shimura [112]; these relations are called Eichler-Shimura relations. More explicit connections between the Eichler-Shimura relations and the Fourier coefficients of cusp forms were found by Manin [91]. If $f$ is a mixed cusp form of type $(2, m)$ associated to $\Gamma$ and an equivariant pair $(\omega, \chi)$, then the periods of $f$ can be defined by the integrals

$$
\int_{0}^{i \infty} f(z) \omega(z)^{k} d z
$$

with $0 \leq k \leq m$. The interpretation of mixed automorphic forms as holomorphic forms on an elliptic variety described earlier can be used to obtain a relation among such periods, which may be regarded as the Eichler-Shimura relation for mixed cusp forms (see Section 2.4).

Connections between the cohomology of a discrete subgroup $\Gamma$ of $S L(2, \mathbb{R})$ and automorphic forms for $\Gamma$ were made by Eichler [22] and Shimura [112] decades ago. Indeed, they established an isomorphism between the space of cusp forms of weight $m+2$ for $\Gamma$ and the parabolic cohomology space of $\Gamma$ with coefficients in the space of homogeneous polynomials of degree $m$ in two variables over $\mathbb{R}$. To be more precise, let $\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)$ denote the $m$-th symmetric power of $\mathbb{C}^{2}$, and let $H_{P}^{1}\left(\Gamma, \operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)\right)$ be the associated parabolic cohomology of $\Gamma$, where the $\Gamma$-module structure of $\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)$ is induced by the standard representation of $\Gamma \subset S L(2, \mathbb{R})$ on $\mathbb{C}^{2}$. Then the Eichler-Shimura isomorphism can be written in the form

$$
H_{P}^{1}\left(\Gamma, \operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)\right)=S_{m+2}(\Gamma) \oplus \overline{S_{m+2}(\Gamma)}
$$

where $S_{m+2}(\Gamma)$ is the space of cusp forms of weight $m+2$ for $\Gamma$ (cf. [22, 112]). In particular, there is a canonical embedding of the space of cusp forms into the parabolic cohomology space. The Eichler-Shimura isomorphism can also be viewed as a Hodge structure on the parabolic cohomology (see e.g. [6]). If ( $\omega, \chi$ ) is an equivariant pair considered earlier, we may consider another action of $\Gamma$ on $\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)$ which is determined by the composition of the homomorphism $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$ with the standard representation of $S L(2, \mathbb{R})$ in $\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)$. If we denote the resulting $\Gamma$-module by $\operatorname{Sym}_{\chi}^{m}\left(\mathbb{C}^{2}\right)$, the associated parabolic cohomology $H_{P}^{1}\left(\Gamma, \operatorname{Sym}_{\chi}^{m}\left(\mathbb{C}^{2}\right)\right)$ is linked to mixed automorphic forms for $\Gamma$ associated to the equivariant pair $(\omega, \chi)$. Indeed, the space of certain mixed cusp forms can be embedded into such parabolic cohomology space, and a Hodge structure on $H_{P}^{1}\left(\Gamma, \operatorname{Sym}_{\chi}^{m}\left(\mathbb{C}^{2}\right)\right)$ can be determined by an isomorphism of the form

$$
\begin{equation*}
H_{P}^{1}\left(\Gamma, \operatorname{Sym}_{\chi}^{m}\left(\mathbb{C}^{2}\right)\right) \cong S_{2, m}(\Gamma, \omega, \chi) \oplus W \oplus \overline{S_{2, m}(\Gamma, \omega, \chi)} \tag{0.5}
\end{equation*}
$$

where $W$ is a certain subspace of $H_{P}^{1}\left(\Gamma, \operatorname{Sym}_{\chi}^{m}\left(\mathbb{C}^{2}\right)\right)$ and $S_{2, m}(\Gamma, \omega, \chi)$ is the space of mixed cusp forms of type $(2, m)$ associated to $\Gamma, \omega$ and $\chi$ (see Chapter 3). The space $W$ in (0.5) is not trivial in general as can be seen in [20, Section 3], where mixed cusp forms of type $(0,3)$ were studied in connection with elliptic surfaces. The isomorphism in (0.5) may be regarded as a generalized Eichler-Shimura isomorphism.

The correspondence between holomorphic forms of the highest degree on an elliptic variety and mixed automorphic forms of one variable described above can be extended to the case of several variables by introducing mixed Hilbert and mixed Siegel modular forms. For the Hilbert modular case we
consider a totally real number field $F$ of degree $n$ over $\mathbb{Q}$, so that $S L(2, F)$ can be embedded in $S L(2, \mathbb{R})^{n}$. Given a subgroup $\Gamma$ of $S L(2, F)$ whose embedded image in $S L(2, \mathbb{R})^{n}$ is a discrete subgroup, we can consider the associated Hilbert modular variety $\Gamma \backslash \mathcal{H}^{n}$ obtained by the quotient of the $n$-fold product $\mathcal{H}^{n}$ of the Poincaré upper half plane $\mathcal{H}$ by the action of $\Gamma$ given by linear fractional transformations. If $\omega: \mathcal{H}^{n} \rightarrow \mathcal{H}^{n}$ is a holomorphic map equivariant with respect to a homomorphism $\chi: \Gamma \rightarrow S L(2, F)$, then the equivariant pair $(\omega, \chi)$ can be used to define mixed Hilbert modular forms, which can be regarded as mixed automorphic forms of $n$ variables. On the other hand, the same equivariant pair also determines a family of abelian varieties parametrized by $\Gamma \backslash \mathcal{H}^{n}$. Then holomorphic forms of the highest degree on such a family correspond to mixed Hilbert modular forms of certain type (see Section 4.2). Another type of mixed automorphic forms of several variables can be obtained by generalizing Siegel modular forms (see Section 4.3). Let $\mathcal{H}_{m}$ be the Siegel upper half space of degree $m$ on which the symplectic group $S p(m, \mathbb{R})$ acts as usual, and let $\Gamma_{0}$ be a discrete subgroup of $S p(m, \mathbb{R})$. If $\tau: \mathcal{H}_{m} \rightarrow \mathcal{H}_{m^{\prime}}$ is a holomorphic map of $\mathcal{H}_{m}$ into another Siegel upper half space $\mathcal{H}_{m^{\prime}}$ that is equivariant with respect to a homomorphism $\rho: \Gamma_{0} \rightarrow S p\left(m^{\prime}, \mathbb{R}\right)$, then the equivariant pair $(\tau, \rho)$ can be used to define mixed Siegel modular forms. The same pair can also be used to construct a family of abelian varieties parametrized by the Siegel modular variety $\Gamma \backslash \mathcal{H}_{m}$ such that holomorphic forms of the highest degree on the family correspond to mixed Siegel modular forms (see Section 4.3).

A further generalization of mixed automorphic forms can be considered by using holomorphic functions on more general Hermitian symmetric domains which include the Poincaré upper half plane or Siegel upper half spaces. Let $G$ and $G^{\prime}$ be semisimple Lie groups of Hermitian type, so that the associated Riemannian symmetric spaces $\mathcal{D}$ and $\mathcal{D}^{\prime}$, respectively, are Hermitian symmetric domains. We consider a holomorphic map $\tau: \mathcal{D} \rightarrow \mathcal{D}^{\prime}$, and assume that it is equivariant with respect to a homomorphism $\rho: G \rightarrow G^{\prime}$. Let $\Gamma$ be a discrete subgroup of $G$. Note that, unlike in the earlier cases, we are assuming that $\tau$ is equivariant with respect to a homomorphism $\rho$ defined on the group $G$ itself rather than on the subgroup $\Gamma$. This provides us with more flexibility in studying associated mixed automorphic forms. Various aspects of such equivariant holomorphic maps were studied extensively by Satake in [108]. Given complex vector spaces $V$ and $V^{\prime}$ and automorphy factors $J: G \times \mathcal{D} \rightarrow G L(V)$ and $J^{\prime}: G^{\prime} \times \mathcal{D}^{\prime} \rightarrow G L\left(V^{\prime}\right)$, a mixed automorphic form on $\mathcal{D}$ for $\Gamma$ is a holomorphic function $f: \mathcal{D} \rightarrow V \otimes V^{\prime}$ satisfying

$$
f(\gamma z)=J(\gamma, z) \otimes J^{\prime}(\rho(\gamma), \tau(z)) f(z)
$$

for all $z \in \mathcal{D}$ and $\gamma \in \Gamma$ (see Section 5.1). Another advantage of considering an equivariant pair $(\tau, \rho)$ with $\rho$ defined on $G$ instead of $\Gamma$ is that it allows us to introduce a representation-theoretic description of mixed automorphic forms. Such interpretation includes not only the holomorphic mixed automorphic
forms described above but also nonholomorphic ones. Given a semisimple Lie group $G$, a maximal compact subgroup $K$, and a discrete subgroup $\Gamma$ of finite covolume, automorphic forms on $G$ can be described as follows. Let $Z(\mathfrak{g})$ be the center of the universal enveloping algebra of the complexification $\mathfrak{g}_{\mathbb{C}}$ of the Lie algebra $\mathfrak{g}$ of $G$, and let $V$ be a finite-dimensional complex vector space. A slowly increasing analytic function $f: G \rightarrow V$ is an automorphic form for $\Gamma$ if it is left $\Gamma$-invariant, right $K$-finite, and $Z(\mathfrak{g})$-finite. Let $G^{\prime}$ be another semisimple Lie group with the corresponding objects $K^{\prime}, \Gamma^{\prime}$ and $V^{\prime}$, and let $\varphi: G \rightarrow G^{\prime}$ be a homomorphism such that $\varphi(K) \subset K^{\prime}$ and $\varphi(\Gamma) \subset \Gamma^{\prime}$. Then the associated mixed automorphic forms may be described as linear combinations of functions of the form $f \otimes\left(f^{\prime} \circ \varphi\right): G \rightarrow V \otimes V^{\prime}$, where $f: G \rightarrow V$ is an automorphic form for $\Gamma$ and $f^{\prime}: G^{\prime} \rightarrow V^{\prime}$ is an automorphic form for $\Gamma^{\prime}$ (see Section 5.2.

The equivariant pair $(\tau, \rho)$ considered in the previous paragraph also determines a family of abelian varieties parametrized by a locally symmetric space if $G^{\prime}$ is a symplectic group. Let $\mathcal{H}_{n}$ be the Siegel upper half space of degree $n$ on which the symplectic group $S p(n, \mathbb{R})$ acts as usual. Then the semidirect product $S p(n, \mathbb{R}) \ltimes \mathbb{R}^{2 n}$ operates on the space $\mathcal{H}_{n} \times \mathbb{C}^{n}$ by
$\left(\left(\begin{array}{cc}A & B \\ C & D\end{array}\right),(\mu, \nu)\right) \cdot(Z, \zeta)=\left((A Z+B)(C Z+D)^{-1},(\zeta+\mu Z+\nu)(C Z+D)^{-1}\right)$
for $\left(\begin{array}{cc}A & B \\ C & D\end{array}\right) \in S p(n, \mathbb{R}),(\mu, \nu) \in \mathbb{R}^{2 n}$ and $(Z, \zeta) \in \mathcal{H}_{n} \times \mathbb{C}^{n}$, where elements of $\mathbb{R}^{2 n}$ and $\mathbb{C}^{n}$ are considered as row vectors. We consider the discrete subgroup $\Gamma_{0}=S p(n, \mathbb{Z})$ of $S p(n, \mathbb{R})$, and set

$$
X_{0}=\Gamma_{0} \backslash \mathcal{H}_{n}, \quad Y_{0}=\Gamma_{0} \ltimes \mathbb{Z}^{2 n} \backslash \mathcal{H}_{n} \times \mathbb{C}^{n}
$$

Then the map $\pi_{0}: Y_{0} \rightarrow X_{0}$ induced by the natural projection map $\mathcal{H}_{n} \times$ $\mathbb{C}^{n} \rightarrow \mathcal{H}_{n}$ has the structure of a fiber bundle over the Siegel modular space $X_{0}$ whose fibers are complex tori of dimension $n$. In fact, each fiber of this bundle has the structure of a principally polarized abelian variety, and therefore the Siegel modular variety $X_{0}=\Gamma_{0} \backslash \mathcal{H}_{n}$ can be regarded as the parameter space of the family of principally polarized abelian varieties (cf. [63]). In order to consider a more general family of abelian varieties, we need to consider an equivariant holomorphic map of a Hermitian symmetric domain into a Siegel upper half space. Let $G$ be a semisimple Lie group of Hermitian type, and let $\mathcal{D}$ be the associated Hermitian symmetric domain, which can be identified with the quotient $G / K$ of $G$ by a maximal compact subgroup $K$. We assume that there are a homomorphism $\rho: G \rightarrow S p(n, \mathbb{R})$ of Lie groups and a holomorphic map $\tau: \mathcal{D} \rightarrow \mathcal{H}_{n}$ that is equivariant with respect to $\rho$. If $\Gamma$ is a torsion-free discrete subgroup of $G$ with $\rho(\Gamma) \subset \Gamma_{0}$ and if we set $X=\Gamma \backslash \mathcal{D}$, then $\tau$ induces a map $\tau_{X}: X \rightarrow X_{0}$ of the locally symmetric space $X$ into the Siegel modular variety $X_{0}$. By pulling the bundle $\pi_{0}: Y_{0} \rightarrow X_{0}$ back via $\tau_{X}$ we obtain a fiber bundle $\pi: Y \rightarrow X$ over $X$ whose fibers are $n$-dimensional complex tori. As in the case of $\pi_{0}$, each fiber is a polarized abelian variety, so
that the total space $Y$ of the bundle may be regarded as a family of abelian varieties parametrized by the locally symmetric space $X$. Such a family $Y$ is known as a Kuga fiber variety, and various arithmetic and geometric aspects of Kuga fiber varieties have been studied in numerous papers over the years (see e.g. [1, 2, 31, 61, 62, 69, 74, 84, 96, 108, 113]). A Kuga fiber variety is also an example of a mixed Shimura variety in more modern language (cf. [94]). Holomorphic forms of the highest degree on the Kuga fiber variety $Y$ can be identified with mixed automorphic forms on the symmetric domain $\mathcal{D}$ (see Section 6.3).

Equivariant holomorphic maps of symmetric domains and Kuga fiber varieties are also closely linked to Jacobi forms of several variables. Jacobi forms on the Poincaré upper half plane $\mathcal{H}$, or on $S L(2, \mathbb{R})$, share properties in common with both elliptic functions and modular forms in one variable, and they were systematically developed by Eichler and Zagier in [23]. They are functions defined on the space $\mathcal{H} \times \mathbb{C}$ which satisfy certain transformation formulas with respect to the action of a discrete subgroup $\Gamma$ of $S L(2, \mathbb{R})$, and important examples of Jacobi forms include theta functions and Fourier coefficients of Siegel modular forms. Numerous papers have been devoted to the study of such Jacobi forms in connection with various topics in number theory (see e.g. [7, 9, 54, 116]). In the mean time, Jacobi forms of several variables have been studied mostly for symplectic groups of the form $S p(m, \mathbb{R})$, which are defined on the product of a Siegel upper half space and a complex vector space. Such Jacobi forms and their relations with Siegel modular forms and theta functions have also been studied extensively over the years (cf. [25, 49, 50, 59, 123, 124]). Jacobi forms for more general semisimple Lie groups were in fact considered more than three decades ago by Piatetskii-Shapiro in [102, Chapter 4]. Such Jacobi forms occur as coefficients of Fourier-Jacobi series of automorphic forms on symmetric domains. Since then, there have not been many investigations about such Jacobi forms. In recent years, however, a number of papers which deal with Jacobi forms for orthogonal groups have appeared, and one notable such paper was written by Borcherds [12] (see also $[11,55]$ ). Borcherds gave a highly interesting construction of Jacobi forms and modular forms for an orthogonal group of the form $O(n+2,2)$ and investigated their connection with generalized Kac-Moody algebras. Such a Jacobi form appears as a denominator function for an affine Lie algebra and can be written as an infinite product. The denominator function for the fake monster Lie algebra on the other hand is a modular form for an orthogonal group, which can also be written as an infinite product. Thus many new examples of generalized Kac-Moody algebras may be constructed from modular or Jacobi forms for $O(n+2,2)$, and conversely examples of modular or Jacobi forms may be obtained from generalized Kac-Moody algebras. In this book we consider Jacobi forms associated to an equivariant holomorphic map of symmetric domains of the type that is used in the construction of a Kuga fiber variety (see Chapter 7). Such Jacobi forms can be used to construct an
embedding of a Kuga fiber variety into a complex projective space. They can also be identified with sections of a certain line bundle on the corresponding Kuga fiber variety. Similar identifications have been studied by Kramer and Runge for $S L(2, \mathbb{R})$ and $S p(n, \mathbb{R})$ (see [57, 58, 105]).

The construction of Kuga fiber varieties can be extended to the one of more general complex torus bundles by using certain cocycles of discrete groups. Let $(\tau, \rho)$ be the equivariant pair that was used above for the construction of a Kuga fiber variety. Thus $\tau: \mathcal{D} \rightarrow \mathcal{H}_{n}$ is a holomorphic map that is equivariant with respect to the homomorphism $\rho: G \rightarrow S p(n, \mathbb{R})$ of Lie groups. Let $L$ be a lattice in $\mathbb{R}^{2 n}$, and let $\Gamma$ be a torsion-free discrete subgroup of $G$ such that $\ell \cdot \rho(\gamma) \in L$ for all $\ell \in L$ and $\gamma \in \Gamma$, where we regarded elements of $L$ as row vectors. If $L$ denotes the lattice $\mathbb{Z}^{2 n}$ in $\mathbb{Z}^{2 n}$, the multiplication operation for the semidirect product $\Gamma \ltimes L$ is given by

$$
\begin{equation*}
\left(\gamma_{1}, \ell_{1}\right) \cdot\left(\gamma_{2}, \ell_{2}\right)=\left(\gamma_{1} \gamma_{2}, \ell_{1} \rho\left(\gamma_{2}\right)+\ell_{2}\right) \tag{0.6}
\end{equation*}
$$

for all $\gamma_{1}, \gamma_{2} \in \Gamma$ and $\ell_{1}, \ell_{2} \in L$, and $\Gamma \ltimes L$ acts on $\mathcal{D} \times \mathbb{C}^{n}$ by

$$
\begin{equation*}
(\gamma,(\mu, \nu)) \cdot(z, w)=\left(\gamma z,(w+\mu \tau(z)+\nu)\left(C_{\rho} \tau(z)+D_{\rho}\right)^{-1}\right) \tag{0.7}
\end{equation*}
$$

for all $(z, w) \in \mathcal{D} \times \mathbb{C}^{n},(\mu, \nu) \in L \subset \mathbb{R}^{n} \times \mathbb{R}^{n}$ and $\gamma \in \Gamma$ with $\rho(\gamma)=$ $\left(\begin{array}{ll}A_{\rho} & B_{\rho} \\ C_{\rho} & D_{\rho}\end{array}\right) \in S p(n, \mathbb{R})$. Then the associated Kuga fiber variety is given by the quotient

$$
Y=\Gamma \ltimes L \backslash \mathcal{D} \times \mathbb{C}^{n}
$$

which is a fiber bundle over the locally symmetric space $X=\Gamma \backslash \mathcal{D}$. We now consider a 2-cocycle $\psi: \Gamma \times \Gamma \rightarrow L$ define the generalized semidirect product $\Gamma \ltimes_{\psi} L$ by replacing the multiplication operation (0.6) with

$$
\left(\gamma_{1}, \ell_{1}\right) \cdot\left(\gamma_{2}, \ell_{2}\right)=\left(\gamma_{1} \gamma_{2}, \ell_{1} \rho\left(\gamma_{2}\right)+\ell_{2}+\psi\left(\gamma_{1}, \gamma_{2}\right)\right)
$$

We denote by $\mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)$ the space of $\mathbb{C}^{n}$-valued holomorphic functions on $\mathcal{D}$, and let $\xi$ be a 1-cochain for the cohomology of $\Gamma$ with coefficients in $\mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)$ satisfying

$$
\delta \xi\left(\gamma_{1}, \gamma_{2}\right)(z)=\psi\left(\gamma_{1}, \gamma_{2}\right)\binom{\tau(z)}{1}
$$

for all $z \in \mathcal{D}$ and $\gamma_{1}, \gamma_{2} \in \Gamma$, where $\delta$ is the coboundary operator on 1cochains. Then an action of $\Gamma \ltimes_{\psi} L$ on $\mathcal{D} \times \mathbb{C}^{n}$ can be defined by replacing (0.7) with

$$
(\gamma,(\mu, \nu)) \cdot(z, w)=\left(\gamma z,(w+\mu \tau(z)+\nu+\xi(\gamma)(z))\left(C_{\rho} \tau(z)+D_{\rho}\right)^{-1}\right)
$$

If the quotient of $\mathcal{D} \times \mathbb{C}^{n}$ by $\Gamma \ltimes_{\psi} L$ with respect to this action is denoted by $Y_{\psi, \xi}$, the map $\pi: Y_{\psi, \xi} \rightarrow X=\Gamma \backslash \mathcal{D}$ induced by the natural projection $\mathcal{D} \times$ $\mathbb{C}^{n} \rightarrow \mathcal{D}$ is a torus bundle over $X$ which may be called a twisted torus bundle (see Chapter 8). As in the case of Kuga fiber varieties, holomorphic forms
of the highest degree on $Y_{\psi, \xi}$ can also be identified with mixed automorphic forms for $\Gamma$ of certain type.

This book is organized as follows. In Chapter 1 we discuss basic properties of mixed automorphic and cusp forms of one variable including the construction of Eisenstein and Poincaré series. We also study some cusp forms associated to mixed cusp forms and describe mixed automorphic forms associated to a certain class of linear ordinary differential equations. Geometric aspects of mixed automorphic forms of one variable are presented in Chapter 2 . We construct elliptic varieties and interpret holomorphic forms of the highest degree on such a variety as mixed automorphic forms. Discussions of modular symbols and Eichler-Shimura relations for mixed automorphic forms are also included. In Chapter 3 we investigate connections between parabolic cohomology and mixed automorphic forms and discuss a generalization of the Eichler-Shimura isomorphism. In order to consider mixed automorphic forms of several variables we introduce mixed Hilbert modular forms and mixed Siegel modular forms in Chapter 4 and show that certain types of such forms occur as holomorphic forms on certain families of abelian varieties parametrized by Hilbert or Siegel modular varieties. In Chapter 5 we describe mixed automorphic forms on Hermitian symmetric domains associated to equivariant holomorphic maps of symmetric domains. We then introduce a representation-theoretic description of mixed automorphic forms on semisimple Lie groups and real reductive groups. We also construct the associated Poincaré and Eisenstein series as well as Whitaker vectors. In Chapter 6 we describe Kuga fiber varieties associated to an equivariant holomorphic map of a symmetric domain into a Siegel upper half space and show that holomorphic forms of the highest degree on a Kuga fiber variety can be identified with mixed automorphic forms on a symmetric domain. Jacobi forms on symmetric domains and their relations with bundles over Kuga fiber varieties are discussed in Chapter 7. In Chapter 8 we are concerned with complex torus bundles over a locally symmetric space which generalize Kuga fiber varieties. Such torus bundles are constructed by using certain 2-cocycles and 1-cochains of a discrete group. We discuss their connection with mixed automorphic forms and determine certain cohomology of such a bundle.

## Mixed Automorphic Forms

Classical automorphic or cusp forms of one variable are holomorphic functions on the Poincaré upper half plane $\mathcal{H}$ satisfying a transformation formula with respect to a discrete subgroup $\Gamma$ of $S L(2, \mathbb{R})$ as well as certain regularity conditions at the cusps (see e.g. [14, 95, 114]). Given a nonnegative integer $k$, the transformation formula for an automorphic form $f$ for $\Gamma$ of weight $k$ is of the form

$$
f(\gamma z)=j(\gamma, z)^{k} f(z)
$$

for $z \in \mathcal{H}$ and $\gamma \in \Gamma$, where $j(\gamma, z)=c z+d$ with $c$ and $d$ being the $(2,1)$ and $(2,2)$ entries of the matrix $\gamma$.

Mixed automorphic forms generalize automorphic forms, and they are associated with a holomorphic map $\omega: \mathcal{H} \rightarrow \mathcal{H}$ that is equivariant with respect to a homomorphism $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$. Indeed, the transformation formula for mixed automorphic forms is of the form

$$
f(\gamma z)=j(\gamma, z)^{k} j(\chi(\gamma), \omega(z))^{\ell} f(z)
$$

for some nonnegative integers $k$ and $\ell$. Such equivariant pairs ( $\omega, \chi$ ) occur naturally in the theory of elliptic surfaces (see Chapter 2) or in connection with certain linear ordinary differential equations. For example, an equivariant pair is obtained by using the period map $\omega$ of an elliptic surface $E$ and the monodromy representation $\chi$ of $E$. In this case, a holomorphic form on $E$ of degree two can be interpreted as a mixed automorphic form (cf. [18, 43, 68]). Similarly, the period map and the monodromy representation of a certain type of second order linear ordinary differential equation also provide us an equivariant pair (cf. [79]; see also [83]). In this chapter we introduce mixed automorphic and mixed cusp forms of one variable and discuss some their properties.

In Section 1.1 we describe the definition of mixed automorphic forms as well as mixed cusp forms of one variable associated to an equivariant holomorphic map of the Poincaré upper half plane. As examples of mixed automorphic forms, Eisenstein series and Poincaré series for mixed automorphic forms are constructed in Section 1.2. In Section 1.3 we consider certain cusp forms associated to pairs of mixed cusp forms and discuss relations among the Fourier coefficients of the cusp forms and those of the mixed cusp forms. Section 1.4 is about mixed automorphic forms associated to a certain class
of linear ordinary differential equation. We relate the monodromy of such a differential equations with the periods of the associated mixed automorphic forms.

### 1.1 Mixed Automorphic Forms of One Variable

In this section we introduce mixed automorphic forms associated to an equivariant pair, which generalize elliptic modular forms. In particular, we discuss cusp conditions for mixed automorphic and cusp forms.

Let $\mathcal{H}$ denote the Poincaré upper half plane

$$
\{z \in \mathbb{C} \mid \operatorname{Im} z>0\}
$$

on which $S L(2, \mathbb{R})$ acts by linear fractional transformations. Thus, if $z \in \mathcal{H}$ and $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L(2, \mathbb{R})$, we have

$$
\gamma z=\frac{a z+b}{c z+d} .
$$

For the same $z$ and $\gamma$, we set

$$
\begin{equation*}
j(\gamma, z)=c z+d \tag{1.1}
\end{equation*}
$$

Then the resulting map $j: S L(2, \mathbb{R}) \times \mathcal{H} \rightarrow \mathbb{C}$ is an automorphy factor, meaning that it satisfies the cocycle condition

$$
\begin{equation*}
j\left(\gamma \gamma^{\prime}, z\right)=j\left(\gamma, \gamma^{\prime} z\right) j\left(\gamma^{\prime}, z\right) \tag{1.2}
\end{equation*}
$$

for all $z \in \mathcal{H}$ and $\gamma, \gamma^{\prime} \in S L(2, \mathbb{R})$.
We fix a discrete subgroup $\Gamma$ of $S L(2, \mathbb{R})$ and extend the action of $\Gamma$ on $\mathcal{H}$ continuously to the set $\mathcal{H} \cup \mathbb{R} \cup\{\infty\}$. An element $s \in \mathbb{R} \cup\{\infty\}$ is a cusp for $\Gamma$ if it is fixed under an infinite subgroup, called a parabolic subgroup, of $\Gamma$. Elements of a parabolic subgroup of $\Gamma$ are parabolic elements of $\Gamma$. We assume that $\Gamma$ is a Fuchsian group of the first kind, which means that the volume of the quotient space $\Gamma \backslash \mathcal{H}$ is finite. Let $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$ be a homomorphism of groups such that its image $\chi(\Gamma)$ is a Fuchsian group of the first kind, and let $\omega: \mathcal{H} \rightarrow \mathcal{H}$ be a holomorphic map that is equivariant with respect to $\chi$. Thus $(\omega, \chi)$ is an equivariant pair satisfying the condition

$$
\begin{equation*}
\omega(\gamma z)=\chi(\gamma) \omega(z) \tag{1.3}
\end{equation*}
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{H}$. We assume that the inverse image of the set of parabolic elements of $\chi(\Gamma)$ under $\chi$ consists of the parabolic elements of $\Gamma$. In particular, $\chi$ carries parabolic elements to parabolic elements. Given a pair of nonnegative integers $k$ and $\ell$, we set

$$
\begin{equation*}
J_{k, \ell}(\gamma, z)=j(\gamma, z)^{k} j(\chi(\gamma), \omega(z))^{\ell} \tag{1.4}
\end{equation*}
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{H}$.

Lemma 1.1 The map $J_{k, \ell}: \Gamma \times \mathcal{H} \rightarrow \mathbb{C}$ determined by (1.4) is an automorphy factor, that is, it satisfies the cocycle condition

$$
\begin{equation*}
J_{k, \ell}\left(\gamma \gamma^{\prime}, z\right)=J_{k, \ell}\left(\gamma, \gamma^{\prime} z\right) \cdot J_{k, \ell}\left(\gamma^{\prime}, z\right) \tag{1.5}
\end{equation*}
$$

for all $\gamma, \gamma^{\prime} \in \Gamma$ and $z \in \mathcal{H}$.
Proof. This follows easily from (1.2), (1.3), and (1.4).
If $f: \mathcal{H} \rightarrow \mathbb{C}$ is a function and $\gamma \in \Gamma$, we denote by $\left.f\right|_{k, \ell} \gamma$ the function on $\mathcal{H}$ given by

$$
\begin{equation*}
\left(\left.f\right|_{k, \ell} \gamma\right)(z)=J_{k, \ell}(\gamma, z)^{-1} f(\gamma z) \tag{1.6}
\end{equation*}
$$

for all $z \in \mathcal{H}$. Using (1.5), we see easily that

$$
\left(\left.\left(\left.f\right|_{k, \ell} \gamma\right)\right|_{k, \ell} \gamma^{\prime}=\left.f\right|_{k, \ell}\left(\gamma \gamma^{\prime}\right)\right.
$$

for all $\gamma, \gamma^{\prime} \in \Gamma^{\prime}$.
Let $s \in \mathbb{R} \cup\{\infty\}$ be a cusp for $\Gamma$, so that we have

$$
\begin{equation*}
\alpha s=s=\sigma \infty \tag{1.7}
\end{equation*}
$$

for some $\sigma \in S L(2, \mathbb{R})$ and a parabolic element $\alpha$ of $\Gamma$. If $\Gamma_{s}$ denotes the subgroup

$$
\begin{equation*}
\Gamma_{s}=\{\gamma \in \Gamma \mid \gamma s=s\} \tag{1.8}
\end{equation*}
$$

of $\Gamma$ consisting of the elements fixing $s$, then we have

$$
\sigma^{-1} \Gamma_{s} \sigma \cdot\{ \pm 1\}=\left\{\left. \pm\left(\begin{array}{ll}
1 & h  \tag{1.9}\\
0 & 1
\end{array}\right)^{n} \right\rvert\, n \in \mathbb{Z}\right\}
$$

for some positive real number $h$. Since $\chi(\alpha)$ is a parabolic element of $\chi(\Gamma)$, there is a cusp $s_{\chi}$ for $\chi(\Gamma)$ and an element $\chi(\sigma) \in S L(2, \mathbb{R})$ such that

$$
\begin{equation*}
\chi(\alpha) s_{\chi}=s_{\chi}=\chi(\sigma) \infty \tag{1.10}
\end{equation*}
$$

We assume that

$$
\begin{equation*}
\omega(\sigma z)=\chi(\sigma) \omega(z) \tag{1.11}
\end{equation*}
$$

for all $z \in \mathcal{H}$. Given an element $z \in \mathcal{H}$ and a holomorphic function $f$ on $\mathcal{H}$, we extend the maps $\gamma \mapsto J_{k, \ell}(\gamma, z)$ and $\left.\gamma \mapsto f\right|_{k, \ell} \gamma$ given by (1.4) and (1.6), respectively, to $\Gamma \cup\{\sigma\}$. In particular, we may write

$$
\begin{gather*}
J_{k, \ell}(\sigma, z)=j(\sigma, z)^{k} j(\chi(\sigma), \omega(z))^{\ell}  \tag{1.12}\\
\left(\left.f\right|_{k, \ell} \sigma\right)(z)=J_{k, \ell}(\sigma, z)^{-1} f(\sigma z) \tag{1.13}
\end{gather*}
$$

for all $z \in \mathcal{H}$.
In order to discuss Fourier series, let $f: \mathcal{H} \rightarrow \mathbb{C}$ be a holomorphic function that satisfies

$$
\begin{equation*}
\left.f\right|_{k, \ell} \gamma=f \tag{1.14}
\end{equation*}
$$

for all $\gamma \in \Gamma$. Then we can consider the Fourier expansion of $f$ at the cusps of $\Gamma$ as follows. Suppose first that $\infty$ is a cusp of $\Gamma$. Then the subgroup $\Gamma_{\infty}$ of $\Gamma$ that fixes $\infty$ is generated by an element of the form $\left(\begin{array}{cc}1 & h \\ 0 & 1\end{array}\right)$ for a positive real number $h$. Since $\chi$ carries a parabolic element of $\Gamma$ to a parabolic element of $\chi(\Gamma)$, we may assume

$$
\chi\left(\begin{array}{ll}
1 & h \\
0 & 1
\end{array}\right)= \pm\left(\begin{array}{ll}
1 & h_{\chi} \\
0 & 1
\end{array}\right)
$$

for some positive real number $h_{\chi}$. Thus, using (1.1) and (1.4), we see that

$$
J_{\omega, \chi}^{k, \ell}\left(\left(\begin{array}{cc}
1 & h \\
0 & 1
\end{array}\right), z\right)=1,
$$

and hence we obtain $f(z+h)=f(z)$ for all $z \in \mathcal{H}$. This leads us to the Fourier expansion of $f$ at $\infty$ of the form

$$
f(z)=\sum_{n \geq n_{0}} a_{n} e^{2 \pi i n z / h}
$$

for some $n_{0} \in \mathbb{Z}$.
We now consider an arbitrary cusp $s$ of $\Gamma$ with $\sigma(\infty)=s$. If $\Gamma_{s}$ is as in (1.8) and if $\Gamma^{\sigma}=\sigma^{-1} \Gamma \sigma$, then we see that $\gamma \in \Gamma_{s}$ if and only if

$$
\left(\sigma^{-1} \gamma \sigma\right) \infty=\sigma^{-1} \gamma s=\sigma^{-1} s=\infty
$$

hence $\sigma^{-1} \Gamma_{s} \sigma=\left(\Gamma^{\sigma}\right)_{\infty}$. In particular, $\infty$ is a cusp for $\Gamma^{\sigma}$.
Lemma 1.2 If $f$ satisfies the functional equation (1.14), then the function $\left.f\right|_{k, \ell} \sigma: \mathcal{H} \rightarrow \mathbb{C}$ in (1.13) satisfies the relation

$$
\left(\left.f\right|_{k, \ell} \sigma\right)(g z)=\left(\left.f\right|_{k, \ell} \sigma\right)(z)
$$

for all $g \in\left(\Gamma^{\sigma}\right)_{\infty}=\sigma^{-1} \Gamma_{s} \sigma$ and $z \in \mathcal{H}$.
Proof. Let $g=\sigma^{-1} \gamma \sigma \in \Gamma^{\sigma}$ with $\gamma \in \Gamma_{s}$. Then by (1.13) we have

$$
\begin{equation*}
\left(\left.f\right|_{k, \ell} \sigma\right)(g z)=j(\sigma, g z)^{-k} j(\chi(\sigma), \omega(g z))^{-\ell} f(\gamma \sigma z) \tag{1.15}
\end{equation*}
$$

for all $z \in \mathcal{H}$. Since both $g$ and $\chi(\sigma)^{-1} \chi(\gamma) \chi(\sigma)$ fix $\infty$, we have

$$
j(g, z)=1=j\left(\chi(\sigma)^{-1} \chi(\gamma) \chi(\sigma), \omega(z)\right)
$$

Using this, (1.2) and (1.11), we see that

$$
\begin{equation*}
j(\sigma, g z)=j(\sigma, g z) j(g, z)=j(\sigma g, z)=j(\gamma \sigma, z), \tag{1.16}
\end{equation*}
$$

$$
\begin{align*}
j(\chi(\sigma), \omega(g z))= & j\left(\chi(\sigma), \chi(\sigma)^{-1} \chi(\gamma) \chi(\sigma) \omega(z)\right)  \tag{1.17}\\
& \times j\left(\chi(\sigma)^{-1} \chi(\gamma) \chi(\sigma), \omega(z)\right) \\
= & j\left(\chi(\sigma) \chi(\sigma)^{-1} \chi(\gamma) \chi(\sigma), \omega(z)\right) \\
= & j(\chi(\gamma) \chi(\sigma), \omega(z))
\end{align*}
$$

Thus, by combining this with (1.15), (1.16), and (1.17), we obtain

$$
\begin{aligned}
\left(\left.f\right|_{k, \ell} \sigma\right)(g z)= & j(\gamma \sigma, z)^{-k} j(\chi(\gamma) \chi(\sigma), \omega(z))^{-\ell} f(\gamma \sigma z) \\
= & j(\gamma, \sigma z)^{-k} j(\sigma, z)^{-k} j(\chi(\gamma), \chi(\sigma) \omega(z))^{-\ell} \\
& \times j(\chi(\sigma), \omega(z))^{-\ell} f(\gamma \sigma z) \\
= & j(\sigma, z)^{-k} j(\chi(\sigma), \omega(z))^{-\ell}\left(\left.f\right|_{k, \ell} \gamma\right)(\sigma z) \\
= & \left(\left.f\right|_{k, \ell} \sigma\right)(z) ;
\end{aligned}
$$

hence the lemma follows.
By Lemma 1.2 the Fourier expansion of $\left.f\right|_{k, \ell} \sigma$ at $\infty$ can be written in the form

$$
\left(\left.f\right|_{k, \ell} \sigma\right)(z)=\sum_{n \geq n_{0}} a_{n} e^{2 \pi i n z / h}
$$

which is called the Fourier expansion of $f$ at $s$.
Definition 1.3 Let $\Gamma, \omega$, and $\chi$ as above, and let $k$ and $\ell$ be nonnegative integers. A mixed automorphic form of type $(k, \ell)$ associated to $\Gamma, \omega$ and $\chi$ is a holomorphic function $f: \mathcal{H} \rightarrow \mathbb{C}$ satisfying the following conditions:
(i) $\left.f\right|_{k, \ell} \gamma=f$ for all $\gamma \in \Gamma$.
(ii) The Fourier coefficients $a_{n}$ of $f$ at each cusp s satisfy the condition that $n \geq 0$ whenever $a_{n} \neq 0$.
The holomorphic function $f$ is a mixed cusp form of type $(k, \ell)$ associated to $\Gamma, \omega$ and $\chi$ if (ii) is replaced with the following condition:
(ii)' The Fourier coefficients $a_{n}$ of $f$ at each cusp $s$ satisfy the condition that $n>0$ whenever $a_{n} \neq 0$.
We shall denote by $M_{k, \ell}(\Gamma, \omega, \chi)$ (resp. $S_{k, \ell}(\Gamma, \omega, \chi)$ ) the space of mixed automorphic (resp. cusp) forms associated to $\Gamma, \omega$ and $\chi$.

Remark 1.4 If $\ell=0$ in Definition 1.3(i), then $f$ is a classical automorphic form or a cusp form (see e.g. [95, 114]). Thus, if $M_{k}(\Gamma)$ denotes the space of automorphic forms of weight $k$ for $\Gamma$, we see that

$$
M_{k, 0}(\Gamma, \omega, \chi)=M_{k}(\Gamma), \quad M_{k, \ell}\left(\Gamma, 1_{\mathcal{H}}, 1_{\Gamma}\right)=M_{k+\ell}(\Gamma)
$$

where $1_{\mathcal{H}}$ is the identity map on $\mathcal{H}$ and $1_{\Gamma}$ is the inclusion map of $\Gamma$ into $S L(2, \mathbb{R})$. On the other hand for $k=0$ the elements of $M_{0, \ell}(\Gamma, \omega, \chi)$ are generalized automorphic forms of weight $\ell$ in the sense of Hoyt and Stiller (see e.g. [120, p. 31]). In addition, if $f \in M_{k, \ell}(\Gamma, \omega, \chi)$ and $g \in M_{k^{\prime}, \ell^{\prime}}(\Gamma, \omega, \chi)$, then we see that $f g \in M_{k+k^{\prime}, \ell+\ell^{\prime}}(\Gamma, \omega, \chi)$.

### 1.2 Eisenstein Series and Poincaré Series

In this section we construct Eisenstein series and Poincaré series, which provide examples of mixed automorphic forms. We shall follow closely the descriptions in [70] and [80].

Let $\omega: \mathcal{H} \rightarrow \mathcal{H}$ and $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$ be as in Section 1.1, and let $s$ be a cusp for $\Gamma$. Let $\sigma \in S L(2, \mathbb{R})$ and $\alpha \in \Gamma$ be the elements associated to $s$ satisfying (1.7), and assume that $\Gamma_{s}$ in (1.8) satisfies (1.9). We consider the corresponding parabolic element $\chi(\alpha)$ of $\chi(\Gamma)$ and the element $\chi(\sigma) \in S L(2, \mathbb{R})$ satisfying (1.10) and (1.11). We fix a positive integer $k$ and a nonnegative integer $m$. For each nonnegative integer $\nu$, we define the holomorphic function $\phi_{\nu}: \mathcal{H} \rightarrow \mathbb{C}$ associated to the cusp $s$ by

$$
\begin{align*}
\phi_{\nu}(z) & =J_{2 k, 2 m}(\sigma, z)^{-1} \exp (2 \pi i \nu \sigma z / h)  \tag{1.18}\\
& =j(\sigma, z)^{-2 k} j(\chi(\sigma), \omega(z))^{-2 m} \exp (2 \pi i \nu \sigma z / h)
\end{align*}
$$

for all $z \in \mathcal{H}$, where we used the notation in (1.12).
Lemma 1.5 If $s$ is a cusp of $\Gamma$ described above, then the associated function $\phi_{\nu}$ given by (1.18) satisfies

$$
\begin{equation*}
\left.\phi_{\nu}\right|_{2 k, 2 m} \gamma=\phi_{\nu} \tag{1.19}
\end{equation*}
$$

for all $\gamma \in \Gamma_{s}$.
Proof. Given $z \in \mathcal{H}$ and $\gamma \in \Gamma_{s}$, using (1.18), we have

$$
\begin{aligned}
\phi_{\nu}(\gamma z)= & j(\sigma, \gamma z)^{-2 k} j(\chi(\sigma), \omega(\gamma z))^{-2 m} \exp (2 \pi i \nu \sigma \gamma z / h) \\
= & j(\sigma, \gamma z)^{-2 k} j(\chi(\sigma), \chi(\gamma) \omega(z))^{-2 m} \exp (2 \pi i \nu \sigma \gamma z / h) \\
= & j(\sigma \gamma, z)^{-2 k} j(\gamma, z)^{2 k} j(\chi(\sigma) \chi(\gamma), \omega(z))^{-2 m} \\
& \quad \times j(\chi(\gamma), \omega(z))^{2 m} \exp \left(2 \pi i \nu\left(\sigma \gamma \sigma^{-1}\right) \sigma z / h\right),
\end{aligned}
$$

where we used (1.2). Since $\sigma \gamma \sigma^{-1}$ and $\chi(\sigma) \chi(\gamma) \chi(\sigma)^{-1}$ stabilize $\infty$, we have

$$
j\left(\sigma \gamma \sigma^{-1}, w\right)=j\left(\chi(\sigma) \chi(\gamma) \chi(\sigma)^{-1}, \chi(\sigma) w\right)=1
$$

for all $w \in \mathcal{H}$, and hence we see that

$$
\begin{aligned}
j(\sigma \gamma, z) & =j\left(\sigma \gamma \sigma^{-1}, \sigma z\right) \cdot j(\sigma, z)=j(\sigma, z) \\
j(\chi(\sigma) \chi(\gamma), \omega(z)) & =j\left(\chi(\sigma) \chi(\gamma) \chi(\sigma)^{-1}, \chi(\sigma) \omega(z)\right) \cdot j(\chi(\sigma), \omega(z)) \\
& =j(\chi(\sigma), \omega(z))
\end{aligned}
$$

and $\sigma \gamma z / h=\left(\sigma \gamma \sigma^{-1}\right) \sigma z / h=\sigma z / h+d$ for some integer $d$. Thus we obtain

$$
\begin{aligned}
& \phi_{\nu}(\gamma z)= j( \\
&\sigma, z)^{-2 k} j(\gamma, z)^{2 k} \\
& \times j(\chi(\sigma), \omega(z))^{-2 m} j(\chi(\gamma), \omega(z))^{2 m} \exp (2 \pi i \nu \sigma z / h) \\
&=j(\gamma, z)^{2 k} j(\chi(\gamma), \omega(z))^{2 m} \phi_{\nu}(z),
\end{aligned}
$$

and therefore the lemma follows.
Let $s$ be a cusp of $\Gamma$ considered above, and set

$$
\begin{equation*}
P_{2 k, 2 m}^{\nu}(z)=\sum_{\gamma \in \Gamma_{s} \backslash \Gamma}\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \gamma\right)(z) \tag{1.20}
\end{equation*}
$$

for all $z \in \mathcal{H}$. Note that by Lemma 1.5 the summation is well-defined.
Definition 1.6 The function $P_{2 k, 2 m}^{\nu}(z)$ is called a Poincaré series for mixed automorphic forms if $\nu \geq 1$, and the function $P_{2 k, 2 m}^{0}(z)$ is called an Eisenstein series for mixed automorphic forms.

We shall show below that the series in (1.20) defining the function $P_{2 k, 2 m}^{\nu}(z)$ converges and is holomorphic on $\mathcal{H}$.

Lemma 1.7 Let $z_{0} \in \mathcal{H}$, and let $\varepsilon$ be a positive real number such that

$$
N_{3 \varepsilon}=\left\{z \in \mathbb{C}| | z-z_{0} \mid \leq 3 \varepsilon\right\} \subset \mathcal{H},
$$

and let $k$ and $m$ be nonnegative integers. If $\psi$ is a continuous function on $N_{3 \varepsilon}$ that is holomorphic on the interior of $N_{3 \varepsilon}$, then there exists a positive real number $C$ such that

$$
\left|\psi\left(z_{1}\right)\right| \leq C \int_{N_{3 \varepsilon}}|\psi(z)|(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d V
$$

for all $z_{1} \in N_{\varepsilon}=\left\{z \in \mathbb{C}| | z-z_{0} \mid \leq \varepsilon\right\}$, where $d V=d x d y / y^{2}$ with $x=\operatorname{Re} z$ and $y=\operatorname{Im} z$.

Proof. Let $z_{1}$ be an element of $N_{\varepsilon}$, and consider the Taylor expansion of $\psi(z)$ about $z_{1}$ of the form

$$
\psi(z)=\sum_{n=0}^{\infty} a_{n}\left(z-z_{1}\right)^{n}
$$

We set $N_{\varepsilon}^{\prime}=\left\{z \in \mathbb{C}| | z-z_{1} \mid<\varepsilon\right\}$. Then $N_{\varepsilon}^{\prime} \subset N_{3 \varepsilon}$, and we have

$$
\int_{N_{\varepsilon}^{\prime}} \psi(z) d x d y=\int_{0}^{2 \pi} \int_{0}^{\varepsilon} \sum_{n=0}^{\infty} a_{n} r^{n+1} e^{i n \theta} d r d \theta=\pi \varepsilon^{2} a_{0}=\pi \varepsilon^{2} \psi\left(z_{1}\right)
$$

Hence we obtain

$$
\begin{aligned}
\left|\psi\left(z_{1}\right)\right| & \leq\left(\pi \varepsilon^{2}\right)^{-1} \int_{N_{3 \varepsilon}}|\psi(z)| d x d y \\
& =\left(\pi \varepsilon^{2}\right)^{-1} \int_{N_{3 \varepsilon}} \frac{|\psi(z)|(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m}}{(\operatorname{Im} z)^{k-2}(\operatorname{Im} \omega(z))^{m}} d V \\
& \leq\left(\pi \varepsilon^{2} C_{1}\right)^{-1} \int_{N_{3 \varepsilon}}|\psi(z)|(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d V
\end{aligned}
$$

where

$$
C_{1}=\inf \left\{(\operatorname{Im} z)^{k-2}(\operatorname{Im} \omega(z))^{m} \mid z \in N_{3 \varepsilon}\right\}
$$

Thus the lemma follows by setting $C=\left(\pi \varepsilon^{2} C_{1}\right)^{-1}$.
If $U$ is a connected open subset of $\mathcal{H}$, then we define the norm $\|\cdot\|_{U}$ on the space of holomorphic functions on $U$ by

$$
\|\psi\|_{U}=\int_{U}|\psi(z)|(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d V
$$

where $\psi$ is a holomorphic function on $U$.
Lemma 1.8 Let $\left\{f_{n}\right\}$ be a Cauchy sequence of holomorphic functions on $U$ with respect to the norm $\|\cdot\|_{U}$. Then the sequence $\left\{f_{n}\right\}$ converges absolutely to a holomorphic function on $U$ uniformly on any compact subsets of $U$.

Proof. Let $\left\{f_{n}\right\}$ be a Cauchy sequence of holomorphic functions on an open set $U \subset \mathcal{H}$. Then by Lemma 1.7, for each $z \in U$, there is a constant $C$ such that

$$
\left|f_{n}(z)-f_{m}(z)\right| \leq C\left\|f_{n}-f_{m}\right\|_{U}
$$

for all $n, m \geq 0$. Thus the sequence $\left\{f_{n}(z)\right\}$ of complex numbers is also a Cauchy sequence, and therefore it converges. We set $f(z)=\lim _{n \rightarrow \infty} f_{n}(z)$ for all $z \in U$. Let $z_{0} \in U$, and choose $\delta>0$ such that

$$
N_{3 \delta}=\left\{z \in \mathbb{C}| | z-z_{0} \mid \leq 3 \delta\right\} \subset U .
$$

Using Lemma 1.7 again, we have

$$
\left|f_{n}(z)-f_{m}(z)\right| \leq C^{\prime}\left\|f_{n}-f_{m}\right\|_{U}
$$

for all $z \in N_{\delta}=\left\{z \in \mathbb{C}| | z-z_{0} \mid \leq \delta\right\}$. Given $\varepsilon>0$, let $N$ be a positive integer such that $\left\|f_{n}-f_{m}\right\|_{U}<\varepsilon /\left(2 C^{\prime}\right)$ whenever $m, n>N$. For each $z \in N_{\delta}$, if we choose an integer $n^{\prime}>N$ so that $\left|f_{n^{\prime}}(z)-f(z)\right|<\varepsilon / 2$, then we obtain

$$
\left|f_{n}(z)-f(z)\right| \leq\left|f_{n}(z)-f_{n^{\prime}}(z)\right|+\left|f_{n^{\prime}}(z)-f(z)\right|<\varepsilon
$$

for all $n>N$. Thus the sequence $\left\{f_{n}\right\}$ converges to $f$ uniformly on $N_{\delta}$ and therefore on any compact subsets of $U$. Hence it follows that $f$ is holomorphic function on $U$.

Let $\phi_{\nu}$ be as in (1.18), and let $\left\{s_{1}, \ldots, s_{\mu}\right\}$ be the set of all $\Gamma$-inequivalent cusps of $\Gamma$. We choose a neighborhood $U_{i}$ of $s_{i}$ for each $i \in\{1, \ldots, \mu\}$, and set

$$
\begin{equation*}
\mathcal{H}^{\prime}=\mathcal{H}-\bigcup_{i=1}^{\mu} \bigcup_{\gamma \in \Gamma} \gamma U_{i} . \tag{1.21}
\end{equation*}
$$

Then, using the relations

$$
\begin{equation*}
\operatorname{Im} \gamma w=|j(\gamma, w)|^{-2} \cdot \operatorname{Im} w, \quad \operatorname{Im} \omega(\gamma w)=|j(\chi(\gamma), \omega(w))|^{-2} \cdot \operatorname{Im} \omega(w) \tag{1.22}
\end{equation*}
$$

for $\gamma \in \Gamma$ and $w \in \mathcal{H}$ and the fact that $\phi_{\nu}$ satisfies (1.19) for $\gamma \in \Gamma_{s}$, it can be shown that

$$
\begin{equation*}
\int_{\Gamma_{s} \backslash \mathcal{H}^{\prime}}\left|\phi_{\nu}(z)\right|(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d V<\infty \tag{1.23}
\end{equation*}
$$

Theorem 1.9 The series in (1.20) defining $P_{2 k, 2 m}^{\nu}(z)$ converges absolutely on $\mathcal{H}$ and uniformly on compact subsets, and, in particular, the function $P_{2 k, 2 m}^{\nu}(z)$ is holomorphic on $\mathcal{H}$.

Proof. Let $s_{1}, \ldots, s_{\mu}$ be the $\Gamma$-inequivalent cusps of $\Gamma$ as above, and let $z_{0}$ be an element of $\mathcal{H}$. We choose neighborhoods $W$ of $z_{0}$ and $U_{i}$ of $s_{i}$ for $1 \leq i \leq \mu$ such that

$$
\begin{equation*}
\{\gamma \in \Gamma \mid \gamma W \cap W \neq \emptyset\}=\Gamma_{z_{0}}, \quad \gamma W \cap U_{i}=\emptyset \tag{1.24}
\end{equation*}
$$

for all $\gamma \in \Gamma$ and $1 \leq i \leq \mu$, where $\Gamma_{z_{0}}$ is the stabilizer of $z_{0}$ in $\Gamma$. Then, using (1.18) and (1.22), we have

$$
\begin{aligned}
\left\|P_{2 k, 2 m}^{\nu}\right\|_{W} & =\int_{W}\left|\sum_{\gamma \in \Gamma_{s} \backslash \Gamma}\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \gamma\right)(z)\right|(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d V \\
& \leq \int_{W} \sum_{\gamma \in \Gamma_{s} \backslash \Gamma}\left|\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \gamma\right)(z)\right|(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d V \\
& =\sum_{\gamma \in \Gamma_{s} \backslash \Gamma} \int_{W}\left|\phi_{\nu}(\gamma z)\right|(\operatorname{Im} \gamma z)^{k}(\operatorname{Im} \omega(\gamma z))^{m} d V \\
& =\sum_{\gamma \in \Gamma_{s} \backslash \Gamma} \int_{\gamma W}\left|\phi_{\nu}(z)\right|(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d V
\end{aligned}
$$

In order to estimate the number of terms in the above sum, let $\gamma^{\prime} \in \Gamma$ and set

$$
\Xi=\left\{\gamma \in \Gamma \mid \gamma^{\prime \prime} \gamma W \cap \gamma^{\prime} W \neq \emptyset \text { for some } \gamma^{\prime \prime} \in \Gamma_{s}\right\}
$$

Then by (1.24) we see that $\gamma^{\prime} W \in \mathcal{H}^{\prime}$ and

$$
\left|\Gamma_{s} \backslash \Xi\right| \leq\left|\Gamma_{s} \backslash \Gamma_{s} \gamma^{\prime} \Gamma_{z_{0}}\right| \leq\left|\Gamma_{z_{0}}\right|
$$

where $|\cdot|$ denotes the cardinality. Thus, using this and (1.23), we have

$$
\begin{aligned}
\sum_{\gamma \in \Gamma_{s} \backslash \Gamma} \int_{\gamma W}\left|\phi_{\nu}(z)\right| & (\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d V \\
& \leq\left|\Gamma_{z_{0}}\right| \int_{\Gamma_{s} \backslash \mathcal{H}^{\prime}}\left|\phi_{\nu}(z)\right|(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d V<\infty
\end{aligned}
$$

Hence we obtain $\left\|P_{2 k, 2 m}^{\nu}\right\|_{W}<\infty$, and by Lemma 1.8 we see that $P_{2 k, 2 m}^{\nu}(z)$ converges absolutely on $W$ and uniformly on compact subsets of $W$. Thus it follows that the function $P_{2 k, 2 m}^{\nu}(z)$ is holomorphic on $W$, and therefore is holomorphic on $\mathcal{H}$ as well.

Now we need to show that the function $P_{2 k, 2 m}^{\nu}(z)$ is holomorphic at each cusp for all nonnegative integers $\nu$ and that it vanishes at each cusp for all positive integers $\nu$.

Lemma 1.10 Let $s^{\prime}$ be a cusp of $\Gamma$ such that $\sigma^{\prime} s^{\prime}=\infty$ with $\sigma^{\prime} \in S L(2, \mathbb{R})$, and let $\sigma_{\chi}^{\prime} \in S L(2, \mathbb{R})$ be an element with $\sigma_{\chi}^{\prime} \omega(s)=\infty$. Using the notation in (1.6), the function $\phi_{\nu}$ given in (1.18) satisfies the following conditions.
(i) If $s^{\prime}$ is not $\Gamma$-equivalent to $s$, then there exist positive real numbers $M$ and $\lambda$ such that

$$
\begin{equation*}
\left|\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \sigma^{\prime-1}\right)(z)\right| \leq M|z|^{-2 k} \tag{1.25}
\end{equation*}
$$

whenever $\operatorname{Im} z>\lambda$.
(ii) If $s^{\prime}$ is $\Gamma$-equivalent to $s$, then there exist positive real numbers $M$ and $\lambda$ such that

$$
\begin{equation*}
\left|\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \sigma^{\prime-1}\right)(z)\right| \leq M \tag{1.26}
\end{equation*}
$$

whenever $\operatorname{Im} z>\lambda$. If in addition $\nu>0$, then we have

$$
\begin{equation*}
\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \sigma^{\prime-1}\right)(z) \rightarrow 0 \tag{1.27}
\end{equation*}
$$

as $\operatorname{Im} z \rightarrow \infty$.
Proof. Using (1.6) and (1.18), for $z \in \mathcal{H}$ we have

$$
\begin{aligned}
&\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \sigma^{\prime-1}\right)(z)=j\left(\sigma^{\prime-1}, z\right)^{-2 k} j\left(\sigma_{\chi}^{\prime-1}, \omega(z)\right)^{-2 m} j\left(\sigma, \sigma^{\prime-1} z\right)^{-2 k} \\
& \times j\left(\chi(\sigma), \omega\left(\sigma^{\prime-1} z\right)\right)^{-2 m} \exp \left(2 \pi i \nu \sigma \sigma^{\prime-1} / h\right)
\end{aligned}
$$

If $\sigma \sigma^{\prime-1}=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$ and if $\operatorname{Im} z>2|d| /|c|$, then we have

$$
\begin{aligned}
\left|j\left(\sigma, \sigma^{\prime-1} z\right) \cdot j\left(\sigma^{\prime-1}, z\right)\right| & =\left|j\left(\sigma \sigma^{\prime-1}, z\right)\right|=|c z+d| \\
& \geq|c||z|-|d| \geq|c||z|-(|c| / 2) \operatorname{Im} z \\
& =|c||z|-(|c| / 2)|z|=|c||z| / 2
\end{aligned}
$$

On the other hand, if $\sigma_{\chi}^{\prime-1}=\left(\begin{array}{cc}a^{\prime} & b^{\prime} \\ c^{\prime} & d^{\prime}\end{array}\right)$ and $\chi(\sigma)=\left(\begin{array}{cc}a^{\prime \prime} & b^{\prime \prime} \\ c^{\prime \prime} & d^{\prime \prime}\end{array}\right)$, then we obtain

$$
\left|j\left(\chi(\sigma)^{\prime-1}, \omega(z)\right)\right|\left|j\left(\chi(\sigma), \omega\left(\sigma^{\prime-1} z\right)\right)\right|=\left|c^{\prime} \omega(z)+d^{\prime}\right|\left|c^{\prime \prime} \omega\left(\sigma^{\prime-1} z\right)+d^{\prime \prime}\right|
$$

Since $\operatorname{Im} \omega(z) \rightarrow \infty$ and $\omega\left(\sigma^{\prime-1} z\right) \rightarrow \omega\left(s^{\prime}\right)$ as $\operatorname{Im} z \rightarrow \infty$, there exist real numbers $A, \lambda^{\prime}>0$ such that

$$
\left|j\left(\chi(\sigma)^{\prime-1}, \omega(z)\right)\right|\left|j\left(\chi(\sigma), \omega\left(\sigma^{\prime-1} z\right)\right)\right| \geq A
$$

whenever $\operatorname{Im} z>\lambda^{\prime}$. We set $\lambda=\max \left(\lambda^{\prime}, 2|d| /|c|\right)$. Then, whenever $\operatorname{Im} z>\lambda$, we have

$$
\left|\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \sigma^{\prime-1}\right)(z)\right| \leq(|c||z| / 2)^{-2 k} A^{-2 m} \exp \left(-2 \pi \nu \sigma \sigma^{\prime}(\operatorname{Im} z) / h\right)
$$

Thus (1.25) holds for $M=(|c| / 2)^{-2 k} A^{-2 m} \exp \left(-2 \pi \nu \sigma \sigma^{\prime} \lambda / h\right)$, and therefore (i) follows. As for (ii), if $s^{\prime}$ is equivalent to $s$, we may assume that $\sigma=\sigma^{\prime}$. Thus we have

$$
\begin{aligned}
\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \sigma^{\prime-1}\right)(z)=j(1, z)^{-2 k} j( & \left.\chi(\sigma)^{-1}, \omega(z)\right)^{-2 m} \\
& \times j\left(\chi(\sigma), \omega\left(\sigma^{-1} z\right)\right)^{-2 m} \exp (2 \pi i \nu z / h)
\end{aligned}
$$

Since $j(1, z)=1$, we obtain (1.26) by arguing as in the case of (i).
Theorem 1.11 Let $s_{0}$ be a cusp of $\Gamma$. Then the function $P_{2 k, 2 m}^{\nu}(z)$ is holomorphic at $s_{0}$ for all nonnegative integers $\nu$. Furthermore, $P_{2 k, 2 m}^{\nu}(z)$ vanishes at $s_{0}$ if $\nu>0$.

Proof. Let $\Gamma_{s_{0}} \subset \Gamma$ be the stabilizer of the cusp $s_{0}$, and let $\{\delta\}$ be a complete set of representatives of $\Gamma_{s} \backslash \Gamma / \Gamma_{s_{0}}$. Given $\delta$, let $\{\eta\}$ be a complete set of representatives of $\delta^{-1} \Gamma_{s} \delta \cap \Gamma_{s_{0}} \backslash \Gamma_{s_{0}}$, so that we have $\Gamma=\coprod_{\delta, \eta} \Gamma_{s} \delta \eta$. We set

$$
\phi_{\nu, \delta}(z)=\sum_{\eta}\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \delta \eta\right)(z)
$$

for all $z \in \mathcal{H}$. Then we have

$$
P_{2 k, 2 m}^{\nu}(z)=\sum_{\delta} \sum_{\eta}\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \delta \eta\right)(z)=\sum_{\delta} \phi_{\nu, \delta}(z) .
$$

By Theorem 1.9 there is a neighborhood $U$ of $s_{0}$ in $\mathcal{H}$ such that $P_{2 k, 2 m}^{\nu}(z)$ converges uniformly on any compact subset of $U$. Hence, if $\sigma_{0} s_{0}=\infty$ with $\sigma_{0} \in S L(2, \mathbb{R})$, then the function

$$
\left.P_{2 k, 2 m}^{\nu}\right|_{2 k, 2 m} \sigma_{0}^{-1}=\left.\sum_{\delta} \phi_{\nu, \delta}\right|_{2 k, 2 m} \sigma_{0}^{-1}
$$

converges uniformly on any compact subset of $\{z \in \mathcal{H} \mid \operatorname{Im} z>d\}$ for some positive real number $d$. Therefore it suffices to show that each $\left.\phi_{\nu, \delta}\right|_{2 k, 2 m} \sigma_{0}^{-1}$ is holomorphic at $\infty$ and that it has zero at $\infty$ if $\nu>0$. First, suppose that $\delta s_{0}$ is not a cusp of $\Gamma_{s}$. Then $\delta^{-1} \Gamma_{s} \delta \cap \Gamma_{s_{0}}$ coincides with $\{1\}$ or $\{ \pm 1\}$, and hence we have

$$
\left.\phi_{\nu, \delta}\right|_{2 k, 2 m} \sigma_{0}^{-1}=C \cdot \sum_{\eta \in \Gamma_{s_{0}}}\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \delta \sigma_{0}^{-1} \sigma_{0} \eta \sigma_{0}^{-1}\right)
$$

with $C=1$ or $1 / 2$, respectively. Applying (1.25) for $s=\delta s_{0}, \sigma=\sigma_{0} \delta^{-1}$, we obtain

$$
\left|\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \delta \sigma_{0}^{-1}\right)(z)\right| \leq M|z|^{-2 k}
$$

for all $z$ with $\operatorname{Im} z>\lambda$ for some $M, \lambda>0$. Thus we obtain

$$
\begin{equation*}
\left|\left(\left.\phi_{\nu, \delta}\right|_{2 k, 2 m} \sigma_{0}^{-1}\right)(z)\right| \leq 2 M \sum_{\alpha \in \mathbb{Z}}|z+\alpha b|^{-2 k} \tag{1.28}
\end{equation*}
$$

where $b$ is a positive real number such that

$$
\sigma_{0} \Gamma_{s_{0}} \sigma_{0}^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left(\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right)^{\alpha} \right\rvert\, \alpha \in \mathbb{Z}\right\}
$$

By comparing the series on the right hand side of (1.28) with the series $\sum_{\alpha \in \mathbb{Z}} \alpha^{-2 k}$, we see that it converges uniformly on any compact subset of the domain $\operatorname{Im} z>\lambda$. Hence it follows that $\left.\phi_{\nu, \delta}\right|_{2 k, 2 m} \sigma_{0}^{-1}$ is holomorphic at $\infty$. Furthermore, $\left.\phi_{\nu, \delta}\right|_{2 k, 2 m} \sigma_{0}^{-1}$ vanishes at $\infty$ because the right hand side of (1.28) approaches zero as $z \rightarrow \infty$. Next, suppose $\delta s_{0}$ is a cusp of $\Gamma_{s}$. Then $\delta^{-1} \Gamma_{s} \delta \cap \Gamma_{s_{0}}$ is a subgroup of $\Gamma_{s_{0}}$ of finite index; hence the sum on the right hand side of

$$
\left.\phi_{\nu, \delta}\right|_{2 k, 2 m} \sigma_{0}^{-1}=\sum_{\eta}\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \delta \sigma_{0}^{-1} \sigma_{0} \eta \sigma_{0}^{-1}\right),
$$

where the summation is over $\eta \in \delta^{-1} \Gamma_{s} \delta \cap \Gamma_{s_{0}} \backslash \Gamma_{s_{0}}$, is a finite sum. Using (1.26) for $s=\delta s_{0}$ and $\sigma=\sigma_{0} \delta^{-1}$, for each $\delta$ we obtain

$$
\left|\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \delta \sigma_{0}^{-1}\right)(z)\right| \leq M
$$

for all $\operatorname{Im} z>\lambda$ for some $M, \lambda>0$. For each $\eta \in \Gamma_{s_{0}}$ we have

$$
\sigma_{0} \eta \sigma_{0}^{-1}= \pm\left(\begin{array}{cc}
1 & \beta b \\
0 & 1
\end{array}\right)
$$

for some $\beta \in \mathbb{Z}$; hence we have

$$
\left|\left(\left.\phi_{\nu, \delta}\right|_{2 k, 2 m} \sigma_{0}^{-1}\right)(z)\right| \leq M
$$

for all $\operatorname{Im} z>\lambda$, and it follows that $\left.\phi_{\nu, \delta}\right|_{2 k, 2 m} \sigma_{0}^{-1}$ is holomorphic at $\infty$. Furthermore, if $\nu>0$, then by (1.27) we have

$$
\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \delta \sigma_{0}^{-1}\right)(z) \rightarrow 0
$$

as $\operatorname{Im} z \rightarrow \infty$; hence we see that $\left.\phi_{\nu, \delta}\right|_{2 k, 2 m} \sigma_{0}^{-1}$ vanishes at $\infty$.
Theorem 1.12 The Eisenstein series $P_{2 k, 2 m}^{0}(z)$ is a mixed automorphic form and the Poincaré series $P_{2 k, 2 m}^{\nu}(z)$ is a mixed cusp form for $\Gamma$ of type $(2 k, 2 m)$.

Proof. Using the relations

$$
\begin{gathered}
j\left(\gamma, \gamma^{\prime} z\right)=j\left(\gamma^{\prime}, z\right)^{-1} j\left(\gamma \gamma^{\prime}, z\right), \\
j\left(\chi(\gamma), \chi\left(\gamma^{\prime}\right) \omega(z)\right)=j\left(\chi\left(\gamma^{\prime}\right), \omega(z)\right)^{-1} j\left(\chi\left(\gamma \gamma^{\prime}\right), \omega(z)\right)
\end{gathered}
$$

for $\gamma, \gamma^{\prime} \in \Gamma$ and $z \in \mathcal{H}$, we obtain

$$
\begin{aligned}
P_{2 k, 2 m}^{\nu}\left(\gamma^{\prime} z\right)= & \sum_{\gamma \in \Gamma_{s} \backslash \Gamma}\left(\left.\phi_{\nu}\right|_{2 k, 2 m} \gamma\right)\left(\gamma^{\prime} z\right) \\
= & \sum_{\gamma \in \Gamma_{s} \backslash \Gamma} j\left(\gamma, \gamma^{\prime} z\right)^{-2 k} j\left(\chi(\gamma), \omega\left(\gamma^{\prime} z\right)\right)^{-2 m} \phi_{\nu}\left(\gamma \gamma^{\prime} z\right) \\
= & j\left(\gamma^{\prime}, z\right)^{2 k} j\left(\chi\left(\gamma^{\prime}\right), \omega(z)\right)^{2 m} \\
& \quad \times \sum_{\gamma \in \Gamma_{s} \backslash \Gamma} j\left(\gamma \gamma^{\prime}, z\right)^{-2 k} j\left(\chi\left(\gamma \gamma^{\prime}\right), \omega(z)\right)^{-2 m} \phi_{\nu}\left(\gamma \gamma^{\prime} z\right) \\
= & j\left(\gamma^{\prime}, z\right)^{2 k} j\left(\chi\left(\gamma^{\prime}\right), \omega(z)\right)^{2 m} P_{2 k, 2 m}^{\nu}(z)
\end{aligned}
$$

for all $\gamma^{\prime} \in \Gamma$ and $z \in \mathcal{H}$; hence we see that $P_{2 k, 2 m}^{\nu}$ satisfies the condition (i) in Definition 1.3. Therefore the theorem follows from the cusp conditions given in Theorem 1.11.

Remark 1.13 If $\omega$ is the identity map on $\mathcal{H}$ and if $\chi$ is the inclusion map of $\Gamma$ into $S L(2, \mathbb{R})$, then $P_{2 k, 2 m}^{0}(z)$ and $P_{2 k, 2 m}^{\nu}(z)$ for $\nu>0$ are the Eisenstein series and the Poincaré series, respectively, for elliptic modular forms for $\Gamma$ of weight $2(k+m+1)$. Poincaré series were also considered in [70] for mixed cusp forms of type $(2,2 m)$.

### 1.3 Cusp Forms Associated to Mixed Cusp Forms

Let $S_{\ell, k}(\Gamma, \omega, \chi)$ be the space of mixed cusp forms of type $(\ell, k)$ associated to $\Gamma, \omega$ and $\chi$ as in Definition 1.3, and let $S_{m}(\Gamma)$ be the space of cusp forms of weight $m$ for $\Gamma$. If $\omega$ is the identity map on $\mathcal{H}$ and $\chi$ is the inclusion map of $\Gamma$ into $S L(2, \mathbb{R})$, then a mixed cusp form of type $(\ell, k)$ associated to $\Gamma, \omega$ and $\chi$ becomes a cusp form of weight $\ell+k$ for $\Gamma$. Similarly, a mixed cusp form of type $(\ell, 0)$ is a cusp form of weight $\ell$. Given a mixed cusp form $g$ belonging to $S_{k, \ell}(\Gamma, \omega, \chi)$, denote by $\mathcal{L}_{g}^{*}: S_{\ell+m, k}(\Gamma, \omega, \chi) \rightarrow S_{m}(\Gamma)$ be the map that is the adjoint of the linear map $\mathcal{L}_{g}: S_{m}(\Gamma) \rightarrow S_{\ell+m, k}(\Gamma, \omega, \chi)$ sending $h \in S_{m}(\Gamma)$ to $g h$. In this section we express the Fourier coefficients of the cusp form $\mathcal{L}_{g}^{*}(f)$ associated to a mixed cusp form $f$ in terms of series involving Fourier coefficients of $f$ and $g$ by following the method of W. Kohnen [53] who treated the case of classical cusp forms.

If $g \in S_{\ell, k}(\Gamma, \omega, \chi)$ and $h \in S_{m}(\Gamma)$, then we see easily that $g h \in$ $S_{\ell+m, k}(\Gamma, \omega, \chi)$. Thus, given an element $g \in S_{\ell, k}(\Gamma, \omega, \chi)$, we can consider a linear map $\mathcal{L}_{g}: S_{m}(\Gamma) \rightarrow S_{\ell+m, k}(\Gamma, \omega, \chi)$ defined by

$$
\begin{equation*}
\mathcal{L}_{g}(h)=g h \tag{1.29}
\end{equation*}
$$

for all $h \in S_{m}(\Gamma)$. The space $S_{m}(\Gamma)$ is equipped with the Petersson inner product, and the Petersson inner product can also be defined on the space $S_{\ell+m, k}(\Gamma, \omega, \chi)$ of mixed cusp forms (see [70, Proposition 2.1]). Thus we can consider the adjoint map $\mathcal{L}_{g}^{*}: S_{\ell+m, k}(\Gamma, \omega, \chi) \rightarrow S_{m}(\Gamma)$ of $\mathcal{L}_{g}$ satisfying the condition

$$
\begin{equation*}
\left\langle\mathcal{L}_{g}^{*} f, h\right\rangle=\left\langle\left\langle f, \mathcal{L}_{g} h\right\rangle\right\rangle \tag{1.30}
\end{equation*}
$$

for all $f \in S_{\ell+m, k}(\Gamma, \omega, \chi)$ and $h \in S_{m}(\Gamma)$, where $\langle$,$\left.\rangle (resp. \langle\langle\rangle\rangle,\right)$ is the Petersson inner product on the space $S_{m}(\Gamma)$ (resp. $S_{\ell+m, k}(\Gamma, \omega, \chi)$ ).

Throughout the rest of this section we shall assume that the Fuchsian group $\Gamma$ is a congruence subgroup of $S L(2, \mathbb{R})$. If $\Gamma_{\infty}$ is the subgroup of $\Gamma$ consisting of the elements of $\Gamma$ fixing $\infty$, then $\Gamma_{\infty}$ is an infinite cyclic group generated by the translation map $z \mapsto z+b$ for some $b \in \mathbb{Z}$. Let $P_{m, n}$ be the $n$-th Poincaré series in $S_{m}(\Gamma)$ given by

$$
\begin{equation*}
P_{m, n}(z)=\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} e^{2 \pi i n \gamma z / b} j(\gamma, z)^{-m} \tag{1.31}
\end{equation*}
$$

where $j(\gamma, z)$ is as in (1.1) (see e.g. [33]). If $h$ is a cusp form in $S_{m}(\Gamma)$ whose Fourier expansion is of the form

$$
h(z)=\sum_{p=1}^{\infty} A_{p}(h) e^{2 \pi i p z / b}
$$

and if $\langle$,$\rangle is the Petersson inner product on S_{m}(\Gamma)$, then we have

$$
\begin{equation*}
\left\langle h, P_{m, n}\right\rangle=\frac{b^{m} \boldsymbol{\Gamma}(m-1)}{(4 \pi n)^{m-1}} A_{n}(h) \tag{1.32}
\end{equation*}
$$

(see Theorem 5 in [33, Section 11]), where $\boldsymbol{\Gamma}$ is the Gamma function. Thus, if $\mathcal{L}_{g}^{*}: S_{\ell+m, k}(\Gamma, \omega, \chi) \rightarrow S_{m}(\Gamma)$ is the adjoint of $\mathcal{L}_{g}$ as before, for each $f \in S_{\ell+m, k}(\Gamma, \omega, \chi)$ and a positive integer $n$ by using (1.29), (1.30) and (1.32), we obtain

$$
\begin{aligned}
\frac{b^{m} \boldsymbol{\Gamma}(m-1)}{(4 \pi n)^{m-1}} A_{n}\left(\mathcal{L}_{g}^{*} f\right) & =\left\langle\mathcal{L}_{g}^{*} f, P_{m, n}\right\rangle=\left\langle\left\langle f, \mathcal{L}_{g} P_{m, n}\right\rangle\right\rangle=\left\langle\left\langle f, g P_{m, n}\right\rangle\right\rangle \\
& =\int_{\Gamma \backslash \mathcal{H}} f(z) \overline{g(z) P_{m, n}(z)} y^{m+\ell}(\operatorname{Im} \omega(z))^{k} d V \\
& =\int_{\Gamma \backslash \mathcal{H}} \Phi(z) \overline{P_{m, n}(z)} y^{m} d V
\end{aligned}
$$

where $\langle\langle\rangle$,$\rangle is the Petersson inner product on S_{\ell+m, k}(\Gamma, \omega, \chi)$ (cf. [70, Proposition 2.1]), $z=x+i y, \Phi(z)=f(z) \overline{g(z)} y^{\ell}(\operatorname{Im} \omega(z))^{k}$, and $d V=y^{-2} d x d y$.

Lemma 1.14 The function $\Phi(z)=f(z) \overline{g(z)}(\operatorname{Im} z)^{\ell}(\operatorname{Im} \omega(z))^{k}$ satisfies the relation

$$
\begin{equation*}
\Phi(\gamma z)=j(\gamma, z)^{m} \Phi(z) \tag{1.33}
\end{equation*}
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{H}$.
Proof. Since $f \in S_{\ell+m, k}(\Gamma, \omega, \chi)$ and $g \in S_{\ell, k}(\Gamma, \omega, \chi)$, for $\gamma \in \Gamma$ and $z \in \mathcal{H}$, we have

$$
\begin{aligned}
\Phi(\gamma z)= & f(\gamma z) \overline{g(\gamma z)}(\operatorname{Im} \gamma z)^{\ell}(\operatorname{Im} \omega(\gamma z))^{k} \\
= & f(\gamma z) \overline{g(\gamma z)}(\operatorname{Im} \gamma z)^{\ell}(\operatorname{Im} \chi(\gamma) \omega(z))^{k} \\
= & j(\gamma, z)^{\ell+m} j(\chi(\gamma), \omega(z))^{k} f(z) \overline{j(\gamma, z)^{\ell}} \overline{j(\chi(\gamma), \omega(z))^{k}} \overline{g(z)} \\
& \quad \times|j(\gamma, z)|^{-2 \ell}(\operatorname{Im} z)^{\ell} \mid j\left(\chi(\gamma),\left.\omega(z)\right|^{-2 k}(\operatorname{Im} \omega(z))^{k}\right. \\
= & j(\gamma, z)^{m} f(z) \overline{g(z)}(\operatorname{Im} z)^{\ell}(\operatorname{Im} \omega(z))^{k} \\
= & j(\gamma, z)^{m} \Phi(z) .
\end{aligned}
$$

Hence the lemma follows.
By Lemma 1.14 the function $\Phi$ satisfies $\Phi(z+k b)=\Phi(b)$ for all $k \in \mathbb{Z}$. Note that $\Phi$ is not a holomorphic function. However, if $z=x+i y$, then $\Phi$ is periodic as a function of $x$ with period $b$ and therefore has a Fourier expansion of the form

$$
\begin{equation*}
\Phi(z)=\sum_{p \in \mathbb{Z}} A_{p}(\Phi ; y) e^{2 \pi i p x / b} \tag{1.34}
\end{equation*}
$$

where the $A_{p}(\Phi ; y)$ are functions of $y$. On the other hand, given $f \in$ $S_{\ell+m, k}(\Gamma, \omega, \chi)$, the Fourier expansion of the cusp form $\mathcal{L}_{g}^{*} f$ in $S_{m}(\Gamma)$ can be written in the form

$$
\begin{equation*}
\mathcal{L}_{g}^{*} f(z)=\sum_{p=1}^{\infty} A_{p}\left(\mathcal{L}_{g}^{*} f\right) e^{2 \pi i p z / b} \tag{1.35}
\end{equation*}
$$

for some constants $A_{p}\left(\mathcal{L}_{g}^{*} f\right) \in \mathbb{C}$.
Theorem 1.15 Given $g \in S_{\ell, k}(\Gamma, \omega, \chi)$, let $f$ be a mixed cusp form in $S_{\ell+m, k}(\Gamma, \omega, \chi)$, and let $A_{n}\left(\mathcal{L}_{g}^{*} f\right)$ be the $n$-th Fourier coefficient of the cusp form $\mathcal{L}_{g}^{*} f$ in $S_{m}(\Gamma)$ as in (1.35). Then we have

$$
\begin{equation*}
A_{n}\left(\mathcal{L}_{g}^{*} f\right)=\frac{(4 \pi n)^{m-1}}{\boldsymbol{\Gamma}(m-1) b^{m-1}} \int_{0}^{\infty} A_{n}(\Phi ; y) e^{-2 \pi n y / b} y^{m-2} d y \tag{1.36}
\end{equation*}
$$

where $A_{n}(\Phi ; y)$ is the $n$-th Fourier coefficient of $\Phi(z)=f(z) \overline{g(z)} y^{\ell}(\operatorname{Im} \omega(z))^{k}$ regarded as a function of $y$ as in (1.34).

Proof. Let $\Phi(z)$ be as above, and let $P_{m, n}$ be the Poincaré series in (1.31). We set

$$
\begin{equation*}
I=\int_{D} \Phi(z) \overline{P_{m, n}(z)} y^{m} d V=\frac{b^{m} \boldsymbol{\Gamma}(m-1)}{(4 \pi n)^{m-1}} A_{n}\left(\mathcal{L}_{g}^{*} f\right) \tag{1.37}
\end{equation*}
$$

where $D \subset \mathcal{H}$ is a fundamental domain of $\Gamma$. Using the fact that

$$
d V=y^{-2} d x d y=\operatorname{Im}(z)^{-2}(i / 2) d z \wedge d \bar{z}
$$

we have

$$
I=\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \int_{D} \Phi(z) e^{-2 \pi i n \overline{\gamma z} / b} \overline{j(\gamma, z)}-m \operatorname{Im}(z)^{m-2}(i / 2) d z \wedge d \bar{z}
$$

In terms of the variable $w=\gamma z=u+i v$, a typical term in the above sum becomes

$$
\begin{align*}
& \int_{D} \Phi(z) e^{-2 \pi i n \overline{\gamma z} / b} \overline{j(\gamma, z)^{-m}} \operatorname{Im}(z)^{m-2}(i / 2) d z \wedge d \bar{z}  \tag{1.38}\\
&=\int_{\gamma D} \Phi\left(\gamma^{-1} w\right) e^{-2 \pi i n \bar{w} / b} \overline{j\left(\gamma, \gamma^{-1} w\right)}-m \\
& \quad \times \operatorname{Im}\left(\gamma^{-1} w\right)^{m-2}(i / 2) d\left(\gamma^{-1} w\right) \wedge d\left(\overline{\gamma^{-1} w}\right)
\end{align*}
$$

However, using (1.2) and (1.38), we see that

$$
\begin{aligned}
& \Phi\left(\gamma^{-1} w\right)=j\left(\gamma^{-1}, w\right)^{m} \Phi(w), \quad \overline{j\left(\gamma, \gamma^{-1} w\right)^{-m}}={\overline{j\left(\gamma^{-1}, w\right)}}^{-m} \\
& \begin{aligned}
\operatorname{Im}\left(\gamma^{-1} w\right)^{m-2} & =\left|j\left(\gamma^{-1}, w\right)\right|^{-2 m+4} \operatorname{Im}(w)^{m-2} \\
& =j\left(\gamma^{-1}, w\right)^{-m+2} \overline{j\left(\gamma^{-1}, w\right)}
\end{aligned}{ }^{-m+2} \operatorname{Im}(w)^{m-2}
\end{aligned}
$$

and

$$
\begin{aligned}
&(i / 2) d\left(\gamma^{-1} w\right) \wedge d\left(\overline{\gamma^{-1} w}\right)=(i / 2) j\left(\gamma^{-1}, w\right)^{-2} d w \wedge{\overline{j\left(\gamma^{-1}, w\right)}}^{-2} d \bar{w} \\
&=j\left(\gamma^{-1}, w\right)^{-2} \overline{j\left(\gamma^{-1}, w\right)} \\
&-2 d u d v
\end{aligned}
$$

Thus by substituting these into (1.38) we obtain

$$
\begin{aligned}
\int_{D} \Phi(z) e^{-2 \pi i n \overline{\gamma z} / b} \overline{j(\gamma, z)}-m & \operatorname{Im}(z)^{m-2}(i / 2) d z \wedge d \bar{z} \\
& =\int_{\gamma D} \Phi(w) e^{-2 \pi i n \bar{w} / b} \operatorname{Im}(w)^{m-2} d u d v
\end{aligned}
$$

and hence the integral $I$ in (1.37) can be written in the form

$$
I=\int_{D^{\prime}} \Phi(z) e^{-2 \pi i n \bar{z} / b} y^{m-2} d x d y
$$

where

$$
\begin{equation*}
D^{\prime}=\bigcup\left\{\gamma D \mid \gamma \in \Gamma_{\infty} \backslash \Gamma\right\} \tag{1.39}
\end{equation*}
$$

From (1.39) we see easily that $D^{\prime}$ is a fundamental domain of $\Gamma_{\infty}$, and hence it can be written as

$$
D^{\prime}=\{z \in \mathcal{H} \mid 0 \leq \operatorname{Re} z \leq b\}
$$

Therefore it follows that

$$
I=\int_{0}^{\infty} \int_{0}^{b} \Phi(z) e^{-2 \pi i n \bar{z} / b} y^{m-2} d x d y
$$

Now by using the Fourier expansion of $\Phi(z)$ in (1.34) we obtain

$$
\begin{aligned}
I & =\sum_{k=0}^{\infty} \int_{0}^{b} e^{2 \pi i(k-n) x / b} d x \int_{0}^{\infty} A_{k}(\Phi ; y) e^{-2 \pi n y / b} y^{m-2} d y \\
& =b \int_{0}^{\infty} A_{n}(\Phi ; y) e^{-2 \pi n y / b} y^{m-2} d y
\end{aligned}
$$

Thus, using this and (1.37), we see that

$$
\begin{aligned}
A_{n}\left(\mathcal{L}_{g}^{*} f\right) & =\frac{(4 \pi n)^{m-1}}{b^{m} \boldsymbol{\Gamma}(m-1)} I \\
& =\frac{(4 \pi n)^{m-1}}{\boldsymbol{\Gamma}(m-1) b^{m-1}} \int_{0}^{\infty} A_{n}(\Phi ; y) e^{-2 \pi n y / b} y^{m-2} d y
\end{aligned}
$$

and hence the proof of the theorem is complete.
We now want to establish relations among the Fourier coefficients of $f$ and $g$ and those of the image $\mathcal{L}_{g}^{*} f \in S_{m}(\Gamma)$ of a mixed cusp form $f$ in $S_{\ell+m, k}(\Gamma, \omega, \chi)$ under the map $\mathcal{L}_{g}^{*}$ associated to $g \in S_{\ell, k}(\Gamma, \omega, \chi)$. First, we assume that the mixed cusp forms $f$ and $g$ have Fourier expansions of the form

$$
\begin{equation*}
f(z)=\sum_{\rho=1}^{\infty} B(\rho) e^{2 \pi i \rho z / b}, \quad g(z)=\sum_{\mu=1}^{\infty} C(\mu) e^{2 \pi i \mu z / b} \tag{1.40}
\end{equation*}
$$

(see [18]). Note that the homomorphism $\chi$ maps parabolic elements to parabolic elements. Therefore we may assume that

$$
\chi\left(\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
1 & b_{\chi} \\
0 & 1
\end{array}\right)
$$

for some $b_{\chi} \in \mathbb{R}$. Thus, if $\psi(z)=(\operatorname{Im} \omega(z))^{k}$ and if $T_{b}=\left(\begin{array}{ll}1 & b \\ 0 & 1\end{array}\right)$, then $j\left(\chi\left(T_{b}\right), \omega(z)\right)=1$ and

$$
\begin{aligned}
\psi(z+b) & =\left(\operatorname{Im} \omega\left(T_{b} z\right)\right)^{k}=\left(\operatorname{Im} \chi\left(T_{b}\right) \omega(z)\right)^{k} \\
& =\left|j\left(\chi\left(T_{b}\right), \omega(z)\right)\right|^{-2 k}(\operatorname{Im} \omega(z))^{k}=\psi(z)
\end{aligned}
$$

for all $z \in \mathcal{H}$. Hence the real-valued function $\psi(z)$ has a Fourier expansion of the form

$$
\begin{equation*}
(\operatorname{Im} \omega(z))^{k}=\sum_{\nu \in \mathbb{Z}} F(\nu ; y) e^{2 \pi i \nu x / b} \tag{1.41}
\end{equation*}
$$

where the $F(\nu ; y)$ are functions of $y$.
Theorem 1.16 Given $f \in S_{\ell+m, k}(\Gamma, \omega, \chi)$ and $g \in S_{\ell, k}(\Gamma, \omega, \chi)$, the $n$-th Fourier coefficient $A_{n}\left(\mathcal{L}_{g}^{*} f\right)$ of the cusp form $\mathcal{L}_{g}^{*} f$ in $S_{m}(\Gamma)$ can be written in the form

$$
\begin{aligned}
A_{n}\left(\mathcal{L}_{g}^{*} f\right)= & \frac{n^{m-1} b^{\ell}}{\Gamma(m-1)(4 \pi)^{\ell}} \times \sum_{\mu, \nu} \frac{B(\mu+n-\nu) \overline{C(\mu)}}{(\mu+n-\nu / 2)^{\ell+m-1}} \\
& \times \int_{0}^{\infty} F\left(\nu ; \frac{b t}{4 \pi(\mu+n-\nu / 2)}\right) t^{\ell+m-2} e^{-t} d t
\end{aligned}
$$

where $B, C$ and $F$ are as in (1.40) and (1.41).
Proof. In terms of the Fourier coefficients of $f, g$ and $(\operatorname{Im} \omega(z))^{k}$ in (1.40) and (1.41) the function $\Phi(z)=f(z) \overline{g(z)} y^{\ell}(\operatorname{Im} \omega(z))^{k}$ can be written in the form

$$
\Phi(z)=y^{\ell} \sum_{\rho, \mu, \nu} B(\rho) \overline{C(\mu)} F(\nu ; y) e^{2 \pi i(\nu+\rho-\mu) x / b} e^{-2 \pi(\rho+\mu) y / b}
$$

Thus, using $\nu+\rho-\mu=n$, we have $\rho=\mu+n-\nu$, and by (1.34) the $n$-th Fourier coefficient of $\Phi(z)$ is given by

$$
A_{n}(\Phi ; y)=y^{\ell} \sum_{\mu, \nu} B(\mu+n-\nu) \overline{C(\mu)} F(\nu ; y) e^{-2 \pi(2 \mu+n-\nu) y / b}
$$

Substituting this into (1.36), we obtain

$$
\begin{aligned}
& A_{n}\left(\mathcal{L}_{g}^{*} f\right)=\frac{(4 \pi n)^{m-1}}{\boldsymbol{\Gamma}(m-1) b^{m-1}} \\
& \quad \times \int_{0}^{\infty} y^{\ell+m-2} \sum_{\mu, \nu} B(\mu+n-\nu) \overline{C(\mu)} F(\nu ; y) e^{-4 \pi(\mu+n-\nu / 2) y / b} d y
\end{aligned}
$$

Now the the theorem follows by expressing the above integral in terms of the new variable $t=4 \pi(\mu+n-\nu / 2) y / b$.

Remark 1.17 If $k=0$, the map $\mathcal{L}_{g}^{*}: S_{\ell+m, k}(\Gamma, \omega, \chi) \rightarrow S_{m}(\Gamma)$ becomes a map from $S_{\ell+m}(\Gamma)$ to $S_{m}(\Gamma)$. If in addition $\Gamma=S L(2, \mathbb{Z})$, then $b=1$ and the formula for $A_{n}\left(\mathcal{L}_{g}^{*} f\right)$ given in Theorem 1.16 reduces to the one obtained by Kohnen in [53].

### 1.4 Mixed Automorphic Forms and Differential Equations

In this section we discuss mixed automorphic forms associated to a certain class of linear ordinary differential equations and establish a relation between the monodromy of such a differential equation and the periods of the corresponding mixed automorphic forms.

Let $X$ be a Riemann surface regarded as a smooth complex algebraic curve over $\mathbb{C}$, and consider a linear ordinary differential operator

$$
\Lambda^{n}=\frac{d^{n}}{d x^{n}}+P_{n-1}(x) \frac{d^{n-1}}{d x^{n-1}}+\cdots+P_{1}(x) \frac{d}{d x}+P_{0}(x)
$$

of order $n$ on $X$, where $x$ is a nonconstant element of the function field $K(X)$ of $X$ and $P_{i} \in K(X)$ for $0 \leq i \leq n-1$. We assume that $\Lambda^{n}$ has only regular singular points. Let $U \subset X$ be a Zariski open set on which the functions $P_{i}$ are all regular, and choose a base point $x_{0} \in U$. Let $\omega_{1}, \ldots, \omega_{n}$ be holomorphic functions which form a basis of the space of solutions of the equation $\Lambda^{n} f=0$ near $x_{0}$. Given a closed path $\gamma$ that determines an element of the fundamental group $\pi_{1}\left(U, x_{0}\right)$, there is a matrix $M(\gamma) \in G L_{n}(\mathbb{C})$ such that the analytic continuation of the solution $\omega_{i}$ becomes $\sum_{j=1}^{n} m_{i j} \omega_{j}$ for each $i \in\{1, \ldots, n\}$. Thus we obtain a representation $M: \pi_{1}\left(U, x_{0}\right) \rightarrow G L_{n}(\mathbb{C})$ of the fundamental group of $U$ called the monodromy representation.

Let $V_{x_{0}}$ be the space of local solutions of the equation $\Lambda^{n} f=0$ near $x_{0} \in U$, and consider an element $\psi$ of $K(X)$. By shrinking the Zariski open set $U$ if necessary, we may assume that $\psi$ is regular on $U$. Then the monodromy representation $M$ determines an action of the fundamental group $\pi_{1}\left(U, x_{0}\right)$ on $V_{x_{0}}$. We shall determine an element of the cohomology $H^{1}\left(\pi_{0}\left(U, x_{0}\right), V_{x_{0}}\right)$ of $\pi_{1}\left(U, x_{0}\right)$ with coefficients in $V_{x_{0}}$ associated to $\psi \in K(X)$. Let $f^{\psi}$ be a solution of the nonhomogeneous equation $\Lambda^{n} f=\psi$, and suppose that the solution of $\Lambda^{n} f=\psi$ obtained by the analytic continuation of $f^{\psi}$ around a closed path $\gamma \in \pi_{1}\left(U, x_{0}\right)$ is given by

$$
f^{\psi}+a_{\gamma, 1}^{\psi} \omega_{1}+\cdots+a_{\gamma, n}^{\psi} \omega_{n}=f^{\psi}+{ }^{t} \mathbf{a}_{\gamma}^{\psi} \boldsymbol{\omega},
$$

where

$$
\begin{equation*}
\left.{ }^{t} \mathbf{a}_{\gamma}^{\psi}=\left(a_{\gamma, 1}^{\psi}, \ldots, a_{\gamma, n}^{\psi}\right), \quad{ }^{t} \boldsymbol{\omega}=\omega_{1}, \ldots, \omega_{n}\right) \tag{1.42}
\end{equation*}
$$

with $a_{\gamma, 1}^{\psi}, \ldots, a_{\gamma, n}^{\psi} \in \mathbb{C}$. If $\tau \in \pi_{1}\left(U, x_{0}\right)$ is another closed path, then the analytic continuation of $f^{\psi}+{ }^{t} \mathbf{a}_{\gamma}^{\psi} \boldsymbol{\omega}$ around $\tau$ becomes

$$
f^{\psi}+{ }^{t} \mathbf{a}_{\tau}^{\psi} \boldsymbol{\omega}+{ }^{t} \mathbf{a}_{\gamma}^{\psi} M(\tau) .
$$

On the other hand, since the analytic continuation of $f^{\psi}$ around $\gamma \tau$ is $f^{\psi}+$ ${ }^{t} \mathbf{a}_{\gamma \tau}^{\psi} \boldsymbol{\omega}$, it follows that

$$
{ }^{t} \mathbf{a}_{\gamma \tau}^{\psi}={ }^{t} \mathbf{a}_{\tau}^{\psi}+{ }^{t} \mathbf{a}_{\gamma}^{\psi} M(\tau)
$$

Thus the map $\gamma \mapsto{ }^{t} \mathbf{a}_{\gamma}^{\psi}$ is a cocycle, and this cocycle is independent of the choice of the solution $f^{\psi}$ up to coboundary (cf. [120]). Note that each ${ }^{t} \mathbf{a}_{\gamma}^{\psi}$ determines an element ${ }^{t} \mathbf{a}_{\gamma}^{\psi} \boldsymbol{\omega}$ of $V_{x_{0}}$. Consequently ${ }^{t} \mathbf{a}_{\gamma}^{\psi}$ can be regarded as an element of $V_{x_{0}}$, and hence it defines an element of the cohomology $H^{1}\left(\pi_{1}\left(U, x_{0}\right), V_{x_{0}}\right)$.

Let $\Gamma \subset S L(2, \mathbb{R})$ be a Fuchsian group of the first kind that does not contain elements of finite order. Then the quotient $X=\Gamma \backslash \mathcal{H}^{*}$ is a compact Riemann surface, where $\mathcal{H}^{*}$ is the union of $\mathcal{H}$ and the cusps of $\Gamma$, and can be regarded as a smooth algebraic curve over $\mathbb{C}$. Let $x$ be a nonconstant element of the function field $K(X)$ of $X$ when $X$ is regarded as an algebraic curve over $\mathbb{C}$. We consider a second order linear differential equation $\Lambda_{X}^{2} f=0$ with

$$
\begin{equation*}
\Lambda_{X}^{2}=\frac{d^{2}}{d x^{2}}+P_{X}(x) \frac{d}{d x}+Q_{X}(x) \tag{1.43}
\end{equation*}
$$

where $P_{X}(x)$ and $Q_{X}(x)$ are elements of $K(X)$. We assume that the differential equation $\Lambda_{X}^{2} f=0$ has only regular singular points and that the set of singular points coincides with the set of cusps of $\Gamma$. Thus, if $X_{0}$ is the set of regular points of $\Lambda_{X}^{2} f=0$ and if $x_{0} \in X_{0}$, then $X_{0}$ can be regarded as the quotient space $\Gamma \backslash \mathcal{H}$ and the fundamental group $\pi_{1}\left(X_{0}, x_{0}\right)$ of $X_{0}$ can be identified with $\Gamma$. Let $\chi: \Gamma \rightarrow G L(2, \mathbb{C})$ be the monodromy representation for the differential equation $\Lambda_{X}^{2} f=0$, and assume that $\chi(\Gamma) \subset S L(2, \mathbb{R})$.

Let $\omega_{1}$ and $\omega_{2}$ be linearly independent solutions of $\Lambda_{X}^{2} f=0$, and for each positive integer $m$ let $S^{m}\left(\Lambda^{2}\right)$ be the linear ordinary differential operator of order $m+1$ such that the $m+1$ functions

$$
\omega_{1}^{m}, \omega_{1}^{m-1} \omega_{2}, \ldots, \omega_{1} \omega_{2}^{m-1}, \omega_{2}^{m}
$$

are linearly independent solutions of the corresponding homogeneous equation $S^{m}\left(\Lambda_{X}^{2}\right) f=0$.

By pulling back the operator in (1.43) via the natural projection $\mathcal{H}^{*} \rightarrow$ $X=\Gamma \backslash \mathcal{H}^{*}$ we obtain a differential operator

$$
\begin{equation*}
\Lambda^{2}=\frac{d^{2}}{d z^{2}}+P(z) \frac{d}{d z}+Q(z) \tag{1.44}
\end{equation*}
$$

such that $P(z)$ and $Q(z)$ are meromorphic functions on $\mathcal{H}^{*}$. Let $\omega_{1}(z)$ and $\omega_{2}(z)$ for $z \in \mathcal{H}$ be the two linearly independent solutions of $\Lambda^{2} f=0$ corresponding to $\omega_{1}$ and $\omega_{2}$ above. Then the monodromy representation for the differential equation $\Lambda^{2} f=0$ is the group homomorphism $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$ defined as follows. Given elements $\gamma \in \Gamma$ and $z \in \mathcal{H}$, we assume that the elements $\omega_{1}(\gamma z), \omega_{2}(\gamma z) \in \mathcal{H}$ can be written in the form

$$
\begin{equation*}
\omega_{1}(\gamma z)=a_{\chi} \omega_{1}(z)+b_{\chi} \omega_{2}(z), \quad \omega_{2}(\gamma z)=c_{\chi} \omega_{1}(z)+d_{\chi} \omega_{2}(z) \tag{1.45}
\end{equation*}
$$

Then the image of $\gamma \in \Gamma$ under the monodromy representation $\chi$ is given by

$$
\chi(\gamma)=\left(\begin{array}{cc}
a_{\chi} & b_{\chi}  \tag{1.46}\\
c_{\chi} & d_{\chi}
\end{array}\right) \in S L(2, \mathbb{R})
$$

We now set

$$
\begin{equation*}
\omega(z)=\omega_{1}(z) / \omega_{2}(z) \tag{1.47}
\end{equation*}
$$

and assume that $\omega(z) \in \mathcal{H}$ for all $z \in \mathcal{H}$. Then the resulting map $\omega: \mathcal{H} \rightarrow \mathcal{H}$ is the period map for the differential equation $\Lambda^{2} f=0$, and by (1.45) it satisfies

$$
\omega(\gamma z)=\frac{a_{\chi} \omega(z)+b_{\chi}}{c_{\chi} \omega(z)+d_{\chi}}=\chi(\gamma) \omega(z)
$$

for all $z \in \mathcal{H}$ and $\gamma \in \Gamma$. Thus the maps $\omega$ and $\chi$ form an equivariant pair, and we may consider the associated mixed automorphic or cusp forms as in Section 1.1. Note, however, in this section we deal with meromorphic functions rather than holomorphic functions on $\mathcal{H}$, so we need to modify Definition 1.3 by replacing holomorphic functions with meromorphic functions.

Definition 1.18 Let $f: \mathcal{H} \rightarrow \mathbb{C}$ be a mixed automorphic form of type $(\mu, \nu)$ associated to $\Gamma, \omega$ and $\chi$ with $\mu \geq 2$. Then for $z_{0} \in \mathcal{H}$ and $\gamma \in \Gamma$ the integrals of the form

$$
\int_{z_{0}}^{\gamma z_{0}} f(z) \omega^{\prime}(z)^{1-\mu / 2} \omega(z)^{i} d z, \quad i=0,1, \ldots, \mu+\nu-2
$$

are called the periods of $f$.
If $S^{m}\left(\Lambda^{2}\right)$ is the differential operator acting on the functions on $\mathcal{H}$ obtained by pulling back $S^{m}\left(\Lambda_{X}^{2}\right)$ via the projection $\mathcal{H}^{*} \rightarrow X$, then the solutions of the equation $S^{m}\left(\Lambda^{2}\right) f=0$ are of the form

$$
\begin{equation*}
\sum_{i=0}^{m} c_{i} \omega_{1}(z)^{m-i} \omega_{2}(z)^{i} \tag{1.48}
\end{equation*}
$$

for some constants $c_{0}, \ldots, c_{m}$. Let $\psi$ be a meromorphic function on $\mathcal{H}^{*}$ corresponding to an element $\psi_{X}$ in $K(X)$, and let $f^{\psi}$ be a solution of the nonhomogeneous equation

$$
\begin{equation*}
S^{m}\left(\Lambda^{2}\right) f=\psi \tag{1.49}
\end{equation*}
$$

Given a nonnegative integer $k$, we set

$$
\begin{equation*}
\Phi_{k}^{\psi}(z)=\omega^{\prime}(z)^{k} \frac{d^{m+1}}{d \omega(z)^{m+1}}\left(\frac{f^{\psi}(z)}{\omega_{2}(z)^{m}}\right) \tag{1.50}
\end{equation*}
$$

for all $z \in \mathcal{H}$.
Lemma 1.19 The function $\Phi_{k}^{\psi}$ in (1.50) is independent of the choice of the solution $f^{\psi}$ of the differential equation in (1.49).

Proof. Let $f^{\psi}$ and $h^{\psi}$ of the differential equation in (1.49). Then, using (1.48), we see that

$$
h^{\psi}(z)=f^{\psi}(z)+\sum_{i=0}^{m} c_{i} \omega_{1}(z)^{m-i} \omega_{2}(z)^{i}
$$

for some $c_{0}, \ldots, c_{m} \in \mathbb{C}$. Thus by using (1.47) we have

$$
\begin{aligned}
\omega^{\prime}(z)^{k} \frac{d^{m+1}}{d \omega(z)^{m+1}}\left(\frac{h^{\psi}(z)}{\omega_{2}(z)^{m}}\right) & =\omega^{\prime}(z)^{k} \frac{d^{m+1}}{d \omega(z)^{m+1}}\left(\frac{f^{\psi}(z)}{\omega_{2}(z)^{m}}+\sum_{i=0}^{m} c_{i} \omega(z)\right) \\
& =\omega^{\prime}(z)^{k} \frac{d^{m+1}}{d \omega(z)^{m+1}}\left(\frac{f^{\psi}(z)}{\omega_{2}(z)^{m}}\right)
\end{aligned}
$$

which proves the lemma.
Theorem 1.20 (i) The function $\Phi_{k}^{\psi}(z)$ is a mixed automorphic form of type $(2 k, m-2 k+2)$ associated to $\Gamma, \omega$ and the monodromy representation $\chi$.
(ii) If $z_{0}$ is a fixed point in $\mathcal{H}$, then a solution $f^{\psi}$ of the equation $S^{m}\left(\Lambda^{2}\right) f=\psi$ is of the form

$$
\begin{array}{r}
f^{\psi}(z)=\frac{\omega_{2}(z)^{m}}{m!} \int_{z_{0}}^{z} \Phi_{k}^{\psi}(z) \omega^{\prime}(z)^{-k}(\omega(z)-\omega(t))^{m} d \omega(t)  \tag{1.51}\\
\\
+\sum_{i=1}^{m+1} c_{i} \omega_{1}(z)^{m+1-i} \omega_{2}(z)^{i-1}
\end{array}
$$

for some constants $c_{1}, \ldots, c_{m+1}$.
Proof. It is known that the function

$$
\frac{d^{m+1}}{d \omega(z)^{m+1}}\left(\frac{f^{\psi}(z)}{\omega_{2}(z)^{m}}\right)
$$

is a mixed automorphic form of type $(0, m+2)$ associated to $\Gamma, \omega$ and $\chi$ (cf. [120, p. 32]). On the other hand, for $\gamma=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \Gamma$ and $\chi(\gamma)$ as in (1.46) we have

$$
\begin{gathered}
\frac{d(\gamma z)}{d z}=\frac{d}{d z}\left(\frac{a z+d}{c z+d}\right)=\frac{1}{(c z+d)^{2}}, \\
\frac{d \omega(\gamma z)}{d \omega(z)}=\frac{d(\chi(\gamma) \omega(z))}{d \omega(z)}=\frac{1}{\left(c_{\chi} z+d_{\chi}\right)^{2}} .
\end{gathered}
$$

Thus we obtain

$$
\begin{aligned}
\Phi_{k}^{\psi}(\gamma z) & =\left(\frac{d \omega(\gamma z)}{d \omega(z)}\right)^{k}\left(\frac{d(\gamma z)}{d z}\right)^{-k}\left(\frac{d \omega(z)}{d z}\right)^{k} \frac{d^{m+1}}{d \omega(z)^{m+1}}\left(\frac{f^{\psi}(z)}{\omega_{2}(z)^{m}}\right)(z) \\
& =(c z+d)^{2 k}\left(c_{\chi} z+d_{\chi}\right)^{m-2 k+2} \Phi_{k}^{\psi}(z)
\end{aligned}
$$

and therefore (i) follows. As for (ii), we have

$$
\begin{aligned}
\int_{z_{0}}^{z} \Phi_{k}^{\psi}(z) & \omega^{\prime}(z)^{-k}(\omega(z)-\omega(t))^{m} d \omega(t) \\
& =\int_{z_{0}}^{z} \frac{d^{m+1}}{d \omega^{m+1}}\left(\frac{f^{\psi}(z)}{\omega_{2}(z)^{m}}\right)(\omega(z)-\omega(t))^{m} d \omega(t) \\
& =m!\left(\frac{f^{\psi}(z)}{\omega_{2}(z)^{m}}\right)+\sum_{i=1}^{m+1} c_{i}^{\prime} \omega(z)^{m+1-i}
\end{aligned}
$$

for some constants $c_{1}^{\prime}, \ldots, c_{m+1}^{\prime}$ by applying the integration by parts $m$ times. Now using $c_{i}=-c_{i}^{\prime} /(m!)$ and $\omega=\omega_{1} / \omega_{2}$, we obtain the desired formula in (1.51).

Let $\Lambda^{2}$ be the second-order differential operator in (1.44) with monodromy representation $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$ described above. Then the monodromy representation of $S^{m}\left(\Lambda^{2}\right)$ is given by $S^{m} \chi=\operatorname{Sym}^{m} \circ \chi$, where $\operatorname{Sym}^{m}: S L(2, \mathbb{R}) \rightarrow S L(m+1, \mathbb{R})$ is the $m$-th symmetric power representation.

Let $V_{x^{0}}$ be the space of local solutions of the equation $S^{m}\left(\Lambda^{2}\right) f=0$ near $x_{0} \in X_{0}$, and for $\psi \in K(X)$ let ${ }^{t} \mathbf{a}_{\gamma}^{\psi}$ be the cocycle in $H^{1}\left(\Gamma, V_{x_{0}}\right)$ associated to a solution $f^{\psi}$ of $S^{m}\left(\Lambda^{2}\right) f=\psi$ in (1.42). Then we can express the cocycle ${ }^{t} \mathbf{a}_{\gamma}^{\psi}$ in terms of the periods of the mixed automorphic form $\Phi_{k}^{\psi}$ and the monodromy representation $S^{m} \chi$ of $S^{m}\left(\Lambda^{2}\right) f=0$ as follows:

Theorem 1.21 Let $\Phi_{k}^{\psi}$ be the mixed automorphic form of type $(2 k, m-2 k+$ 2) associated to $\Gamma$, $\omega$ and $\chi$ determined by a solution of $f^{\psi}$ of $S^{m}\left(\Lambda^{2}\right) f=\psi$, and let $z_{0}$ be a fixed point in $\mathcal{H}$. Then we have

$$
\left[{ }^{t} \mathbf{a}_{\gamma}^{\psi}\right]=\left[\left(\Xi_{\gamma, 1}^{\psi}, \ldots, \Xi_{\gamma, m+1}^{\psi}\right) \cdot S^{m} \chi(\gamma)\right]
$$

for each $\gamma \in \Gamma$, where

$$
\Xi_{\gamma, \nu}^{\psi}=(-1)^{\nu-1}(m!)^{-1}\binom{m}{\nu-1} \int_{z_{0}}^{\gamma z_{0}} \Phi_{k}^{\psi}(z) \omega^{\prime}(z)^{1-k} \omega(z)^{\nu-1} d z
$$

for $1 \leq \nu \leq m+1$; here the square brackets denote the cohomology class in $H^{1}\left(\Gamma, V_{x_{0}}\right)$.

Proof. Using [120, Proposition 3 bis. 10] and the proof of [120, Theorem 3 bis. 17], we obtain

$$
{ }^{t} \mathbf{a}_{\gamma}^{\psi}=\left(\Xi_{\gamma, 1}^{\psi}, \ldots, \Xi_{\gamma, m+1}^{\psi}\right) \cdot S^{m} \chi(\gamma)+\left(c_{1}, \ldots, c_{m+1}\right) \cdot\left(S^{m} \chi(\gamma)-I_{m+1}\right)
$$

for some constants $c_{1}, \ldots, c_{m+1}$, where $I_{m+1}$ is the $(m+1) \times(m+1)$ identity matrix and

$$
\begin{aligned}
\Xi_{\gamma, \nu}^{\psi}=(-1)^{\nu-1}( & (m!)^{-1}\binom{m}{\nu-1} \\
& \times \int_{z_{0}}^{\gamma z_{0}} \frac{d^{m+1}}{d \omega(z)^{m+1}}\left(\frac{f^{\psi}(z)}{\omega_{2}(z)^{m}}\right) \omega^{\prime}(z)^{k-1} \omega(z)^{\nu-1} d \omega(z)
\end{aligned}
$$

for $1 \leq \nu \leq m+1$. However, we have

$$
\frac{d^{m+1}}{d \omega(z)^{m+1}}\left(\frac{f^{\psi}(z)}{\omega_{2}(z)^{m}}\right) d \omega(z)=\Phi_{k}^{\psi}(z) \omega^{\prime}(z)^{-k} d \omega(z)=\Phi_{k}^{\psi}(z) \omega^{\prime}(z)^{1-k} d z
$$

Now the theorem follows from the fact that

$$
\left(c_{1}, \ldots, c_{m+1}\right) \cdot\left(S^{m} \chi(\gamma)-I_{m+1}\right)
$$

is a coboundary in $H^{1}\left(\Gamma, V_{x_{0}}\right)$.

## 2

## Line Bundles and Elliptic Varieties

An elliptic surface is the total space of a fiber bundle over a Riemann surface whose generic fiber is an elliptic curve, and it was Hunt and Meyer [43] who observed that a holomorphic form of degree two on an elliptic surface can be interpreted as a mixed cusp form of type $(2,1)$. An elliptic variety, on the other hand, can be constructed by considering a fiber bundle whose generic fiber is the product of a finite number of elliptic curves, and a holomorphic form of the highest degree on an elliptic variety can be identified with a mixed cusp form of more general type (cf. [68, 18]). In this chapter we discuss certain aspects of mixed automorphic forms of one variable that are related to their geometric connections with elliptic varieties.

It is well-known that automorphic forms for a discrete subgroup $\Gamma \subset$ $S L(2, \mathbb{R})$ can be identified with sections of a line bundle over the Riemann surface $X=\Gamma \backslash \mathcal{H}$. Such an interpretation can be extended to the case of mixed automorphic forms. Thus a mixed automorphic form associated to $\Gamma$ and an equivariant pair ( $\omega, \chi$ ) can be regarded as a section of a line bundle over $X$ determined by the given equivariant pair. This identification can in turn be used to establish a correspondence between mixed automorphic forms and holomorphic forms of the highest degree on an elliptic variety over $X$.

If $f$ is a cusp form of weight $w$ for a discrete subgroup $\Gamma \subset S L(2, \mathbb{R})$, the periods of $f$ are given by the integrals

$$
\int_{0}^{i \infty} f(z) z^{k} d z
$$

with $0 \leq k \leq w-2$, and it is well-known that such periods of cusp forms are closely related to the values at the integer points in the critical strip of the Hecke $L$-series (see e.g. [51, 104]). In [22] Eichler discovered certain relations among the periods of cusp forms, which were extended later by Shimura [112]; these relations are called Eichler-Shimura relations. More explicit connections between the Eichler-Shimura relations and the Fourier coefficients of cusp forms were found by Manin [91]. On the other hand, if $f$ is a mixed cusp form of type $(2, m)$ associated to $\Gamma$ and an equivariant pair $(\omega, \chi)$, then the periods of $f$ are the integrals

$$
\int_{0}^{i \infty} f(z) \omega(z)^{k} d z
$$

with $0 \leq k \leq m$. The Eichler-Shimura relations for these periods can be obtained by regarding mixed cusp forms as holomorphic forms on an elliptic variety.

In Section 2.1 we construct line bundles over a Riemann surface whose sections can be identified with mixed automorphic forms. Such an identification is used in Section 2.2 to establish a correspondence between mixed cusp forms and holomorphic forms of the highest degree on an elliptic variety. Section 2.3 describes some of the properties of the modular symbols and periods of mixed cusp forms, which are used in Section 2.4 to obtain Eichler-Shimura relations for mixed cusp forms.

### 2.1 Mixed Cusp Forms and Line Bundles

We shall adopt the notations used in Section 1.1. In particular, $\Gamma \subset S L(2, \mathbb{R})$ is a Fuchsian group of the first kind, and the holomorphic map $\omega: \mathcal{H} \rightarrow \mathcal{H}$ and the homomorphism $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$ form an equivariant pair. Recall also that $\mathcal{H}^{*}=\mathcal{H} \cup \Sigma$ with $\Sigma$ being the set of cusps for $\Gamma$ and that the quotient $X=\Gamma \backslash \mathcal{H}^{*}$ has the structure of a compact Riemann surface. In this section we establish an isomorphism between the space $S_{k, \ell}(\Gamma, \omega, \chi)$ of mixed cusp forms of type $(k, \ell)$ associated to $\Gamma, \omega$, and $\chi$ and the space of sections of a certain line bundle over the Riemann surface $X$.

If $\mathcal{S}_{\mathcal{H}^{*}}$ is a sheaf on $\mathcal{H}^{*}$ on which $\Gamma$ acts on the right, the associated $\Gamma$-fixed sheaf $\left(\mathcal{S}_{\mathcal{H}^{*}}\right)^{\Gamma}$ can be constructed by defining $\left(\mathcal{S}_{\mathcal{H}^{*}}\right)^{\Gamma}$ for each open subset $U \subset X$ to be the space of $\Gamma$-invariant elements of $\mathcal{S}_{\mathcal{H}^{*}}\left(\pi^{-1}(U)\right)$, where $\pi: \mathcal{H}^{*} \rightarrow X$ is the natural projection map. Thus we may write

$$
\begin{equation*}
\left(\mathcal{S}_{\mathcal{H}^{*}}\right)^{\Gamma}(U)=\left(\mathcal{S}_{\mathcal{H}^{*}}\left(\pi^{-1}(U)\right)\right)^{\Gamma} \tag{2.1}
\end{equation*}
$$

If $s \in \Sigma \subset \mathcal{H}^{*}$ is a cusp of $\Gamma$ and if $\Gamma_{s}=\{\gamma \in \Gamma \mid \gamma s=s\}$, then the stalk $\left(\mathcal{S}_{\mathcal{H}^{*}}\right)_{\pi(s)}^{\Gamma}$ of $\left(\mathcal{S}_{\mathcal{H}^{*}}\right)^{\Gamma}$ over $\pi(s) \in X$ can be identified with the $\Gamma_{s}$-invariant elements of the stalk $\mathcal{S}_{\mathcal{H}^{*}, s}$ of $\mathcal{S}_{\mathcal{H}^{*}}$ over $s$, that is,

$$
\begin{equation*}
\left(\mathcal{S}_{\mathcal{H}^{*}}\right)_{\pi(s)}^{\Gamma}=\left(\mathcal{S}_{\mathcal{H}^{*}, s}\right)_{s}^{\Gamma} \tag{2.2}
\end{equation*}
$$

(see [6, Proposition 0.2]).
Let $\mathcal{O}_{\mathcal{H}}$ be the sheaf of germs of holomorphic functions on $\mathcal{H}$, and let $\eta: \mathcal{H} \rightarrow \mathcal{H}^{*}$ denote the natural inclusion map. Then the direct image sheaf $\eta_{*} \mathcal{O}_{\mathcal{H}}$ is an extension of $\mathcal{O}_{\mathcal{H}}$ to $\mathcal{H}^{*}$ such that its stalk at each $s \in \Sigma$ is given by

$$
\left(\eta_{*} \mathcal{O}_{\mathcal{H}}\right)_{s}=\underset{U}{\lim } \mathcal{O}_{\mathcal{H}}(U \cap \mathcal{H})
$$

where $U$ runs through the set of open neighborhoods of $s$ in $\mathcal{H}^{*}$. Thus an element of $\left(\eta_{*} \mathcal{O}_{\mathcal{H}}\right)_{s}$ with $s \in \Sigma$ is the germ of a section $f:(U-\{s\}) \rightarrow \mathbb{C}$ of $\mathcal{O}_{\mathcal{H}}$ on a punctured neighborhood $U-\{s\}$ of $s$. We denote by $\mathcal{O}_{\mathcal{H}^{*}}$ the subsheaf of $\eta_{*} \mathcal{O}_{\mathcal{H}}$ such that the stalk at each $s \in \Sigma$ is given by

$$
\begin{equation*}
\mathcal{O}_{\mathcal{H}^{*}, s}=\left\{f \in\left(\eta_{*} \mathcal{O}_{\mathcal{H}}\right)_{s} \mid f\left(\sigma^{-1} z\right)=O\left(|z|^{k}\right) \quad \text { for some } \quad k \in \mathbb{Z}\right\}, \tag{2.3}
\end{equation*}
$$

where $\sigma$ is an element of $S L(2, \mathbb{R})$ with $\sigma s=\infty$. Thus the germs at $s$ belonging to $\mathcal{O}_{\mathcal{H}^{*}}$ are the elements of $\eta_{*} \mathcal{O}_{\mathcal{H}}$ that are meromorphic at $s$. The left action of $\Gamma$ on $\mathcal{H}^{*}$ induces a right action of $\Gamma$ on $\mathcal{O}_{\mathcal{H}^{*}}$ given by

$$
(f \cdot \gamma)(z)=f(\gamma z)
$$

for all $z \in U$ and $\gamma \in \Gamma$, where $f: U \rightarrow \mathbb{C}$ represents a germ belonging to $\mathcal{O}_{\mathcal{H}^{*}}$. We denote by $\left(\mathcal{O}_{\mathcal{H}^{*}}\right)^{\Gamma}$ the $\Gamma$-fixed sheaf on $X$ associated to $\mathcal{O}_{\mathcal{H}^{*}}$.

Lemma 2.1 The sheaf $\left(\mathcal{O}_{\mathcal{H}^{*}}\right)^{\Gamma}$ can be identified with the sheaf $\mathcal{O}_{X}$ of holomorphic functions on $X$.

Proof. Given an open subset $U \subset X$, by (2.1) a section $f \in\left(\mathcal{O}_{\mathcal{H}^{*}}\right)^{\Gamma}(U)$ of $\left(\mathcal{O}_{\mathcal{H}^{*}}\right)^{\Gamma}$ on $U$ is a $\Gamma$-invariant function on $\pi^{-1}(U)$. Thus $f$ determines a function $\tilde{f}$ on $U$. Since $f$ is holomorphic on $\pi^{-1}(U) \cap \mathcal{H}$, we see that $\tilde{f}$ is holomorphic on $U \cap X_{0}$, where $X_{0}=\Gamma \backslash \mathcal{H}$. If $s \in \pi^{-1}(U)$ is a cusp of $\Gamma$ with $\sigma s=\infty$ and if the subgroup $\sigma \Gamma_{s} \sigma^{-1} \subset S L(2, \mathbb{R})$ is generated by $\left(\begin{array}{ll}1 & h \\ 0 & 1\end{array}\right)$, then the function $z \mapsto f\left(\sigma^{-1} z\right)$ has a Fourier expansion of the form

$$
f\left(\sigma^{-1} z\right)=\sum_{n=-\infty}^{\infty} a_{n} e^{2 \pi i n z / h}
$$

By (2.3) we see that $f$ satisfies

$$
f\left(\sigma^{-1} z\right)=O\left(|z|^{k}\right)
$$

for some $k \in \mathbb{Z}$. However, we have

$$
e^{2 \pi i z / h}=O(1), \quad e^{-2 \pi i z / h} \neq O\left(|z|^{\ell}\right)
$$

for every $\ell \in \mathbb{Z}$; hence it follows that $a_{n}=0$ for $n<0$. Thus $f$ is holomorphic at $s$, and the proof of the lemma is complete.

Let $\Omega_{\mathcal{H}^{*}}^{1}$ be the sheaf of holomorphic 1-forms on $\mathcal{H}^{*}$. Then $\Omega_{\mathcal{H}^{*}}^{1}$ is an $\mathcal{O}_{\mathcal{H}^{*}}$-module, and we may write

$$
\Omega_{\mathcal{H}^{*}}^{1}=d \mathcal{O}_{\mathcal{H}^{*}}=\mathcal{O}_{\mathcal{H}^{*}} d z
$$

The group $\Gamma$ acts on $\Omega_{\mathcal{H}^{*}}^{1}$, and therefore we can consider the associated $\Gamma$ fixed sheaf $\left(\Omega_{\mathcal{H}^{*}}^{1}\right)^{\Gamma}$ on $X$. We denote by $\Omega^{1}(\Sigma)$ the sheaf of meromorphic 1-forms on $X$ that are holomorphic on $X_{0}=\Gamma \backslash \mathcal{H}$ and have a pole of order at most 1 at the cusps.

Lemma 2.2 The sheaf $\left(\Omega_{\mathcal{H}^{*}}^{1}\right)^{\Gamma}$ on $X$ coincides with $\Omega^{1}(\Sigma)$.

Proof. Let $s \in \Sigma \subset \mathcal{H}^{*}$ be a cusp of $\Gamma$ with $\sigma s=\infty$. If $q_{s}=e^{2 \pi i \sigma z / h}$, then we have

$$
d q_{s}=(2 \pi i / h) q_{s} d(\sigma z), \quad d(\sigma z)=\frac{h}{2 \pi i} q_{s}^{-1} d q_{s}
$$

Using this and (2.2), we see that

$$
\left(\Omega_{\mathcal{H}^{*}}^{1}\right)_{\pi(s)}^{\Gamma}=\left(\Omega_{\mathcal{H}^{*}, s}^{1}\right)^{\Gamma_{s}}=\left(\mathcal{O}_{\mathcal{H}^{*}, s} d(\sigma z)\right)^{\Gamma_{s}}=q_{s}^{-1}\left(\mathcal{O}_{\mathcal{H}^{*}, s}\right)^{\Gamma_{s}} d q_{s}
$$

hence the lemma follows.
We now consider the sheaf $\mathcal{O}_{\mathcal{H} *} \otimes_{\mathbb{C}} \mathbb{C}^{2}$ of $\mathbb{C}^{2}$-valued meromorphic functions of the form described above. Thus elements of this sheaf are germs of functions of the form $f_{1}(z) e_{1}+f_{2}(z) e_{2}$, where $f_{1}, f_{2}$ are functions representing germs belonging to $\mathcal{O}_{\mathcal{H}^{*}}$ and $e_{1}=(1,0), e_{2}=(0,1) \in \mathbb{C}^{2}$. Note that in this section we are considering elements of $\mathbb{C}^{2}$ as row vectors. The group $\Gamma$ acts on the sheaf $\mathcal{O}_{\mathcal{H}^{*}}$ on the right by

$$
\begin{align*}
\left(f_{1}(z) e_{1}+f_{2}(z) e_{2}\right) \cdot \gamma & =\left(f_{1}(\gamma z), f_{2}(\gamma z)\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)  \tag{2.4}\\
& =\left(a f_{1}(\gamma z)+c f_{2}(\gamma z)\right) e_{1} \\
& +\left(b f_{1}(\gamma z)+d f_{2}(\gamma z)\right) e_{2}
\end{align*}
$$

for $\gamma=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \Gamma$. We define the sheaf $\mathcal{F}_{\mathcal{H}^{*}}$ on $\mathcal{H}^{*}$ to be the subsheaf of $\mathcal{O}_{\mathcal{H}^{*}} \otimes_{\mathbb{C}} \mathbb{C}^{2}$ generated by the global section $e_{1}-z e_{2}$, that is,

$$
\begin{equation*}
\mathcal{F}_{\mathcal{H}^{*}}=\left\{f(z)\left(e_{1}-z e_{2}\right) \mid f \in \mathcal{O}_{\mathcal{H}^{*}}\right\} \tag{2.5}
\end{equation*}
$$

Lemma 2.3 The sheaf $\mathcal{F}_{\mathcal{H}^{*}}$ on $\mathcal{H}^{*}$ is $\Gamma$-invariant.
Proof. Given $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma$ and $f \in \mathcal{O}_{\mathcal{H}^{*}}$, by (2.4) we have

$$
\left.f(z)\left(e_{1}-z e_{2}\right) \cdot \gamma=f(\gamma z)(a-c(\gamma z)) e_{1}+(b-d(\gamma z)) e_{2}\right)
$$

Using the relations $a d-b c=1$ and $\gamma z=(a z+b) /(c z+d)$, we see that

$$
\begin{aligned}
& a-c(\gamma z)=\frac{a(c z+d)-c(a z+d)}{c z+d}=\frac{1}{c z+d} \\
& b-d(\gamma z)=\frac{b(c z+d)-d(a z+d)}{c z+d}=\frac{-z}{c z+d}
\end{aligned}
$$

Hence we obtain

$$
\begin{equation*}
f(z)\left(e_{1}-z e_{2}\right) \cdot \gamma=(c z+d)^{-1} f(\gamma z)\left(e_{1}-z e_{2}\right) \in \mathcal{F}_{\mathcal{H}^{*}} \tag{2.6}
\end{equation*}
$$

which proves the lemma.
By Lemma 2.3 we can consider the $\Gamma$-fixed sheaf $\left(\mathcal{F}_{\mathcal{H}^{*}}\right)^{\Gamma}$ on $X$. Given a positive integer $m$, we can also consider the sheaf $\left(\mathcal{F}_{\mathcal{H}^{*}}^{m}\right)^{\Gamma}$ on $X$, where $\mathcal{F}_{\mathcal{H}^{*}}^{m}$ is the $m$-th tensor power of $\mathcal{F}_{\mathcal{H}^{*}}$.

Proposition 2.4 The space $\left(\mathcal{F}_{\mathcal{H}^{*}}^{m}\right)^{\Gamma}(X)$ of global sections of $\left(\mathcal{F}_{\mathcal{H}^{*}}^{m}\right)^{\Gamma}$ is canonically isomorphic to the space $M_{m}(\Gamma)$ of automorphic forms of weight $m$ for $\Gamma$.

Proof. By (2.1) and (2.5) we have

$$
\left(\mathcal{F}_{\mathcal{H}^{*}}^{m}\right)^{\Gamma}(X)=\left(\mathcal{F}_{\mathcal{H}^{*}}^{m}\left(\mathcal{H}^{*}\right)\right)^{\Gamma}=\left(\mathcal{O}_{\mathcal{H}^{*}}\left(\mathcal{H}^{*}\right)\left(e_{1}-z e_{2}\right)^{m}\right)^{\Gamma}
$$

Thus an element $\phi \in\left(\mathcal{F}_{\mathcal{H}^{*}}^{m}\right)^{\Gamma}(X)$ can be regarded as a $\Gamma$-invariant function of the form

$$
\phi(z)=f(z)\left(e_{1}-z e_{2}\right)^{m}
$$

for all $z \in \mathcal{H}^{*}$ with $f \in \mathcal{O}_{\mathcal{H}^{*}}\left(\mathcal{H}^{*}\right)$. Hence, in order to prove the proposition, it suffices to show that $f$ is an automorphic form for $\Gamma$ of weight $m$. Since $\phi$ is $\Gamma$-invariant, by using (2.6) we see that

$$
f(\gamma z)=j(\gamma, z)^{m} f(z)=\left(\left.f\right|_{m} \gamma\right)(z)
$$

for all $z \in \mathcal{H}$ and $\gamma \in \Gamma$. Now let $s \in \Sigma$ be a cusp of $\Gamma$ with $\sigma s=\infty$. Then $\left.f\right|_{m} \sigma^{-1}$ has a Fourier expansion of the form

$$
\left(\left.f\right|_{m} \sigma^{-1}\right)(z)=\sum_{-\infty}^{\infty} a_{n} e^{2 \pi i z / h}
$$

However, as in the proof of Lemma 2.1, the condition $f\left(\sigma^{-1} z\right)=O\left(|z|^{k}\right)$ implies that $a_{n}=0$ for $n<0$. Thus $f \in M_{m}(\Gamma)$, and therefore the proof of the proposition is complete.

Let $\mathcal{O}_{\mathcal{H}^{*}}(-\Sigma)$ be the sheaf of functions on $\mathcal{H}^{*}$ which are holomorphic on $\mathcal{H}$ and zero on $\Sigma$. For each positive integer $m$ we set

$$
\mathcal{F}_{\mathcal{H}^{*}}^{m}(-\Sigma)=\mathcal{F}_{\mathcal{H}^{*}}^{m} \otimes \mathcal{O}_{\mathcal{H}^{*}}(-\Sigma)
$$

and denote by

$$
\begin{equation*}
\mathcal{F}_{\Gamma}^{m}=\left(\mathcal{F}_{\mathcal{H}^{*}}^{m}(-\Sigma)\right)^{\Gamma} \tag{2.7}
\end{equation*}
$$

the $\Gamma$-fixed sheaf of $\mathcal{F}_{\mathcal{H}^{*}}^{m}(-\Sigma)$ on $X=\Gamma \backslash \mathcal{H}^{*}$.
Proposition 2.5 The space $\mathcal{F}_{\Gamma}^{m}(X)$ of global sections of $\mathcal{F}_{\Gamma}^{m}$ is canonically isomorphic to the space $S_{m}(\Gamma)$ of cusp forms of weight $m$ for $\Gamma$.

Proof. Using (2.1) and (2.5), we see that

$$
\begin{aligned}
\mathcal{F}_{\Gamma}^{m}(X) & =\left(\mathcal{F}_{\mathcal{H}^{*}}^{m}(-\Sigma)\right)^{\Gamma}(X)=\left(\mathcal{F}_{\mathcal{H}^{*}}^{m}(-\Sigma)\left(\mathcal{H}^{*}\right)\right)^{\Gamma} \\
& =\left(\mathcal{O}_{\mathcal{H}^{*}}(-\Sigma)\left(\mathcal{H}^{*}\right)\left(e_{1}-z e_{2}\right)^{m}\right)^{\Gamma} .
\end{aligned}
$$

Thus an element $\phi \in \mathcal{F}_{\Gamma}^{m}(X)$ can be regarded as a $\Gamma$-invariant function of the form

$$
\phi(z)=f(z)\left(e_{1}-z e_{2}\right)^{m}
$$

for all $z \in \mathcal{H}^{*}$ with $f \in \mathcal{O}_{\mathcal{H}^{*}}(-\Sigma)\left(\mathcal{H}^{*}\right)$. Hence, as in the proof of Proposition 2.4, we see that $f$ satisfies $\left.f\right|_{m} \gamma=f$ for all $\gamma \in \Gamma$ on $\mathcal{H}$. Now the fact that the $f$ is zero at each cusp follows from the definition of the sheaf $\mathcal{O}_{\mathcal{H}^{*}}(-\Sigma)$. Thus it follows that $f$ is a cusp form of weight $m$ for $\Gamma$.

Let $\Gamma^{\prime}=\chi(\Gamma)$ be the image of $\Gamma$ under $\chi$, and let $\Sigma^{\prime}$ be the set of cusps of $\Gamma^{\prime}$. Then for each positive integer $m$ we can define the sheaf $\mathcal{F}_{\Gamma^{\prime}}^{m}$ over the Riemann surface $X_{\Gamma^{\prime}}=\Gamma^{\prime} \backslash \mathcal{H}^{\#}$ with $\mathcal{H}^{\#}=\mathcal{H} \cup \Sigma^{\prime}$ given by

$$
\begin{equation*}
\mathcal{F}_{\Gamma^{\prime}}^{m}=\left(\mathcal{F}_{\mathcal{H}^{\#}}^{m}\right)^{\Gamma^{\prime}}=\left(\mathcal{F}_{\mathcal{H}^{\#}}^{m}\left(-\Sigma^{\prime}\right)\right)^{\Gamma^{\prime}} \tag{2.8}
\end{equation*}
$$

and its sections can be identified with the cusp forms of weight $m$ for $\Gamma^{\prime}$. Let $\omega_{X}: X \rightarrow X_{\Gamma^{\prime}}$ be the morphism of complex algebraic curves induced by the holomorphic map $\omega: \mathcal{H} \rightarrow \mathcal{H}$, and denote by $\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{m}$ the sheaf on $X$ obtained by pulling the sheaf $\mathcal{F}_{\Gamma^{\prime}}^{m}$ on $X_{\Gamma^{\prime}}$ via the map $\omega_{X}$.
Proposition 2.6 The space $S_{k, \ell}(\Gamma, \omega, \chi)$ of mixed cusp forms associated to $\Gamma, \omega$ and $\chi$ is canonically isomorphic to the space $H^{0}\left(X, \mathcal{F}_{\Gamma}^{k} \otimes \omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{\ell}\right)$ of sections of the sheaf $\mathcal{F}_{\Gamma}^{k} \otimes \omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{\ell}$ over $X$.
Proof. Each global section $\phi$ of the sheaf $\mathcal{F}_{\Gamma}^{k} \otimes \omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{\ell}$ is of the form

$$
\phi=\sum_{i=1}^{r} \alpha_{i} \beta_{i}
$$

where $\alpha_{i} \in \mathcal{F}_{\Gamma}^{k}(X)$ and $\beta_{i} \in \omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{\ell}(X)$ for each $i$. As in the proof of Proposition 2.5 the sections $\alpha_{i}$ and $\beta_{i}$ may be regarded as $\Gamma$-invariant functions of the form

$$
\alpha_{i}(z)=\sum_{i=1}^{r} f_{i}(z)\left(e_{1}-z e_{2}\right)^{k}, \quad \beta_{i}(z)=h_{i}(\omega(z))\left(e_{1}-\omega(z) e_{2}\right)^{\ell}
$$

for all $z \in \mathcal{H}^{*}$, so that we have

$$
\phi(z)=\sum_{i=1}^{r} f_{i}(z) h_{i}(\omega(z))\left(e_{1}-z e_{2}\right)^{k}\left(e_{1}-\omega(z) e_{2}\right)^{\ell}
$$

Thus we see that the function

$$
F(z)=\sum_{i=1}^{r} f_{i}(z) h_{i}(\omega(z))
$$

for $z \in \mathcal{H}^{*}$ satisfies

$$
F(\gamma z)=j(\gamma, z)^{k} j(\chi(\gamma), \omega(z))^{\ell} F(z)
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{H}$. Thus $\phi$ has the same transformation property as the one for an element in $S_{k, \ell}(\Gamma, \omega, \chi)$. Now the proposition follows from the fact that the $\Gamma$-cusps and $\Gamma^{\prime}$-cusps correspond via $\omega$ and $\chi$, since $\chi$ maps parabolic elements to parabolic elements.

### 2.2 Elliptic Varieties

In this section we describe the interpretation of mixed cusp forms as holomorphic forms on certain families of abelian varieties called elliptic varieties. An abelian variety belonging to such a family is the product of a finite number of elliptic curves.

Let $E$ be an elliptic surface in the sense of Kodaira [52]. Thus $E$ is a compact smooth surface over $\mathbb{C}$, and it is the total space of an elliptic fibration $\pi: E \rightarrow X$ over a Riemann surface $X$ whose generic fiber is an elliptic curve. Let $E_{0}$ be the union of the regular fibers of $\pi$, and let $\Gamma \subset P S L(2, \mathbb{R})$ be the fundamental group of $X_{0}=\pi\left(E_{0}\right)$. Then $\Gamma$ acts on the universal covering space $\mathcal{H}$ of $X_{0}$ by linear fractional transformations, and we have

$$
X=\Gamma \backslash \mathcal{H} \cup\{\Gamma \text {-cusps }\}
$$

For $z \in X_{0}$, let $\Phi$ be a holomorphic 1-form on the fiber $E_{z}=\pi^{-1}(z)$, and choose an ordered basis $\left\{\gamma_{1}(z), \gamma_{2}(z)\right\}$ for $H_{1}\left(E_{z}, \mathbb{Z}\right)$ that depends on the parameter $z$ in a continuous manner. Consider the periods $\omega_{1}$ and $\omega_{2}$ of $E$ given by

$$
\omega_{1}(z)=\int_{\gamma_{1}(z)} \Phi, \quad \omega_{2}(z)=\int_{\gamma_{2}(z)} \Phi
$$

Then the imaginary part of the quotient $\omega_{1}(z) / \omega_{2}(z)$ is nonzero for each $z$, and therefore we may assume that $\omega_{1}(z) / \omega_{2}(z) \in \mathcal{H}$. In fact, $\omega_{1} / \omega_{2}$ is a many-valued holomorphic function from $X_{0}$ to $\mathcal{H}$ which can be lifted to a single-valued function $\omega: \mathcal{H} \rightarrow \mathcal{H}$ on the universal cover of $X_{0}$ such that

$$
\omega(\gamma z)=\chi(\gamma) \omega(z)
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{H}$; here $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$ is the monodromy representation of the elliptic fibration $\pi: E \rightarrow X$.

In order to discuss connections of elliptic varieties with mixed cusp forms we shall regard $\Gamma$ as a subgroup of $S L(2, \mathbb{R})$. As in Section 1.1 we denote by $S_{j+2, k}(\Gamma, \chi, \omega)$ the space of mixed cusp forms of type $(j+2, k)$ associated to $\Gamma, \omega$ and $\chi$. Let $E(\chi)$ (resp. $E(1)$ ) be an elliptic surface over $X$ whose monodromy representation is $\chi$ (resp. the inclusion map), and let $\pi(\chi)$ : $E(\chi) \rightarrow X$ (resp. $\pi(1): E(1) \rightarrow X)$ be the associated elliptic fibration. We set

$$
E(\chi)_{0}=\pi(\chi)^{-1}(\Gamma \backslash \mathcal{H}), \quad E(1)_{0}=\pi(1)^{-1}(\Gamma \backslash \mathcal{H})
$$

and denote by $\left(E_{\chi, 1}^{j, k}\right)_{0}$ the fiber product of $j$-copies of $E(1)_{0}$ and $k$ copies of $E(\chi)_{0}$ over $X$ corresponding to the maps $\pi(1)$ and $\pi(\chi)$, respectively. The space $\left(E_{\chi, 1}^{j, k}\right)_{0}$ can also be constructed as below. Consider the semidirect product $\Gamma \ltimes_{1, \chi} \mathbb{Z}^{2 j} \times \mathbb{Z}^{2 k}$ consisting of the triples $(\gamma, \boldsymbol{\mu}, \boldsymbol{\nu})$ in $\Gamma \times \mathbb{Z}^{2 j} \times \mathbb{Z}^{2 k}$ whose multiplication law is defined as follows. Let

$$
(\gamma, \boldsymbol{\mu}, \boldsymbol{\nu}),\left(\gamma^{\prime}, \boldsymbol{\mu}^{\prime}, \boldsymbol{\nu}^{\prime}\right) \in \Gamma \times \mathbb{Z}^{2 j} \times \mathbb{Z}^{2 k}
$$

with

$$
\begin{aligned}
\boldsymbol{\mu}^{\prime} & =\left(\boldsymbol{\mu}_{1}^{\prime}, \boldsymbol{\mu}_{2}^{\prime}\right)=\left(\mu_{11}^{\prime}, \ldots, \mu_{j 1}^{\prime}, \mu_{12}^{\prime}, \ldots, \mu_{j 2}^{\prime}\right) \in \mathbb{Z}^{2 j}, \\
\boldsymbol{\nu}^{\prime} & =\left(\boldsymbol{\nu}_{1}^{\prime}, \boldsymbol{\nu}_{2}^{\prime}\right)=\left(\nu_{11}^{\prime}, \ldots, \nu_{k 1}^{\prime}, \nu_{12}^{\prime}, \ldots, \nu_{k 2}^{\prime}\right) \in \mathbb{Z}^{2 k} \\
\gamma & =\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \Gamma, \quad \chi(\gamma)=\left(\begin{array}{cc}
a_{\chi} & b_{\chi} \\
c_{\chi} & d_{\chi}
\end{array}\right) \in S L(2, \mathbb{Z}) .
\end{aligned}
$$

Then we have

$$
(\gamma, \boldsymbol{\mu}, \boldsymbol{\nu}) \cdot\left(\gamma^{\prime}, \boldsymbol{\mu}^{\prime}, \boldsymbol{\nu}^{\prime}\right)=\left(\gamma \gamma^{\prime}, \gamma \cdot\left(\boldsymbol{\mu}^{\prime}, \boldsymbol{\nu}^{\prime}\right)+(\boldsymbol{\mu}, \boldsymbol{\nu})\right),
$$

where $\gamma \cdot\left(\boldsymbol{\mu}^{\prime}, \boldsymbol{\nu}^{\prime}\right)=\left(\boldsymbol{\mu}^{\prime \prime}, \boldsymbol{\nu}^{\prime \prime}\right)$ with

$$
\begin{gathered}
\boldsymbol{\mu}^{\prime \prime}=\left(a \mu_{11}^{\prime}+b \mu_{12}^{\prime}, \ldots, a \mu_{j 1}^{\prime}+b \mu_{j 2}^{\prime},\right. \\
\left.c \mu_{11}^{\prime}+d \mu_{12}^{\prime}, \ldots, c \mu_{j 1}^{\prime}+d \mu_{j 2}^{\prime}\right) \in \mathbb{Z}^{2 j}, \\
\boldsymbol{\nu}^{\prime \prime}=\left(a_{\chi} \nu_{11}^{\prime}+b_{\chi} \nu_{12}^{\prime}, \ldots, a_{\chi} \nu_{k 1}^{\prime}+b_{\chi} \nu_{k 2}^{\prime},\right. \\
\left.c_{\chi} \nu_{11}^{\prime}+d_{\chi} \nu_{12}^{\prime}, \ldots, c_{\chi} \nu_{k 1}^{\prime}+d_{\chi} \nu_{k 2}^{\prime}\right) \in \mathbb{Z}^{2 k} .
\end{gathered}
$$

The group $\Gamma \ltimes_{1, \chi} \mathbb{Z}^{2 j} \times \mathbb{Z}^{2 k}$ acts on the space $\mathcal{H} \times \mathbb{C}^{j} \times \mathbb{C}^{k}$ by

$$
\begin{align*}
& (\gamma, \boldsymbol{\mu}, \boldsymbol{\nu}) \cdot(z, \boldsymbol{\xi}, \boldsymbol{\zeta})  \tag{2.9}\\
& \quad=\left(\gamma z,(c z+d)^{-1}\left(\boldsymbol{\xi}+z \boldsymbol{\mu}_{1}+\boldsymbol{\mu}_{2}\right)\right. \\
& \left.\quad\left(c_{\chi} \omega(z)+d_{\chi}\right)^{-1}\left(\boldsymbol{\zeta}+\omega(z) \boldsymbol{\nu}_{1}+\boldsymbol{\nu}_{2}\right)\right)
\end{align*}
$$

for $\gamma \in \Gamma, z \in \mathcal{H}, \boldsymbol{\xi} \in \mathbb{C}^{j}, \boldsymbol{\zeta} \in \mathbb{C}^{k}, \boldsymbol{\mu}=\left(\boldsymbol{\mu}_{1}, \boldsymbol{\mu}_{2}\right) \in \mathbb{Z}^{2 j}$, and $\boldsymbol{\nu}=\left(\boldsymbol{\nu}_{1}, \boldsymbol{\nu}_{2}\right) \in$ $\mathbb{Z}^{2 k}$. Then we have

$$
\begin{equation*}
\left(E_{1, \chi}^{j, k}\right)_{0}=\Gamma \ltimes_{1, \chi} \mathbb{Z}^{2 j} \times \mathbb{Z}^{2 k} \backslash \mathcal{H} \times \mathbb{C}^{j} \times \mathbb{C}^{k} \tag{2.10}
\end{equation*}
$$

Now we obtain the elliptic variety $E_{1, \chi}^{k, m}$ by resolving the singularities of the compactification of $\left(E_{1, \chi}^{j, k}\right)_{0}$ (cf. [117]). The elliptic fibration $\pi$ induces a fibration $\pi_{1, \chi}^{j, k}: E_{1, \chi}^{j, k} \rightarrow X$ whose generic fiber is the product of $(j+k)$ elliptic curves.

Theorem 2.7 Let $E_{1, \chi}^{j, k}$ be an elliptic variety described above. Then there is a canonical isomorphism

$$
H^{0}\left(E_{1, \chi}^{j, k}, \Omega^{j+k+1}\right) \cong S_{j+2, k}(\Gamma, \omega, \chi)
$$

between the space of holomorphic $(j+k+1)$-forms on $E_{\chi, 1}^{j, k}$ and the space of mixed cusp forms of type $(j+2, k)$.

Proof. Let $\left(E_{1, \chi}^{j, k}\right)_{0}$ be as in (2.10). Then a holomorphic $(j+k+1)$-form on $E_{1, \chi}^{j, k}$ can be regarded as a holomorphic $(j+k+1)$-form on $\mathcal{H} \times \mathbb{C}^{j} \times \mathbb{C}^{k}$ that is invariant under the operation of $\Gamma \ltimes_{1, \chi} \mathbb{Z}^{2 j} \times \mathbb{Z}^{2 k}$. Since the complex dimension of the space $\mathcal{H} \times \mathbb{C}^{j} \times \mathbb{C}^{k}$ is $j+k+1$, a holomorphic $(j+k+1)$-form on $\mathcal{H} \times \mathbb{C}^{j} \times \mathbb{C}^{k}$ is of the form

$$
\Theta=\widetilde{f}(z, \boldsymbol{\xi}, \boldsymbol{\zeta}) d z \wedge d \boldsymbol{\xi} \wedge d \boldsymbol{\zeta}
$$

where $\tilde{f}$ is holomorphic. For $z_{0} \in \mathcal{H}$, the holomorphic form $\Theta$ descends to a holomorphic $(j+k)$-form on the fiber $\left(\pi_{1, \chi}^{j, k}\right)^{-1}\left(z_{0}\right)$. However, the dimension of the fiber is $j+k$, and therefore the space of holomorphic $(j+k)$-forms on $\left(\pi_{1, \chi}^{j, k}\right)^{-1}\left(z_{0}\right)$ is one. Hence the map $(\boldsymbol{\xi}, \boldsymbol{\zeta}) \mapsto \widetilde{f}(z, \boldsymbol{\xi}, \boldsymbol{\zeta})$ is a holomorphic function on a compact complex manifold, and consequently is a constant function. Thus we have $\widetilde{f}(z, \boldsymbol{\xi}, \boldsymbol{\zeta})=f(z)$, where $f$ is a holomorphic function on $\mathbb{C}^{j} \times \mathbb{C}^{k}$. From (2.9) the action of $(\gamma, \boldsymbol{\mu}, \boldsymbol{\nu}) \in \Gamma \ltimes_{1, \chi} \mathbb{Z}^{2 j} \times \mathbb{Z}^{2 k}$ on the form $\Theta=f(z) d z \wedge d \boldsymbol{\xi} \wedge d \boldsymbol{\zeta}$ is given by

$$
\begin{aligned}
\Theta \cdot(\gamma, \boldsymbol{\mu}, \boldsymbol{\nu})= & f(g z) d(g z) \wedge d\left((c z+d)^{-1}\left(\boldsymbol{\xi}+z \boldsymbol{\mu}_{1}+\boldsymbol{\mu}_{2}\right)\right) \\
& \wedge d\left(\left(c_{\chi} \omega(z)+d_{\chi}\right)^{-1}\left(\boldsymbol{\zeta}+\omega(z) \boldsymbol{\nu}_{1}+\boldsymbol{\nu}_{2}\right)\right) \\
= & f(g z)(c z+d)^{-2}(c z+d)^{-j}\left(c_{\chi} \omega(z)+d_{\chi}\right)^{-k} d z \wedge d \boldsymbol{\xi} \wedge d \boldsymbol{\zeta}
\end{aligned}
$$

Thus it follows that $f(z)$ satisfies the condition (i) of Definition 1.3 , and it remains to show that $f$ satisfies the cusp condition. Using Theorem 3.1 in [67], we see that the differential form $\Theta$ can be extended to $E_{1, \chi}^{j, k}$ if and only if

$$
\int_{\left(E_{1, \chi}^{j, k}\right)_{0}} \Theta \wedge \bar{\Theta}<\infty
$$

From (2.9) it follows that a fundamental domain $F$ in $\mathcal{H} \times \mathbb{C}^{j} \times \mathbb{C}^{k}$ for the action of $\Gamma \ltimes_{1, \chi} \mathbb{Z}^{2 j} \times \mathbb{Z}^{2 k}$ can be chosen in the form

$$
\begin{aligned}
F=\left\{(z, \boldsymbol{\xi}, \boldsymbol{\zeta}) \in \mathcal{H} \times \mathbb{C}^{j} \times \mathbb{C}^{k} \mid z \in F_{0}, \quad \boldsymbol{\xi}=\mathbf{s}+\mathbf{t} z, \quad \boldsymbol{\zeta}=\mathbf{u}+\mathbf{v} \omega(z)\right. \\
\left.\mathbf{s}, \mathbf{t} \in I^{j}, \quad \mathbf{u}, \mathbf{v} \in I^{k}\right\}
\end{aligned}
$$

where $F_{0} \subset \mathcal{H}$ is a fundamental domain of $\Gamma$ and $I$ is the closed interval $[0,1] \subset \mathbb{R}$. Thus we have

$$
\begin{aligned}
\int_{\left(E_{1, \chi}^{k, m}\right)_{0}} \Theta \wedge \bar{\Theta}=\int_{F} \Theta \wedge \bar{\Theta} & =\int_{F}|f(z)|^{2} d z \wedge d \boldsymbol{\xi} \wedge d \boldsymbol{\zeta} \wedge d \bar{z} \wedge d \overline{\boldsymbol{\xi}} \wedge d \overline{\boldsymbol{\zeta}} \\
& =K \int_{F}|f(z)|^{2}(\operatorname{Im} z)^{j}(\operatorname{Im} \omega(z))^{k} d z \wedge d \bar{z}
\end{aligned}
$$

where $K$ is a nonzero constant. Thus the integral $\int_{F} \Theta \wedge \bar{\Theta}$ is a nonzero constant multiple of the Petersson inner product $\langle f, f\rangle$ described in Proposition 2.1 in [70]; hence it is finite if and only if $f$ satisfies the cusp condition, and the proof of the theorem is complete.

Remark 2.8 Theorem 2.7 is an extension of the results of [43, Theorem 1.6] and [68, Theorem 3.2], where mixed cusp forms of types (2,1) and (2,m), respectively, were considered.

### 2.3 Modular Symbols

Modular symbols for automorphic forms were first introduced by Birch [10] and were developed systematically by Manin [89, 90]. More general modular symbols were introduced by Šokurov [119] by using the fact that cusp forms can be identified with holomorphic forms on an elliptic variety. In this section we extend the notion of modular symbols of Šokurov to include the ones associated to mixed cusp forms.

Let $(\omega, \chi)$ be the equivariant pair associated to an elliptic surface $E$ over $X=\Gamma \backslash \mathcal{H}^{*}$ considered in Section 2.2. Thus $\omega: \mathcal{H} \rightarrow \mathcal{H}$ is the period map and $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$ is the monodromy representation for the elliptic fibration $\pi: E \rightarrow X$ satisfying

$$
\omega(\gamma z)=\chi(\gamma) \omega(z)
$$

for all $z \in \mathcal{H}$ and $\gamma \in \Gamma$.
Let $R_{1} \pi_{*} \mathbb{Q}$ be the sheaf on $X$ corresponding to the presheaf determined by the map

$$
U \mapsto H_{1}\left(\pi^{-1}(U), \mathbb{Q}\right)
$$

for each open subset $U \subset X$. We fix a positive integer $m$ and denote by $\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}$ the $m$-th symmetric tensor power of the sheaf $R_{1} \pi_{*} \mathbb{Q}$. We shall construct below a map

$$
\begin{equation*}
\{,,\}_{\omega, \chi}: \widetilde{\mathbb{Q}} \times \mathbb{Z}^{m} \times \mathbb{Z}^{m} \longrightarrow H_{0}\left(\Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right) \tag{2.11}
\end{equation*}
$$

which assigns to each triple $(\alpha, p, q) \in \widetilde{\mathbb{Q}} \times \mathbb{Z}^{m}$ the element $\{\alpha, p, q\}_{\omega, \chi} \in$ $H_{0}\left(\Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)$ called a boundary modular symbol, where $\Sigma$ is the set of cusps for $\Gamma$ and $\widetilde{\mathbb{Q}}=\mathbb{Q} \cup\{\infty\}$. If $\omega$ is the identity map on $\mathcal{H}$ and $\chi$ is the inclusion map, then $\{\alpha, p, q\}_{\omega, \chi}$ is the boundary modular symbol $\{\alpha, p, q\}_{\Gamma}$ of Šokurov defined in [118, Section 1].

Note that the elliptic surface $E$ can be written in the form

$$
E=\Gamma \ltimes_{\chi} \mathbb{Z}^{2} \backslash \mathcal{H} \times \mathbb{C},
$$

where the quotient is taken with respect to the action of the semidirect product $\Gamma \ltimes{ }_{\chi} \mathbb{Z}^{2}$ on $\mathcal{H} \times \mathbb{C}$ given by

$$
\left(\gamma,\left(\mu_{1}, \mu_{2}\right)\right) \cdot(z, \zeta)=\left(\gamma z,\left(c_{\chi} z+d_{\chi}\right)^{-1}\left(\zeta+\mu_{1} \omega(z)+\mu_{2}\right)\right)
$$

for $\left(\mu_{1}, \mu_{2}\right) \in \mathbb{Z}^{2},(z, \zeta) \in \mathcal{H} \times \mathbb{C}$ and $\gamma \in \Gamma$ with $\chi(\gamma)=\left(\begin{array}{ll}a_{\chi} & b_{\chi} \\ c_{\chi} & d \chi\end{array}\right)$. Thus, if $\varpi: \mathcal{H}^{*} \rightarrow X$ is the natural projection map and $z \in \mathcal{H}$, the fiber $E_{z}$ of the elliptic fibration $\pi: E \rightarrow X$ over $\varpi(z) \in X$ is the elliptic curve of the form

$$
E_{z}=\mathbb{C} /(\mathbb{Z} \omega(z)+\mathbb{Z})
$$

We choose a basis $\left\{\eta_{1}(z), \eta_{2}(z)\right\}$ of $H_{1}\left(E_{z}, \mathbb{Z}\right)$ represented by the cycles $\eta_{1}(z)$ and $\eta_{2}(z)$ corresponding to the paths $\{t \omega(z) \mid 0 \leq t \leq 1\}$ and $\{t \mid 0 \leq t \leq 1\}$, respectively, in the complex plane $\mathbb{C}$. Thus we may write

$$
\begin{equation*}
\eta_{1}(z)=[\widetilde{\pi}\{t \omega(z) \mid 0 \leq t \leq 1\}], \quad \eta_{2}(z)=[\{t \mid 0 \leq t \leq 1\}], \tag{2.12}
\end{equation*}
$$

where $\widetilde{\pi}: \mathbb{C} \rightarrow E_{z}$ is the natural projection map. The codomain of the map in (2.11) to be constructed has a direct sum decomposition of the form

$$
H_{0}\left(\Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)=\bigoplus_{s \in \Sigma} H_{0}\left(s,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)
$$

Let $s_{0} \in \Sigma$ be a cusp for $\Gamma$ determined by $\alpha \in \widetilde{\mathbb{Q}}$, and let $(p, q) \in \mathbb{Z}^{m} \times \mathbb{Z}^{m}$. Then we define the element $\{\alpha, p, q\} \omega, \chi \in H_{0}\left(\Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)$ to be trivial on the summands $H_{0}\left(s,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)$ for $s \neq s_{0}$ so that we may write

$$
\{\alpha, p, q\}_{\omega, \chi} \in H_{0}\left(s_{0},\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)
$$

Now we choose a small disk $D$ of $s_{0}$, and let $\widetilde{D}$ be the corresponding neighborhood of $\alpha$ that covers $D$. If $z_{D} \in \widetilde{D} \subset \mathcal{H}^{*}, p=\left(p_{1}, \ldots, p_{m}\right) \in \mathbb{Z}^{m}$ and $q=\left(q_{1}, \ldots, q_{m}\right) \in \mathbb{Z}^{m}$, then we define the element

$$
\left\{z_{D}, p, q\right\}_{\omega, \chi}^{D} \in H_{0}\left(D,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)
$$

to be the homology class of the cycle

$$
\prod_{i=1}^{m}\left(p_{i} \eta_{1}+q_{i} \eta_{2}\right) v_{D}
$$

where $v_{D} \in X$ is the point corresponding to $z_{D} \in \mathcal{H}^{*}$. Then the boundary modular symbol for the triple $(\alpha, p, q)$ is defined by

$$
\begin{equation*}
\{\alpha, p, q\}_{\omega, \chi}=\lim _{\overleftarrow{D}}\left\{z_{D}, p, q\right\}_{\omega, \chi}^{D} \tag{2.13}
\end{equation*}
$$

where the inverse limit is taken over the set of open disks $D$ containing $s_{0}$.
In this section we assume that $\Gamma$ is a subgroup of $S L(2, \mathbb{Z})$ of finite index. If $s$ is a $\Gamma$-cusp in $X$, then it is of type $I_{b}$ or $I_{b}^{*}$ in the sense of Kodaira [52] where $b$ is the ramification index of the canonical map $\mu: X \rightarrow S L(2, \mathbb{Z}) \backslash \mathcal{H} \cup \widetilde{\mathbb{Q}}$ induced by $\chi$ at $s$. If $\tau=e^{2 \pi i z}$ is the canonical local parameter at the unique cusp in $S L(2, \mathbb{Z}) \backslash \mathcal{H} \cup \widetilde{\mathbb{Q}}$, we can take a local parameter $\tau_{s}$ at $s$ to be a fixed branch of the root $\left(\tau_{s} \mu\right)^{1 / b}$. We define the subsets $E_{s}^{\varepsilon}$ and $F^{\varepsilon}$ by

$$
E_{s}^{\varepsilon}=\left\{\tau_{s} \in X| | \tau_{s} \mid \leq \varepsilon\right\}, \quad F^{\varepsilon}=\bigcup_{s \in \Sigma} E_{s}^{\varepsilon}
$$

for each small $\varepsilon>0$. For $\gamma \in S L(2, \mathbb{Z})$, let $s_{1}$ and $s_{2}$ be the cusps corresponding to $\gamma(0)$ and $\gamma(i \infty)$ respectively. Let $[\gamma]=\Gamma \gamma \in S L(2, \mathbb{Z}) / \Gamma$ be the $\Gamma$-coset containing $\gamma$, and denote by $\overline{0 i \infty}$ the nonnegative part of the imaginary axis in $\mathcal{H} \cup \mathbb{Q}$ oriented from 0 to $i \infty$. We define the 1-cell $\mathfrak{c}[\gamma]_{\varepsilon}$ to be the image of the oriented 1-cell $\gamma(\overline{0 i \infty})$ that lies outside $E_{s_{1}}$ and $E_{s_{2}}$, that is,

$$
\begin{equation*}
\mathfrak{c}[\gamma]_{\varepsilon}=\varpi(\overline{0 i \infty})-E_{s_{1}} \cap E_{s_{2}}, \tag{2.14}
\end{equation*}
$$

where $\varpi: \mathcal{H}^{*} \rightarrow X=\Gamma \backslash \mathcal{H}^{*}$ is the natural projection map. The basis $\left\{\eta_{1}(z), \eta_{2}(z)\right\}$ of $H_{1}\left(E_{z}, \mathbb{Z}\right)$ for each fiber $E_{z}$ considered before induces the basis $\left\{\eta_{1}, \eta_{2}\right\}$ of the group

$$
\left.\left(R_{1} \pi_{*} \mathbb{Q}\right)\right|_{\mathfrak{c}[\gamma]_{\varepsilon}}
$$

If $k$ is an integer with $0 \leq k \leq m$, we set

$$
\begin{equation*}
1_{k}=(\underbrace{1, \ldots, 1}_{k}, \underbrace{0, \ldots, 0}_{m-k}), \tag{2.15}
\end{equation*}
$$

and define the element

$$
\left\{\gamma(0), \gamma(i \infty), 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi}^{\varepsilon} \in H_{1}\left(X, F^{\varepsilon},\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)
$$

to be the homology class of the cycle

$$
\begin{equation*}
\eta_{1}^{k} \eta_{2}^{m-k} \mathfrak{c}[\gamma]_{\varepsilon}=\prod_{i=1}^{m}\left(p_{i} \eta_{1}+q_{i} \eta_{2}\right) \mathfrak{c}[\gamma]_{\varepsilon} \tag{2.16}
\end{equation*}
$$

where $p=\left(p_{1}, \ldots, p_{m}\right)=1_{k}$ and $q=\left(q_{1}, \ldots, q_{m}\right)=1_{m}-1_{k}$. Noting that the pairs $\left(X, F^{\varepsilon}\right)$ with $\varepsilon>0$ form a cofinal system, we define the modular symbol

$$
\left\{\gamma(0), \gamma(i \infty), 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi} \in H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)
$$

to be the inverse limit

$$
\begin{equation*}
\lim _{F^{\Xi}}\left\{\gamma(0), \gamma(i \infty), 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi}^{\varepsilon} \tag{2.17}
\end{equation*}
$$

We now denote by $E^{m}$ the elliptic variety $E_{1, \chi}^{0, m}$ over $X=\Gamma \backslash \mathcal{H}^{*}$ constructed in Section 2.2 associated to the elliptic fibration $\pi: E \rightarrow X$.

Lemma 2.9 There is a canonical pairing

$$
\begin{equation*}
\langle,\rangle: H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right) \times H^{0}\left(E^{m}, \Omega^{m+1} \oplus \bar{\Omega}^{m+1}\right) \longrightarrow \mathbb{C} \tag{2.18}
\end{equation*}
$$

that is nondegenerate on the right.
Proof. See [119, Section 4.1].

Note that the pairing in (2.18) is given by

$$
\langle[\delta], \Phi\rangle=\int_{\delta} \Phi
$$

for all $[\delta] \in H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)$ and $\Phi \in H^{0}\left(E^{m}, \Omega^{m+1} \oplus \bar{\Omega}^{m+1}\right)$, where $\delta$ is a cycle representing the cohomology class [ $\delta$ ]. Using (2.18) and the canonical isomorphism

$$
\begin{equation*}
S_{2, m}(\Gamma, \omega, \chi) \cong H^{0}\left(E^{m}, \Omega^{m+1}\right) \tag{2.19}
\end{equation*}
$$

given in Theorem 2.7, we obtain the canonical pairing

$$
\langle,\rangle: H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right) \times\left(S_{2, m}(\Gamma, \omega, \chi) \oplus \overline{S_{2, m}(\Gamma, \omega, \chi)}\right) \longrightarrow \mathbb{C}
$$

Lemma 2.10 Let $\partial: H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right) \rightarrow H_{0}\left(\Sigma,\left(R_{1} \pi * \mathbb{Q}\right)^{m}\right)$ be the boundary map for the homology sequence of the pair $(X, \Sigma)$. Then for $1 \leq k \leq m$ we have

$$
\begin{aligned}
& \partial\left\{\gamma(0), \gamma(i \infty), 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi}=\left\{\gamma(i \infty), 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi} \\
&-\left\{\gamma(0), 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi}
\end{aligned}
$$

for all $\gamma \in S L(2, \mathbb{Z})$.
Proof. This follows easily from the definitions in (2.13) and (2.17).
Proposition 2.11 Let $\langle$,$\rangle be the canonical pairing in (2.20), and let 1 \leq$ $k \leq m$. Then we have

$$
\begin{aligned}
& \left\langle\left\{\gamma(0), \gamma(i \infty), 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi},\left(f_{1}, \bar{f}_{2}\right)\right\rangle \\
& =\int_{\gamma(0)}^{\gamma(i \infty)} f_{1} \omega(z)^{k} d z+\int_{\gamma(0)}^{\gamma(i \infty)} \bar{f}_{2} \overline{\omega(z)}^{k} d \bar{z} \\
& =\int_{\gamma(0)}^{\gamma(i \infty)} f_{1} \prod_{i=1}^{m}\left(p_{i} \omega(z)+q_{i}\right) d z \\
& \quad+\int_{\gamma(0)}^{\gamma(i \infty)} \bar{f}_{2} \prod_{i=1}^{m}\left(p_{i} \overline{\omega(z)}+q_{i}\right) d \bar{z}
\end{aligned}
$$

for all $\gamma \in S L(2, \mathbb{Z})$ and $f_{1}, f_{2} \in S_{2, m}(\Gamma, \omega, \chi)$, where $p=\left(p_{1}, \ldots, p_{m}\right)=1_{k}$ and $q=\left(q_{1}, \ldots, q_{m}\right)=1_{m}-1_{k}$.

Proof. We note first that by (2.17) the element

$$
\left\{\gamma(0), \gamma(i \infty), 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi} \in H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)
$$

is obtained by taking the inverse limit of

$$
\left[\delta_{\varepsilon}\right]=\left\{\gamma(0), \gamma(i \infty), 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi}^{\varepsilon} \in H_{1}\left(X, F^{\varepsilon},\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)
$$

over the set $\left\{F^{\varepsilon} \mid \varepsilon>0\right\}$. However, by (2.16) the homology class $\left[\delta_{\varepsilon}\right]$ can be represented by the cycle

$$
\begin{equation*}
\delta_{\varepsilon}=\eta_{1}^{k} \eta_{2}^{m-k} \mathfrak{c}[\gamma]_{\varepsilon} . \tag{2.21}
\end{equation*}
$$

Given $f_{1}, f_{2} \in S_{2, m}(\Gamma, \omega, \chi)$, let $\Phi_{f_{1}}$ and $\Phi_{f_{2}}$ be the holomorphic $(m+1)$ forms on $E^{m}$ corresponding to $f_{1}$ and $f_{2}$, respectively, under the canonical isomorphism (2.19). Then we see that

$$
\begin{equation*}
\left\langle\left\{\gamma(0), \gamma(i \infty), 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi},\left(f_{1}, \bar{f}_{2}\right)\right\rangle=\int_{m!\delta_{\varepsilon}}\left(\Phi_{f_{1}}+\bar{\Phi}_{f_{2}}\right) . \tag{2.22}
\end{equation*}
$$

Given $\varepsilon>0$, if we identify $\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}$ with its embedded image in $\left(R_{1} \pi_{*} \mathbb{Q}\right)^{\otimes m}$ and if $\mathfrak{c}[\gamma]_{\varepsilon}$ is the 1-cell in (2.14), then the chain

$$
\left[m!\eta_{1}^{k} \eta_{2}^{m-k} \mathfrak{c}[\gamma]_{\varepsilon}\right]
$$

corresponds to the set $\widetilde{\delta} \subset \mathcal{H} \times \mathbb{C}^{m}$ whose restriction to $\{z\} \times \mathbb{C}^{m} \cong \mathbb{C}^{m}$ is given by

$$
\left.\widetilde{\delta}\right|_{z}=\bigcup_{(p, q)} \prod_{i=1}^{m}\left\{\left(t p_{i} \omega(z), t q_{i}\right) \mid 0 \leq t \leq 1\right\} \subset \mathbb{C}^{m}
$$

here $z \in \mathcal{H}$ belongs to the set corresponding to $\mathfrak{c}[\gamma]_{\varepsilon}$, and $(p, q)$ runs through all permutations $\left(\sigma\left(1_{k}\right), \sigma\left(1_{m}-1_{k}\right)\right)$ for $\sigma \in \mathfrak{S}_{m}$. Now recall that there is a canonical isomorphism

$$
E_{0}^{m} \cong \Gamma \ltimes_{\chi} \mathbb{Z}^{2 m} \backslash \mathcal{H} \times \mathbb{C}^{m}
$$

where $E_{0}^{m}$ is the elliptic variety $\left(E_{1, \chi}^{0, m}\right)_{0}$ in (2.10). Let $\Phi_{f_{i}}^{0}$ for $i \in\{1,2\}$ be the lifting of $\left.\Phi_{f_{i}}\right|_{X_{0}}$ to $\mathcal{H} \times \mathbb{C}^{m}$. Then we have

$$
\Phi_{f_{i}}^{0}=f_{i}(z) d z \wedge d \zeta_{1} \wedge \cdots \wedge d \zeta_{m}, \quad \bar{\Phi}_{f_{i}}^{0}=\overline{f_{i}(z)} d \bar{z} \wedge d \bar{\zeta}_{1} \wedge \cdots \wedge d \bar{\zeta}_{m}
$$

where $z$ and $\left(\zeta_{1}, \ldots, \zeta_{m}\right)$ are the standard coordinate systems for $\mathcal{H} \subset \mathbb{C}$ and $\mathbb{C}^{m}$, respectively. On the other hand, for each $j \in\{1, \ldots, m\}$ we have

$$
\begin{gathered}
\int_{\{t \omega(z) \mid 0 \leq t \leq 1\}} d \zeta_{j}=\omega(z), \quad \int_{\{t \omega(z) \mid 0 \leq t \leq 1\}} d \bar{\zeta}_{j}=\overline{\omega(z)}, \\
\int_{[0,1]} d \zeta_{j}=\int_{[0,1]} d \bar{\zeta}_{j}=1 .
\end{gathered}
$$

Using this, (2.12) and (2.14), we see that

$$
\int_{m!\eta_{1}^{k} \eta_{2}^{m-k} c[\gamma]_{\varepsilon}}\left(\Phi_{f_{1}}+\bar{\Phi}_{f_{2}}\right)=m!\left(\int_{z_{\varepsilon}}^{z_{\varepsilon}^{\prime}} f_{1} \omega(z)^{k} d z+\int_{z_{\varepsilon}}^{z_{\varepsilon}^{\prime}} \bar{f}_{2} \overline{\omega(z)}^{k} d \bar{z}\right)
$$

where $\partial \mathfrak{c}[\gamma]_{\varepsilon}=z_{\varepsilon}^{\prime}-z_{\varepsilon}$ on $\mathcal{H}$. However, by (2.21) we have

$$
m!\eta_{1}^{k} \eta_{2}^{m-k} \mathfrak{c}[\gamma]_{\varepsilon}=m!\delta_{\varepsilon}
$$

hence we obtain

$$
\int_{\delta_{\varepsilon}}\left(\Phi_{f_{1}}+\bar{\Phi}_{f_{2}}\right)=\int_{z_{\varepsilon}}^{z_{\varepsilon}^{\prime}} f_{1} \omega(z)^{k} d z+\int_{z_{\varepsilon}}^{z_{\varepsilon}^{\prime}} \bar{f}_{2} \overline{\omega(z)}^{k} d \bar{z}
$$

Thus the proposition follows by taking the limit of this relation as $\varepsilon \rightarrow 0$ and then using (2.22).

Now in order to consider more general modular symbols

$$
\{\alpha, \beta, p, q\}_{\omega, \chi} \in H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)
$$

for $\alpha, \beta \in \widetilde{\mathbb{Q}}$ and $p, q \in \mathbb{Z}^{m}$, we first state the following theorem.
Theorem 2.12 There exists a unique map

$$
\{,,,\}_{\omega, \chi}: \widetilde{\mathbb{Q}} \times \widetilde{\mathbb{Q}} \times \mathbb{Z}^{m} \times \mathbb{Z}^{m} \longrightarrow H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)
$$

satisfying the following properties:
(i) If $\partial: H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right) \rightarrow H_{0}\left(\Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)$ is the boundary map for the homology sequence of the pair $(X, \Sigma)$, then we have

$$
\begin{equation*}
\partial\{\alpha, \beta, p, q\}_{\omega, \chi}=\{\beta, p, q\}_{\omega, \chi}-\{\alpha, p, q\}_{\omega, \chi} . \tag{2.23}
\end{equation*}
$$

for all $\alpha, \beta \in \widetilde{\mathbb{Q}}$ and $p, q \in \mathbb{Z}^{m}$.
(ii) If $\langle$,$\rangle denotes the canonical pairing in (2.20), then we have$

$$
\begin{align*}
& \left\langle\{\alpha, \beta, p, q\}_{\omega, \chi},\left(f_{1}, \bar{f}_{2}\right)\right\rangle  \tag{2.24}\\
& \quad=\int_{\alpha}^{\beta} f_{1} \prod_{i=1}^{m}\left(p_{i} \omega(z)+q_{i}\right) d z+\int_{\alpha}^{\beta} \bar{f}_{2} \prod_{i=1}^{m}\left(p_{i} \overline{\omega(z)}+q_{i}\right) d \bar{z} \tag{2.25}
\end{align*}
$$

for all $\alpha, \beta \in \widetilde{\mathbb{Q}}, p, q \in \mathbb{Z}^{m}$ and $f_{1}, f_{2} \in S_{2, m}(\Gamma, \omega, \chi)$.
Definition 2.13 The values $\{\alpha, \beta, p, q\}_{\omega, \chi}$ of the map in Theorem 2.12 are called modular symbols.

Before we prove Theorem 2.12, we shall first verify a few properties satisfied by modular symbols.

Lemma 2.14 Suppose that $\{\alpha, \beta, p, q\}_{\omega, \chi}$ and $\{\beta, \gamma, p, q\}_{\omega, \chi}$ are modular symbols, and set

$$
\begin{equation*}
\{\alpha, \gamma, p, q\}_{\omega, \chi}=\{\alpha, \beta, p, q\}_{\omega, \chi}+\{\beta, \gamma, p, q\}_{\omega, \chi} . \tag{2.26}
\end{equation*}
$$

Then $\{\alpha, \gamma, p, q\}_{\omega, \chi}$ is also a modular symbol.

Proof. We need to verify (i) and (ii) in Theorem 2.12 for $\{\alpha, \gamma, p, q\}_{\omega, \chi}$ defined by the relation in (2.26). However, both of these properties follow easily from the definitions and the uniqueness of the modular symbols.

Lemma 2.15 Consider the modular symbols

$$
\{\alpha, \beta, p(j, 1), q(j, 0)\}_{\omega, \chi}, \quad\{\alpha, \beta, p(j, 0), q(j, 1)\}_{\omega, \chi}
$$

where $p(j, *)$ (resp. $q(j, *)$ ) denotes the element in $\mathbb{Z}^{m}$ obtained from $p=$ $\left(p_{1}, \ldots, p_{m}\right)$ (resp. $q=\left(q_{1}, \ldots, q_{m}\right)$ by replacing $p_{j}$ (resp. $q_{j}$ ) by $*$. If we set

$$
\{\alpha, \beta, p, q\}_{\omega, \chi}=p_{j}\{\alpha, \beta, p(j, 1), q(j, 0)\}_{\omega, \chi}+q_{j}\{\alpha, \beta, p(j, 0), q(j, 1)\}_{\omega, \chi}
$$

then $\{\alpha, \beta, p, q\}_{\omega, \chi}$ is a modular symbol.
Proof. Using the definition of $\{,,\}_{\omega, \chi}$, we see that

$$
\{\xi, p, q\}_{\omega, \chi}=p_{j}\{\xi, p(j, 1), q(j, 0)\}_{\omega, \chi}+q_{j}\{\xi, p(j, 0), q(j, 1)\}_{\omega, \chi}
$$

for all $\xi \in \widetilde{\mathbb{Q}}$ The fact that $\{\alpha, \beta, p, q\}_{\omega, \chi}$ satisfies (2.23) follows easily from this relation. On the other hand, we have

$$
\begin{aligned}
& \left\langle\{\alpha, \beta, p, q\}_{\omega, \chi},\left(f_{1}, \bar{f}_{2}\right)\right\rangle \\
& \quad=p_{j} \int_{\alpha}^{\beta} f_{1} \omega(z) \prod_{i \neq j}\left(p_{i} \omega(z) q_{i}\right) d z+p_{j} \int_{\alpha}^{\beta} \bar{f}_{2} \overline{\omega(z)} \prod_{i \neq j}\left(p_{i} \overline{\omega(z)}+q_{i}\right) d \bar{z} \\
& \quad+q_{j} \int_{\alpha}^{\beta} f_{1} \prod_{i \neq j}\left(p_{i} \omega(z)+q_{i}\right) d z+q_{j} \int_{\alpha}^{\beta} \bar{f}_{2} \prod_{i \neq j}\left(p_{i} \overline{\omega(z)}+q_{i}\right) d \bar{z} \\
& \quad=\int_{\alpha}^{\beta} f_{1} \prod_{i=1}^{m}\left(p_{i} \omega(z)+q_{i}\right) d z+\int_{\alpha}^{\beta} \bar{f}_{2} \prod_{i=1}^{m}\left(p_{i} \overline{\omega(z)}+q_{i}\right) d \bar{z}
\end{aligned}
$$

for all $f_{1}, f_{2} \in S_{2, m}(\Gamma, \omega, \chi)$; hence we see that $\{\alpha, \beta, p, q\}_{\omega, \chi}$ satisfies (2.24).

Lemma 2.16 Let $\sigma \in \mathfrak{S}_{m}$ be a permutation of the set $\{1, \ldots m\}$. If $\{\alpha, \beta, p, q\}_{\omega, \chi}$ is a modular symbol, then $\{\alpha, \beta, \sigma p, \sigma q\}_{\omega, \chi}$ is also a modular symbol. Furthermore, we have

$$
\{\alpha, \beta, p, q\}_{\omega, \chi}=\{\alpha, \beta, \sigma p, \sigma q\}_{\omega, \chi}
$$

where $\sigma(p)=\left(p_{\sigma(1)}, \ldots, p_{\sigma(m)}\right)$ and $\sigma(q)=\left(q_{\sigma(1)}, \ldots, q_{\sigma(m)}\right)$.
Proof. If $\xi \in \widetilde{\mathbb{Q}}$, by using the definition of $\{,,\}_{\omega, \chi}$ it can be easily shown that

$$
\{\xi, p, q\}_{\omega, \chi}=\{\xi, \sigma p, \sigma q\}_{\omega, \chi},
$$

hence it follows that

$$
\partial\{\alpha, \beta, \sigma p, \sigma q\}_{\omega, \chi}=\partial\{\alpha, \beta, p, q\}_{\omega, \chi}
$$

We also see that

$$
\left\langle\{\alpha, \beta, \sigma p, \sigma q\}_{\omega, \chi},\left(f_{1}, \bar{f}_{2}\right)\right\rangle=\left\langle\{\alpha, \beta, p, q\}_{\omega, \chi},\left(f_{1}, \bar{f}_{2}\right)\right\rangle
$$

for $f_{1}, f_{2} \in S_{2, m}(\Gamma, \omega, \chi)$. Therefore the lemma follows from these results and the uniqueness of modular symbols.

Now we are ready to prove Theorem 2.12.
Proof. (Theorem 2.12) Given $\alpha, \beta \in \widetilde{\mathbb{Q}}$ and $p, q \in \mathbb{Z}^{m}$, in order to prove uniqueness suppose we have two modular symbols $\{\alpha, \beta, p, q\}_{\omega, \chi}$ and $\{\alpha, \beta, p, q\}_{\omega, \chi}^{\prime}$. If we set

$$
\mu=\{\alpha, \beta, p, q\}_{\omega, \chi}-\{\alpha, \beta, p, q\}_{\omega, \chi}^{\prime}
$$

then $\partial \mu=0$ by (2.23), which implies that $\mu \in H_{1}\left(X,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)$. On the other hand, using (2.24), we have

$$
\left\langle\mu,\left(f_{1}, \bar{f}_{2}\right)\right\rangle=0
$$

for all $f_{1}, f_{2} \in S_{2, m}(\Gamma, \omega, \chi)$. Since the pairing $\langle$,$\rangle is nondegenerate, we$ obtain $\mu=0$. As for the existence, we first note that by Proposition 2.11 there are modular symbols of the form

$$
\left\{\gamma(0), \gamma(i \infty), 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi}
$$

By combining this with Lemma 2.15 and Lemma 2.16, we see that there exist modular symbols of the form

$$
\{\gamma(0), \gamma(i \infty), p, q\}_{\omega, \chi}
$$

for arbitrary $p, q \in \mathbb{Z}^{m}$. Now for arbitrary $\alpha, \beta \in \widetilde{\mathbb{Q}}$, we consider a finite sequence of points $\eta_{1}, \ldots, \eta_{l} \in \widetilde{\mathbb{Q}}$ such that

$$
\begin{gathered}
\left(\alpha, \eta_{1}\right)=\left(\gamma_{1}(0), \gamma_{1}(i \infty)\right), \ldots,\left(\eta_{i}, \eta_{i+1}\right)=\left(\gamma_{i+1}(0), \gamma_{i+1}(i \infty)\right), \ldots \\
\ldots,\left(\eta_{l}, \beta\right)=\left(\gamma_{l+1}(0), \gamma_{l+1}(i \infty)\right)
\end{gathered}
$$

for $\gamma_{1}, \ldots, \gamma_{l+1} \in S L(2, \mathbb{Z})$ (see [90, Theorem 1.6] for the proof of the existence of such a sequence). Using this and Lemma 2.15 provides us the existence of the modular symbol $\{\alpha, \beta, p, q\}_{\omega, \chi}$, and therefore the proof of the theorem is complete.

### 2.4 Eichler-Shimura Relations

In this section we discuss periods of mixed cusp forms in connection with modular symbols described in Section 2.3. In particular, we establish relations among such periods, which generalize Eichler-Shimura relations for classical cusp forms studied by Šokuov [118].

As in Section 2.3, we consider an equivariant pair $(\omega, \chi)$ associated to an elliptic surface $E$ over $X=\Gamma \backslash \mathcal{H}^{*}$, so that the period map $\omega: \mathcal{H} \rightarrow \mathcal{H}$ is equivariant with respect to the monodromy representation $\chi: \Gamma \rightarrow S L(2, \mathbb{Z})$ for $E$. In this section we assume that $\chi$ can be extended to a homomorphism defined on $S L(2, \mathbb{Z})$. We shall use the same symbol $\chi$ for the extension. Thus we have a homomorphism $\chi: S L(2, \mathbb{Z}) \rightarrow S L(2, \mathbb{Z})$ satisfying

$$
\omega(\gamma z)=\chi(\gamma) \omega(z)
$$

for all $z \in \mathcal{H}$ and $\gamma \in \Gamma$. Then $S L(2, \mathbb{Z})$ acts on the modular symbols $\{\alpha, \beta, p, q\}_{\omega, \chi}$ described in Section 2.3 by

$$
\begin{align*}
\gamma \cdot\{\alpha, \beta, p, q\}_{\omega, \chi} & =\left\{\gamma \alpha, \gamma \beta,(p, q) \chi(\gamma)^{-1}\right\}_{\omega, \chi}  \tag{2.27}\\
& =\left\{\gamma \alpha, \gamma \beta, d_{\chi} p-c_{\chi} q,-b_{\chi} p+a_{\chi} q\right\}_{\omega, \chi}
\end{align*}
$$

for $\alpha, \beta \in \widetilde{\mathbb{Q}}, p, q \in \mathbb{Z}^{m}$ and $\gamma \in S L(2, \mathbb{Z})$ with $\chi(\gamma)=\left(\begin{array}{cc}a_{\chi} & b_{\chi} \\ c_{\chi} & d_{\chi}\end{array}\right)$. The group $S L(2, \mathbb{Z})$ also acts on the space $S_{2, m}(\Gamma, \omega, \chi)$ of mixed cusp forms of type $(2, m)$ associated to $\Gamma, \omega$ and $\chi$ by

$$
(f \mid \gamma)(z)=j(\gamma, z)^{-2} j(\chi(\gamma), \omega(z))^{-m} f(\gamma z)
$$

for $f \in S_{2, m}(\Gamma, \omega, \chi), z \in \mathcal{H}$ and $\gamma \in S L(2, \mathbb{Z})$. We denote by

$$
\mathcal{E}_{\Gamma}=S L(2, \mathbb{Z}) / \Gamma
$$

the set of $\Gamma$-orbits in $S L(2, \mathbb{Z})$.
Definition 2.17 Let $e=\Gamma \gamma \in \mathcal{E}_{\Gamma}$ be the $\Gamma$-orbit determined by $\gamma \in$ $S L(2, \mathbb{Z})$, and let $0 \leq k \leq m$. Given an element

$$
f=\left(f_{1}, \bar{f}_{2}\right) \in S_{2, m}(\Gamma, \omega, \chi) \oplus \overline{S_{2, m}(\Gamma, \omega, \chi)}
$$

the the complex number $r(e, k, f)$ given by
is the period of $f$ associated to $e$ and $k$.
Note that, since $\left.f_{j}\right|_{2, m} \gamma=f_{j}$ for $j=1,2$, the value of $r(e, k, f)$ given by (2.28) is independent of the choice of the representative $\gamma$ of $e$. If $e \in \mathcal{E}_{\Gamma}$
is the $\Gamma$-orbit determined by $\gamma \in S L(2, \mathbb{Z})$ and if $0 \leq k \leq m$, we denote by $\xi(e, k)$ the modular symbol defined by

$$
\begin{equation*}
\xi(e, k)=\gamma \cdot\left\{0, \infty, 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi}, \tag{2.29}
\end{equation*}
$$

where the vectors $1_{k}$ are as in (2.15) and the action of $\gamma$ on the right hand side is given by (2.27).

Proposition 2.18 Let $\langle$,$\rangle be the canonical pairing given in (2.20), and con-$ sider the element

$$
f=\left(f_{1}, \bar{f}_{2}\right) \in S_{2, m}(\Gamma, \omega, \chi) \oplus \overline{S_{2, m}(\Gamma, \omega, \chi)}
$$

Then we have

$$
\begin{equation*}
\langle\xi(e, k), f\rangle=r(e, k, f) \tag{2.30}
\end{equation*}
$$

for each $e \in \mathcal{E}_{\Gamma}$ and $0 \leq k \leq m$.
Proof. Let $e=\Gamma \gamma \in \mathcal{E}_{\Gamma}$ with $\chi(\gamma)=\left(\begin{array}{ll}a_{\chi} & b_{\chi} \\ c_{\chi} & d_{\chi}\end{array}\right) \in S L(2, \mathbb{Z})$. Then by (2.29) we have

$$
\xi(e, k)=\left\{\gamma \alpha, \gamma \beta, d_{\chi} q-c_{\chi} p,-b_{\chi} q+a_{\chi} p\right\}_{\omega, \chi}
$$

where $\alpha=0, \beta=i \infty, p=1_{k}$ and $q=1_{m}-1_{k}$. Hence, using (2.24), we see that

$$
\begin{aligned}
&\langle\xi(e, f), f\rangle= \int_{\gamma \alpha}^{\gamma \beta} f_{1}(z) \prod_{i=1}^{m}\left(\left(d_{\chi} p_{i}-c_{\chi} q_{i}\right) \omega(z)+\left(-b_{\chi} p_{i}+a_{\chi} q_{i}\right)\right) d z \\
& \quad+\int_{\gamma \alpha}^{\gamma \beta} \overline{f_{2}(z)} \prod_{i=1}^{m}\left(\left(d_{\chi} p_{i}-c_{\chi} q_{i}\right) \overline{\omega(z)}+\left(-b_{\chi} p_{i}+a_{\chi} q_{i}\right)\right) d \bar{z} \\
&= \int_{\alpha}^{\beta} f_{1}(\gamma z) \prod_{i=1}^{m}\left(\left(d_{\chi} p_{i}-c_{\chi} q_{i}\right) \chi(\gamma) \omega(z)\right. \\
&\left.\quad+\left(-b_{\chi} p_{i}+a_{\chi} q_{i}\right)\right)(c z+d)^{-2} d z \\
&+\int_{\alpha}^{\beta} \overline{f_{2}(\gamma z)} \prod_{i=1}^{m}\left(\left(d_{\chi} p_{i}-c_{\chi} q_{i}\right) \overline{\chi(\gamma) \omega(z)}^{\quad} \quad+\left(-b_{\chi} p_{i}+a_{\chi} q_{i}\right)\right) \overline{(c z+d)}^{-2} d \bar{z}
\end{aligned}
$$

Using the relation $\chi(\gamma) \omega(z)=\left(a_{\chi} \omega(z)+b_{\chi}\right)\left(c_{\chi} \omega(z)+d_{\chi}\right)^{-1}$, we obtain

$$
\begin{aligned}
\langle\xi(e, k), f\rangle & =\int_{0}^{i \infty}\left(\left.f_{1}\right|_{2, m} \gamma\right) \omega(z)^{k} d z+\int_{0}^{i \infty}\left(\overline{\left.f_{2}\right|_{2, m} \gamma}\right) \overline{\omega(z)}^{k} d \bar{z} \\
& =r(e, k, f)
\end{aligned}
$$

hence the proposition follows.

By combining (2.30) with the fact that the pairing $\langle$,$\rangle is nondegenerate$ on the right, we see that the value of $\xi(e, k)$ given by (2.29) is also independent of the choice of representatives of $e \in \mathcal{E}_{\Gamma}$.
Proposition 2.19 Let $\alpha, \beta \in \widetilde{\mathbb{Q}}$ and $p, q \in \mathbb{Z}^{m}$. Then the corresponding modular symbol can be written in the form

$$
\{\alpha, \beta, p, q\}_{\omega, \chi}=\sum_{k=0}^{m} \sum_{e \in \mathcal{E}_{\Gamma}} c(e, k) \xi(e, k)
$$

for some integers $c(e, k)$.
Proof. As in the proof of Theorem 2.12, consider a finite sequence of points $\eta_{1}, \ldots, \eta_{l} \in \widetilde{\mathbb{Q}}$ such that

$$
\begin{gathered}
\left(\alpha, \eta_{1}\right)=\left(\gamma_{1}(0), \gamma_{1}(i \infty)\right), \ldots,\left(\eta_{i}, \eta_{i+1}\right)=\left(\gamma_{i+1}(0), \gamma_{i+1}(i \infty)\right), \ldots \\
\ldots,\left(\eta_{l}, \beta\right)=\left(\gamma_{l+1}(0), \gamma_{l+1}(i \infty)\right)
\end{gathered}
$$

for $\gamma_{1}, \ldots, \gamma_{l+1} \in S L(2, \mathbb{Z})$. Then by (2.26) we see that

$$
\{\alpha, \beta, p, q\}_{\omega, \chi}=\left\{\alpha, \eta_{1}, p, q\right\}_{\omega, \chi}+\sum_{i=1}^{l-1}\left\{\eta_{i}, \eta_{i+1}, p, q\right\}_{\omega, \chi}+\left\{\eta_{l}, \beta, p, q\right\}_{\omega, \chi} .
$$

Thus in order to prove the proposition it suffices to consider the case where $(\alpha, \beta)=(\gamma(0), \gamma(i \infty))$ for some element $\gamma$ in $S L(2, \mathbb{Z})$. In this case, by using (2.27) we have

$$
\begin{equation*}
\{\alpha, \beta, p, q\}_{\omega, \chi}=\gamma \cdot\left\{0, i \infty, p^{\prime}, q^{\prime}\right\}_{\omega, \chi} \tag{2.31}
\end{equation*}
$$

with $\left(p^{\prime}, q^{\prime}\right)=(p, q) \chi(\gamma)^{-1}$ or $(p, q)=\left(p^{\prime}, q^{\prime}\right) \chi(\gamma)$; hence we have

$$
p^{\prime}=a_{1} p+c_{1} q, \quad q^{\prime}=b_{1} p+d_{1} q
$$

for $\chi(\gamma)=\left(\begin{array}{cc}a_{\chi} & b_{\chi} \\ c_{\chi} & d_{\chi}\end{array}\right) \in S L(2, \mathbb{Z})$. Let $p^{\prime}=\left(p_{1}^{\prime}, \ldots, p_{m}^{\prime}\right), q^{\prime}=\left(q_{1}^{\prime}, \ldots, q_{m}^{\prime}\right)$, and define $c_{k}\left(p^{\prime}, q^{\prime}\right)$ by

$$
\begin{equation*}
\prod_{i=1}^{m}\left(p_{i} X+q_{i} Y\right)=\sum_{k=0}^{m} c_{k}(p, q) X^{k} Y^{m-k} \tag{2.32}
\end{equation*}
$$

Using this together with Lemma 2.15 and Lemma 2.16, it can be shown that

$$
\left\{0, i \infty, p^{\prime}, q^{\prime}\right\}_{\omega, \chi}=\sum_{k=0}^{m} c_{k}\left(p^{\prime}, q^{\prime}\right)\left\{0, i \infty, 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi}
$$

From this and (2.31) it follows that

$$
\begin{aligned}
\{\alpha, \beta, p, q\}_{\omega, \chi} & =\sum_{k=0}^{m} c_{k}\left(p^{\prime}, q^{\prime}\right) \gamma \cdot\left\{0, i \infty, 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi} \\
& =\sum_{k=0}^{m} c_{k}\left(p^{\prime}, q^{\prime}\right) \xi(e, k)
\end{aligned}
$$

where $e=\Gamma \gamma \in \mathcal{E}_{\Gamma}$, which prove the proposition.
Now to discuss Eichler-Shimura relations for the periods of mixed cusp forms, we consider the elements

$$
s=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad t=\left(\begin{array}{cc}
1 & -1 \\
1 & 0
\end{array}\right)
$$

of $S L(2, \mathbb{Z})$. Using the relations

$$
(s(0), s(i \infty))=(i \infty, 0), \quad(t(0), t(i \infty))=(i \infty, 1), \quad\left(t^{2}(0), t^{2}(i \infty)\right)=(1,0)
$$

we see that

$$
\begin{aligned}
\gamma \cdot\left\{i \infty, 0,1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi} & =\gamma s \cdot\{0, i \infty, v(s, k), w(s, k)\}_{\omega, \chi} \\
\gamma \cdot\left\{i \infty, 1,1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi} & =\gamma t \cdot\{0, i \infty, v(t, k), w(t, k)\}_{\omega, \chi} \\
\gamma \cdot\left\{1,0,1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi} & =\gamma t^{2} \cdot\left\{0, i \infty, v\left(t^{2}, k\right), w\left(t^{2}, k\right)\right\}_{\omega, \chi}
\end{aligned}
$$

for all $\gamma \in S L(2, \mathbb{Z})$, where by (2.27)

$$
v(\alpha, k)=a\left(1_{k}\right)+c\left(1_{m}-1_{k}\right), \quad w(\alpha, k)=b\left(1_{k}\right)+d\left(1_{m}-1_{k}\right)
$$

if $\chi(\gamma)=\left(\begin{array}{cc}a_{\chi} & b_{\chi} \\ c_{\chi} & d_{\chi}\end{array}\right) \in S L(2, \mathbb{Z})$. Hence, if the integers $c_{j}(\cdot, \cdot)$ for $1 \leq j \leq m$ are as in (2.32), we have

$$
\begin{align*}
\gamma \cdot\left\{i \infty, 0,1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi} & =\sum_{j=1}^{m} c_{j}(v(s, k), w(s, k)) \xi(e s, j)  \tag{2.33}\\
\gamma \cdot\left\{i \infty, 1,1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi} & =\sum_{j=1}^{m} c_{j}(v(t, k), w(t, k)) \xi(e t, j),  \tag{2.34}\\
\gamma \cdot\left\{1,0,1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi} & =\sum_{j=1}^{m} c_{j}\left(v\left(t^{2}, k\right), w\left(t^{2}, k\right)\right) \xi\left(e t^{2}, j\right), \tag{2.35}
\end{align*}
$$

where $e=\Gamma \gamma \in \mathcal{E}_{\Gamma}$.

Proposition 2.20 If $e \in \mathcal{E}_{\Gamma}$, then we have

$$
\begin{aligned}
\xi(e, k) & +\sum_{j=1}^{m} c_{j}(v(s, k), w(s, k)) \xi(e s, j)=0 \\
\xi(e, k) & +\sum_{j=1}^{m} c_{j}(v(t, k), w(t, k)) \xi(e t, j) \\
& +\sum_{j=1}^{m} c_{j}\left(v\left(t^{2}, k\right), w\left(t^{2}, k\right)\right) \xi\left(e t^{2}, j\right)=0
\end{aligned}
$$

for $0 \leq k \leq m$, where the $c_{j}(\cdot, \cdot)$ are integers given by (2.32).
Proof. Using Lemma 2.14, we see that

$$
\begin{array}{r}
\gamma \cdot\left\{0, i \infty, 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi}+\gamma \cdot\left\{i \infty, 0,1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi}=0, \\
\gamma \cdot\left\{0, i \infty, 1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi}+\gamma \cdot\left\{i \infty, 1,1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi} \\
+\gamma \cdot\left\{1,0,1_{k}, 1_{m}-1_{k}\right\}_{\omega, \chi}=0
\end{array}
$$

for all $\gamma \in S L(2, \mathbb{Z})$. Now the proposition follows combining these relations with the identities $(2.33),(2.34)$ and (2.35).

Theorem 2.21 Let $f=\left(f_{1}, \bar{f}_{2}\right)$ with $f_{1}, f_{2} \in S_{2, m}(\Gamma, \omega, \chi)$. Then we have

$$
\begin{align*}
r(e, k, f) & +\sum_{j=1}^{m} c_{j}(v(s, k), w(s, k)) r(e s, j, f)=0  \tag{2.36}\\
r(e, k, f) & +\sum_{j=1}^{m} c_{j}(v(t, k), w(t, k)) r(e t, j, f)  \tag{2.37}\\
& +\sum_{j=1}^{m} c_{j}\left(v\left(t^{2}, k\right), w\left(t^{2}, k\right)\right) r\left(e t^{2}, j, f\right)=0
\end{align*}
$$

for all $e \in \mathcal{E}_{\Gamma}$ and $0 \leq k \leq m$.
Proof. The theorem follows immediately from Proposition 2.18 and Proposition 2.20.

The relations (2.36) and (2.37) may be regarded as the generalized EichlerShimura relations for the periods $r(e, k, f)$ of mixed cusp forms.

We now want to discuss the period map for mixed cusp forms. Let $V=$ $\bigoplus \mathbb{Q}(e, k)$ be the $\mathbb{Q}$-vector space generated by the pairs $(e, k)$ with $e \in \mathcal{E}_{\Gamma}$ and $0 \leq k \leq m$. Let $V^{*}$ denote the dual space of $V$, and let $\left\{(e, f)^{*}\right\}$ be the dual basis of $\{(e, f)\}$. If $K$ is a subfield of $\mathbb{C}$, we denote by $R_{2, m}(\Gamma, \omega, \chi, K)$ the subspace of $V^{*}(K)=V^{*} \otimes_{\mathbb{Q}} K$ consisting of all the elements of the form

$$
\sum_{k=0}^{m} \sum_{e \in E} \rho(e, k)(e, k)^{*}
$$

such that the coefficients $\rho(e, k) \in K$ satisfy the following relations:

$$
\begin{align*}
\rho(e, k) & +\sum_{j=1}^{m} c_{j}(v(s, k), w(s, k)) \rho(e s, j)=0  \tag{2.38}\\
\rho(e, k) & +\sum_{j=1}^{m} c_{j}(v(t, k), w(t, k)) \rho(e t, j)  \tag{2.39}\\
& +\sum_{j=1}^{m} c_{j}\left(v\left(t^{2}, k\right), w\left(t^{2}, k\right)\right) \rho\left(e t^{2}, j\right)=0
\end{align*}
$$

Now we define the period map

$$
r: S_{2, m}(\Gamma, \omega, \chi) \oplus \overline{S_{2, m}(\Gamma, \omega, \chi)} \longrightarrow R_{2, m}(\Gamma, \omega, \chi, \mathbb{C})
$$

for mixed cusp forms by

$$
\begin{equation*}
r(f)=\sum_{k=0}^{m} \sum_{e \in E} r(e, k, f)(e, k)^{*} \tag{2.40}
\end{equation*}
$$

for all $f=\left(f_{1}, \bar{f}_{2}\right)$ with $f_{1}, f_{2} \in S_{2, m}(\Gamma, \omega, \chi)$.
Lemma 2.22 If $K, K^{\prime}$ are subfields of $\mathbb{C}$ with $K \subset K^{\prime} \subset \mathbb{C}$, then there is a canonical isomorphism of $K^{\prime}$-vector spaces

$$
\begin{equation*}
R_{2, m}(\Gamma, \omega, \chi, K) \otimes_{K} K^{\prime} \cong R_{2, m}\left(\Gamma, \omega, \chi, K^{\prime}\right) \tag{2.41}
\end{equation*}
$$

Proof. This follows from the fact that the equations (2.38) and (2.39) are defined over $\mathbb{Q}$.

Proposition 2.23 The period map $r$ is injective. Furthermore, there is a canonical isomorphism

$$
\begin{equation*}
R_{2, m}(\Gamma, \omega, \chi, K)^{*} \cong H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} K\right)^{m}\right) \tag{2.42}
\end{equation*}
$$

for each subfield $K$ of $\mathbb{C}$.
Proof. Suppose $r(f)=0$ for $f=\left(f_{1}, \bar{f}_{2}\right)$ with $f_{1}, f_{2} \in S_{2, m}(\Gamma, \omega, \chi)$. Then from (2.30) and(2.40) it follows that

$$
\langle\xi(e, k), \Phi\rangle=0
$$

for all $e \in E$ and $0 \leq k \leq m$. Using the nondegeneracy of the paring $\langle$,$\rangle and$ the fact that the modular symbols $\xi(e, k)$ generate the homology group

$$
H_{1}\left(X,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right) \subset H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)
$$

we see that $f=0$; hence $r$ is injective. Now note that the assignment $(e, k) \mapsto$ $\xi(e, k)$ defines a linear map from $V$ into the space $H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right)$ and that there is a canonical isomorphism

$$
H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} K\right)^{m}\right) \cong H_{1}\left(X, \Sigma,\left(R_{1} \pi_{*} \mathbb{Q}\right)^{m}\right) \otimes_{\mathbb{Q}} K .
$$

Thus the isomorphism in (2.42) is obtained by combining these results with (2.30), (2.41), and the definition of $R_{2, m}(\Gamma, \omega, \chi, K)^{*}$.

## Mixed Automorphic Forms and Cohomology

Given a positive integer $m$, let $\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)$ denote the $m$-th symmetric power of $\mathbb{C}^{2}$, and let $H_{P}^{1}\left(\Gamma, \operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)\right)$ be the associated parabolic cohomology of $\Gamma$, where the $\Gamma$-module structure of $\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)$ is induced by the standard representation of $\Gamma \subset S L(2, \mathbb{R})$ on $\mathbb{C}^{2}$. Then the Eichler-Shimura isomorphism can be written in the form

$$
H_{P}^{1}\left(\Gamma, \operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)\right)=S_{m+2}(\Gamma) \oplus \overline{S_{m+2}(\Gamma)}
$$

where $S_{m+2}(\Gamma)$ is the space of cusp forms of weight $m+2$ for $\Gamma$ (cf. [22, 112]). In particular, there is a canonical embedding of the space of cusp forms into the parabolic cohomology space. The Eichler-Shimura isomorphism can also be viewed as a Hodge structure on the parabolic cohomology (cf. [6]). If $(\omega, \chi)$ is an equivariant pair considered in Chapter 1, we may consider another action of $\Gamma$ on $\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)$ which is induced by the homomorphism $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$. If we denote the resulting $\Gamma$-module by $\operatorname{Sym}_{\chi}^{m}\left(\mathbb{C}^{2}\right)$, the associated parabolic cohomology $H_{P}^{1}\left(\Gamma, \operatorname{Sym}_{\chi}^{m}\left(\mathbb{C}^{2}\right)\right)$ is linked to mixed automorphic forms associated to the equivariant pair ( $\omega, \chi$ ). Indeed, mixed cusp forms can be embedded into such parabolic cohomology space, and they can also be used to determine a Hodge structure on $H_{P}^{1}\left(\Gamma, \operatorname{Sym}_{\chi}^{m}\left(\mathbb{C}^{2}\right)\right)$, which provides an extension of the Eichler-Shimura isomorphism to mixed automorphic forms.

If $\left(\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)\right)^{*}$ denotes the dual of the complex vector space $\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)$, there is a canonical paring

$$
H^{1}\left(\Gamma, \operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)\right) \times H_{1}\left(\Gamma,\left(\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)\right)^{*}\right) \rightarrow \mathbb{C}
$$

known as the Kronecker pairing (cf. [48]). In [48], Katok and Millson determined the value of the Kronecker pairing between the image of a cusp form for $\Gamma$ of weight $2 m+2$ in $H^{1}\left(\Gamma, S^{2 m} V\right)$ and a certain 1-cycle in $H_{1}\left(\Gamma, S^{2 m} V\right)$ associated to each element of $\Gamma$. They used this to determine a necessary and sufficient condition for the space of cusp forms to be spanned by a certain set of relative Poincaré series (see [47, 48]). Similar results can be obtained by using the $\Gamma$-module $\operatorname{Sym}_{\chi}^{m}\left(\mathbb{C}^{2}\right)$ and mixed cusp forms associated to $(\omega, \chi)$.

In Section 3.1 and Section 3.2 we discuss relations between mixed cusp forms and parabolic cohomology of the corresponding discrete subgroup of $S L(2, \mathbb{R})$. We construct a map carrying a mixed cusp form to a parabolic
cohomology class in Section 3.1 and show that the resulting map is injective in Section 3.2 by using a pairing on the space of mixed cusp forms. A Hodge structure of the parabolic cohomology in terms of mixed cusp forms is studied in Section 3.3. This generalizes the usual Eichler-Shimura isomorphism for cusp forms. In Section 3.4 we describe the value of the Kronecker pairing between the canonical image of a mixed cusp form $f$ of type $(2,2 r)$ in $H^{1}\left(\Gamma, \operatorname{Sym}_{\chi}^{2 r}\left(\mathbb{C}^{2}\right)\right)$ and a cycle $\gamma \otimes Q_{\gamma}^{r}$ in $H_{1}\left(\Gamma,\left(\operatorname{Sym}_{\chi}^{2 r}\left(\mathbb{C}^{2}\right)\right)^{*}\right)$ for each $\gamma \in \Gamma$, where $Q_{\gamma}^{r}$ is a certain element of $\left(\operatorname{Sym}^{2 r}\left(\mathbb{C}^{2}\right)\right)^{*}$ associated to $\gamma, r$, and the homomorphism $\chi$.

### 3.1 Mixed Cusp Forms and Parabolic Cohomology

Connections between the cohomology of a discrete subgroup $\Gamma$ of $S L(2, \mathbb{R})$ and automorphic forms for $\Gamma$ were made by Eichler [22] and Shimura [112] decades ago. Indeed, they established an isomorphism between the space of cusp forms of weight $m+2$ for $\Gamma$ and the parabolic cohomology space of $\Gamma$ with coefficients in the space of homogeneous polynomials of degree $m$ in two variables over $\mathbb{R}$. A similar isomorphism for mixed cusp forms may not hold in general as can be seen in [20, Section 3] where mixed cusp forms of type $(0,3)$ were studied in connection with elliptic surfaces (see Section 3.3). In this section we construct a map from the space of mixed cusp forms of type $(k, \ell)$ associated to $\Gamma, \omega$ and $\chi$ with $k \geq 2$ to the parabolic cohomology space of $\Gamma$ with coefficients in some $\Gamma$-module.

If $R$ is a commutative ring $R$ we denote by $\mathcal{P}_{X, Y}^{n}(R)$ the $R$-algebra of homogeneous polynomials of degree $n$ in two variables $X$ and $Y$. Then the semigroup $M(2, R)$ of $2 \times 2$ matrices with entries in $R$ acts on $\mathcal{P}_{X, Y}^{n}(R)$ on the left by

$$
\begin{equation*}
M^{n}(\gamma) \phi(X, Y)=\phi\left((X, Y)\left(\gamma^{\iota}\right)^{t}\right) \tag{3.1}
\end{equation*}
$$

where $(\cdot)^{t}$ denotes the transpose of the matrix $(\cdot)$ and

$$
\begin{equation*}
\gamma^{\iota}=\operatorname{tr}(\gamma) \cdot I-\gamma=\operatorname{det}(\gamma) \gamma^{-1} \tag{3.2}
\end{equation*}
$$

with $I$ being the identity matrix.
Let $\Gamma$ be a discrete subgroup of $S L(2, \mathbb{R})$, and let $\omega: \mathcal{H} \rightarrow \mathcal{H}$ and $\chi$ : $\Gamma \rightarrow S L(2, \mathbb{R})$ be as in Section 1.1. For fixed nonnegative integers $k$ and $m$ we set

$$
\mathcal{P}^{k, m}(\mathbb{C})=\mathcal{P}_{X_{1}, Y_{1}}^{k}(\mathbb{C}) \otimes \mathcal{P}_{X_{2}, Y_{2}}^{m}(\mathbb{C})
$$

Then $\Gamma$ acts on $\mathcal{P}^{k, m}(\mathbb{C})$ by $M_{\chi}^{k, m}(\gamma)=M^{k}(\gamma) \otimes M^{m}(\chi(\gamma))$, that is,

$$
\begin{aligned}
& M_{\chi}^{k, m}(\gamma)\left(\phi\left(X_{1}, Y_{1}\right) \otimes \psi\left(X_{2}, Y_{2}\right)\right) \\
& \quad=\left(M^{k}(\gamma) \phi\left(X_{1}, Y_{1}\right)\right) \otimes\left(M^{m}(\chi(\gamma)) \psi\left(X_{2}, Y_{2}\right)\right)
\end{aligned}
$$

for all $\gamma \in \Gamma, \phi\left(X_{1}, Y_{1}\right) \in \mathcal{P}_{X_{1}, Y_{1}}^{k}(\mathbb{C})$ and $\psi\left(X_{2}, Y_{2}\right) \in \mathcal{P}_{X_{2}, Y_{2}}^{m}(\mathbb{C})$, where $M^{k}(\gamma)$ and $M^{m}(\chi(\gamma))$ are as in (3.1). Thus we can consider the parabolic cohomology $H_{P}^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)$ of $\Gamma$ with coefficients in $\mathcal{P}^{k, m}(\mathbb{C})$, which can be described as follows.

Let $Z^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)$ be the set of 1-cocycles for the action of $\Gamma$ on $\mathcal{P}^{k, m}(\mathbb{C})$. Thus it consists of maps $u: \Gamma \rightarrow \mathcal{P}^{k, m}(\mathbb{C})$ such that

$$
\begin{equation*}
u(\gamma \delta)=u(\gamma)+M_{\chi}^{k, m}(\gamma) u(\delta) \tag{3.3}
\end{equation*}
$$

for all $\gamma, \delta \in \Gamma$. We denote by $Z_{P}^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)$ the subspace of $Z^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)$ consisting of the maps $u: \Gamma \rightarrow \mathcal{P}^{k, m}(\mathbb{C})$ satisfying

$$
\begin{equation*}
u(\pi) \in\left(M_{\chi}^{k, m}(\pi)-1\right) \mathcal{P}^{k, m}(\mathbb{C}) \tag{3.4}
\end{equation*}
$$

for $\pi \in P$, where $P$ is the set of parabolic elements of $\Gamma$. We also denote by $B^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)$ the set of maps $u: \Gamma \rightarrow \mathcal{P}^{k, m}(\mathbb{C})$ satisfying

$$
\begin{equation*}
u(\gamma)=\left(M_{\chi}^{k, m}(\gamma)-1\right) x \tag{3.5}
\end{equation*}
$$

for all $\gamma \in \Gamma$, where $x$ is an element of $\mathcal{P}^{k, m}(\mathbb{C})$ independent of $\gamma$. Then the parabolic cohomology of $\Gamma$ with coefficients in $\mathcal{P}^{k, m}(\mathbb{C})$ is given by

$$
H_{P}^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)=Z_{P}^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right) / B^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)
$$

(see e.g. [41, Appendix], [114, Chapter 8] for details).
Now we denote by $\Delta_{k, m}(z)$ the differential form on $\mathcal{H}$ with values in the space $\mathcal{P}^{k, m}(\mathbb{C})$ given by

$$
\begin{equation*}
\Delta_{k, m}(z)=\left(X_{1}-z Y_{1}\right)^{k} \otimes\left(X_{2}-\omega(z) Y_{2}\right)^{m} d z \tag{3.6}
\end{equation*}
$$

for all $z \in \mathcal{H}$.
Lemma 3.1 Given $\gamma \in \Gamma$, we have

$$
\gamma^{*} \Delta_{k, m}(z)=j(\gamma, z)^{-k-2} j(\chi(\gamma), \omega(z))^{-m}\left(M_{\chi}^{k, m}(\gamma) \Delta_{k, m}(z)\right)
$$

for all $z \in \mathcal{H}$, where $\gamma^{*} \Delta_{k, m}(z)=\Delta_{k, m}(\gamma z)$.
Proof. Let $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma \subset S L(2, \mathbb{R})$. Then from (3.6) we obtain

$$
\begin{equation*}
\gamma^{*} \Delta_{k, m}(z)=\left(X_{1}-(\gamma z) Y_{1}\right)^{k} \otimes\left(X_{2}-\omega(\gamma z) Y_{2}\right)^{m} d(\gamma z) \tag{3.7}
\end{equation*}
$$

for all $z \in \mathcal{H}$. The first factor on the right hand side of (3.7) can be written as

$$
\begin{aligned}
\left(X_{1}-(\gamma z) Y_{1}\right)^{k} & =\left(\left(X_{1}, Y_{1}\right)\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{\gamma z}{1}\right)^{k} \\
& =\left(\left(X_{1}, Y_{1}\right)\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \gamma\binom{z}{1}\right)^{k}(c z+d)^{-k}
\end{aligned}
$$

However, using (3.2), we have

$$
\left(\gamma^{\iota}\right)^{t}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)=\left(\gamma^{t}\right)^{-1}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)=\left(\begin{array}{cc}
c & d \\
-a & -b
\end{array}\right)=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \gamma ;
$$

hence we obtain

$$
\begin{align*}
\left(X_{1}-(\gamma z) Y_{1}\right)^{k} & =\left(\left(X_{1}, Y_{1}\right)\left(\gamma^{\iota}\right)^{t}\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{z}{1}\right)^{k}(c z+d)^{-k}  \tag{3.8}\\
& =M^{k}(\gamma)\left(X_{1}-z Y_{1}\right)^{k} j(\gamma, z)^{-k}
\end{align*}
$$

where we used (3.1). Similarly, we have

$$
\begin{aligned}
\left(X_{2}-\omega(\gamma z) Y_{2}\right)^{m} & =\left(\left(X_{2}, Y_{2}\right)\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{\omega(\gamma z)}{1}\right)^{m} \\
& =\left(\left(X_{2}, Y_{2}\right)\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{\chi(\gamma) \omega(z)}{1}\right)^{m} \\
& =M^{m}(\chi(\gamma))\left(X_{2}-\omega(z) Y_{2}\right)^{m} j(\chi(\gamma), \omega(z))^{-m} .
\end{aligned}
$$

Therefore the lemma follows by combining this with (3.2), (3.7), (3.8), and the relation $d(\gamma z)=j(\gamma, z)^{-2} d z$.

Given a mixed cusp form $f \in S_{k+2, m}(\Gamma, \omega, \chi)$ of type $(k+2, m)$, we also define the differential form $\Omega(f)$ on $\mathcal{H}$ by

$$
\begin{equation*}
\Omega(f)=2 \pi i f(z) \Delta_{k, m}(z) \tag{3.9}
\end{equation*}
$$

Corollary 3.2 Given a mixed cusp form $f$ in $S_{k+2, m}(\Gamma, \omega, \chi)$, we have

$$
\begin{equation*}
\gamma^{*} \Omega(f)=M_{\chi}^{k, m}(\gamma) \Omega(f) \tag{3.10}
\end{equation*}
$$

for all $\gamma \in \Gamma$.
Proof. This follows immediately from Lemma 3.1 and the transformation formula in Definition 1.3(i) for mixed automorphic forms of type $(k+2, m)$ associated to $\Gamma, \omega$ and $\chi$.

We fix a point $z$ in $\mathcal{H}^{*}=\mathcal{H} \cup \mathbb{Q} \cup\{\infty\}$ and for each $f \in S_{k+2, m}(\Gamma, \omega, \chi)$ we define the map $\mathcal{E}_{z}(f): \Gamma \rightarrow \mathcal{P}^{k, m}(\mathbb{R})$ by

$$
\begin{equation*}
\mathcal{E}_{z}(f)(\gamma)=\int_{z}^{\gamma z} \operatorname{Re}(\Omega(f)) \in \mathcal{P}^{k, m}(\mathbb{R}) \tag{3.11}
\end{equation*}
$$

for each $\gamma \in \Gamma$, where $\operatorname{Re}(\cdot)$ denotes the real part of $(\cdot)$. Note that the integral is independent of the choice of the path joining $z$ and $\gamma z$, since $\Omega(f)$ is holomorphic. The integral is convergent even if $z$ is a cusp because of the cusp condition for the mixed cusp form $f$ given in Definition 1.3(ii)'.

Theorem 3.3 For each mixed cusp form $f \in S_{k+2, m}(\Gamma, \omega, \chi)$ the associated $\operatorname{map} \mathcal{E}_{z}(f): \Gamma \rightarrow \mathcal{P}^{k, m}(\mathbb{C})$ is a 1-cocycle in $H_{P}^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)$ whose cohomology class is independent of the choice of the base point $z$.

Proof. If $f \in S_{k+2, m}(\Gamma, \omega, \chi)$ and $\gamma, \gamma^{\prime} \in \Gamma$, then by (3.11) we have

$$
\begin{align*}
\mathcal{E}_{z}(f)\left(\gamma \gamma^{\prime}\right) & =\int_{z}^{\gamma \gamma^{\prime} z} \operatorname{Re}(\Omega(f))  \tag{3.12}\\
& =\int_{z}^{\gamma z} \operatorname{Re}(\Omega(f))+\int_{\gamma z}^{\gamma \gamma^{\prime} z} \operatorname{Re}(\Omega(f)) \\
& =\int_{z}^{\gamma z} \operatorname{Re}(\Omega(f))+\int_{z}^{\gamma^{\prime} z} \operatorname{Re}\left(\gamma^{*} \Omega(f)\right) .
\end{align*}
$$

However, using (3.10), we see that

$$
\operatorname{Re}\left(\gamma^{*} \Omega(f)\right)=\operatorname{Re}\left(M_{\chi}^{k, m}(\gamma) \Omega(f)\right)=M_{\chi}^{k, m}(\gamma) \operatorname{Re}(\Omega(f))
$$

By substituting this and (3.11) into (3.12), we obtain

$$
\mathcal{E}_{z}(f)\left(\gamma \gamma^{\prime}\right)=\mathcal{E}_{z}(f)(\gamma)+M_{\chi}^{k, m}(\gamma) \mathcal{E}_{z}(f)\left(\gamma^{\prime}\right)
$$

which implies by $(3.3)$ that $\mathcal{E}_{z}(f)$ is a 1 -cocycle for the $\Gamma$-module $\mathcal{P}^{k, m}(\mathbb{C})$. Now in order to show that it is a cocycle in the parabolic cohomology $H_{P}^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)$, let $z, z^{\prime}$ be elements of $\mathcal{H}^{*}$. Then we have

$$
\begin{aligned}
\mathcal{E}_{z^{\prime}}(f)(\gamma)-\mathcal{E}_{z}(f)(\gamma) & =\int_{z^{\prime}}^{\gamma z^{\prime}} \operatorname{Re}(\Omega(f))-\int_{z}^{\gamma z} \operatorname{Re}(\Omega(f)) \\
& =\int_{\gamma z}^{\gamma z^{\prime}} \operatorname{Re}(\Omega(f))-\int_{z}^{z^{\prime}} \operatorname{Re}(\Omega(f)) \\
& =M_{\chi}^{k, m}(\gamma) \int_{z}^{z^{\prime}} \operatorname{Re}(\Omega(f))-\int_{z}^{z^{\prime}} \operatorname{Re}(\Omega(f)) \\
& =\left(M_{\chi}^{k, m}(\gamma)-1\right) \int_{z}^{z^{\prime}} \operatorname{Re}(\Omega(f))
\end{aligned}
$$

hence by (3.5) it follows that $\mathcal{E}_{z^{\prime}}(f)(\gamma)$ and $\mathcal{E}_{z}(f)(\gamma)$ determine the same cohomology class. On the other hand, if $z^{\prime}$ is a cusp $s \in \mathbb{Q} \cup\{\infty\}$ and if $\pi \in P$ is a parabolic element of $\Gamma$ fixing $s$, then $\mathcal{E}_{s}(f)(\pi)=0$, and therefore we have

$$
\mathcal{E}_{z}(f)(\pi)=-\left(M_{\chi}^{k, m}(\pi)-1\right) \int_{z}^{s} \operatorname{Re}(\Omega(f)) \in\left(M_{\chi}^{k, m}(\pi)-1\right) \mathcal{P}^{k, m}(\mathbb{C})
$$

Thus by $(3.4) \mathcal{E}_{z}(f)(\gamma)$ is a 1-cocycle in $H_{P}^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)$, and the proof of the proposition is complete.

### 3.2 Pairings on Mixed Cusp Forms

In this section we continue our discussion of relations between mixed cusp forms and parabolic cohomology. We introduce a pairing on the space $S_{k+2, m}(\Gamma, \omega, \chi)$ of mixed cusp forms of type $(k+2, m)$ associated to $\Gamma, \omega$ and $\chi$, and use this to show that the map $f \mapsto \mathcal{E}_{z}(f)$ described in Theorem 3.3 is injective.

If $n$ is a positive integer, we denote by $S^{n}\left(\mathbb{C}^{2}\right)$ the $n$-th symmetric tensor power of $\mathbb{C}^{2}$, which can be identified with $\mathbb{C}^{n+1}$. Then each vector $(x, y)^{t} \in \mathbb{C}^{2}$ determines an element $(x, y)_{n}^{t}$ of $S^{n}\left(\mathbb{C}^{2}\right)$ given by

$$
\begin{equation*}
(x, y)_{n}^{t}=\left(x^{n}, x^{n-1} y, \ldots, x y^{n-1}, y^{n}\right)^{t} \in \mathbb{C}^{n+1} \tag{3.13}
\end{equation*}
$$

Note that in this section we consider elements of $\mathbb{C}^{2}$ or $\mathbb{C}^{n+1}$ as column vectors and denote the transpose of a matrix $(\cdot)$ by $(\cdot)^{t}$. As in [41, Section 6.2]), we now consider the $(n+1) \times(n+1)$ integral matrix $\Theta$ given by

$$
\begin{equation*}
\Theta=\left((-1)^{i}\binom{n}{j} \delta_{n-i, j}\right)_{0 \leq i, j \leq n} \tag{3.14}
\end{equation*}
$$

where $\delta_{n-i, j}$ is the Kronecker delta and $\binom{n}{j}=n!/(j!(n-j)!)$.
Lemma 3.4 If $\Theta$ is as in (3.13), we have

$$
\begin{gather*}
\Theta^{-1}=\left((-1)^{n-i}\binom{n}{j}^{-1} \delta_{i, n-j}\right)_{0 \leq i, j \leq n}  \tag{3.15}\\
\quad(x, y)_{n}^{t} \Theta\left(x^{\prime}, y^{\prime}\right)_{n}^{t}=\operatorname{det}\left(\begin{array}{ll}
x & x^{\prime} \\
y & y^{\prime}
\end{array}\right)^{n} \tag{3.16}
\end{gather*}
$$

for all $(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathbb{C}^{2}$.
Proof. For $0 \leq i, j \leq n$ we set

$$
\theta_{i j}=(-1)^{i}\binom{n}{j} \delta_{n-i, j}, \quad \phi_{i j}=(-1)^{n-i}\binom{n}{j}^{-1} \delta_{i, n-j} .
$$

Then we have

$$
\begin{aligned}
\sum_{j=0}^{n} \theta_{i j} \phi_{j \ell} & =(-1)^{i}(-1)^{n-j}\binom{n}{j}\binom{n}{\ell}^{-1} \delta_{n-i, j} \delta_{j, n-\ell} \\
& =(-1)^{2 i}\binom{n}{n-i}\binom{n}{\ell}^{-1} \delta_{i . \ell}=\delta_{i . \ell}
\end{aligned}
$$

hence we obtain (3.15). On the other hand, using (3.13) and (3.14), we see that

$$
\begin{aligned}
(x, y)_{n} \Theta\left(x^{\prime}, y^{\prime}\right)_{n}^{t} & =\sum_{0 \leq i, j \leq n}(-1)^{i}\binom{n}{j} \delta_{n-i, j} x^{n-i} y^{i} x^{\prime n-j} y^{\prime j} \\
& =\sum_{i=1}^{n}(-1)^{i}\binom{n}{n-i}\left(x y^{\prime}\right)^{n-i}\left(x^{\prime} y\right)^{i} \\
& =\left(x y^{\prime}-x^{\prime} y\right)^{n}
\end{aligned}
$$

which implies (3.16).
Using (3.15), we obtain a pairing on the space $S^{n}\left(\mathbb{C}^{2}\right)$ given by

$$
\left.\left\langle(x, y)_{n}^{t},\left(x^{\prime}, y^{\prime}\right)_{n}^{t}\right\rangle=(x, y)_{n} \Theta\left(x^{\prime}, y^{\prime}\right)_{n}^{t}\right)=\operatorname{det}\left(\begin{array}{ll}
x & x^{\prime}  \tag{3.17}\\
y & y^{\prime}
\end{array}\right)^{n}
$$

We now identify the space $S^{n}\left(\mathbb{C}^{2}\right)$ with the dual of the space $\mathcal{P}_{X, Y}^{n}(\mathbb{C})$ of homogeneous polynomials of degree $n$ in $X$ and $Y$ by allowing the dual of the basis vector $X^{n-i} Y^{i}$ with the $i$-th standard basis vector $e_{i}$ in $\mathbb{C}^{n+1}=$ $S^{n}\left(\mathbb{C}^{2}\right)$. Thus by (3.15) the pairing $\langle$,$\rangle in (3.17) induces the pairing \langle,\rangle_{X, Y}^{n}$ on $\mathcal{P}_{X, Y}^{n}(\mathbb{C})$ given by

$$
\begin{align*}
\left\langle\sum_{i=0}^{n} a_{i} X^{n-i} Y^{i}\right. & \left., \sum_{j=0}^{n} b_{j} X^{n-j} Y^{j}\right\rangle_{X, Y}^{n}  \tag{3.18}\\
& =\left(a_{0}, \ldots, a_{n}\right) \Theta^{-1}\left(b_{0}, \ldots, b_{n}\right)^{t} \\
& =\sum_{0 \leq j, \ell \leq n}(-1)^{n-j}\binom{n}{\ell}^{-1} \delta_{j, n-\ell} a_{j} b_{\ell} \\
& =\sum_{\ell=0}^{n}(-1)^{\ell}\binom{n}{\ell}^{-1} a_{n-\ell} b_{\ell}
\end{align*}
$$

Hence we obtain a pairing of the form

$$
\begin{equation*}
\langle\langle,\rangle\rangle=\langle,\rangle_{X_{1}, Y_{1}}^{k} \cdot\langle,\rangle_{X_{2}, Y_{2}}^{m} \tag{3.19}
\end{equation*}
$$

on the space

$$
\mathcal{P}^{k, m}(\mathbb{C})=\mathcal{P}_{X_{1}, Y_{1}}^{k}(\mathbb{C}) \otimes \mathcal{P}_{X_{2}, Y_{2}}^{m}(\mathbb{C})
$$

Lemma 3.5 If $\left\langle\langle\right.$,$\rangle is the pairing on \mathcal{P}^{k, m}(\mathbb{C})$ in (3.19), we have

$$
\begin{gathered}
\left\langle\left\langle\left(X_{1}-z Y_{1}\right)^{k}\left(X_{2}-\omega(z) Y_{2}\right)^{m},\left(X_{1}-\bar{z} Y_{1}\right)^{k}\left(X_{2}-\overline{\omega(z)} Y_{2}\right)^{m}\right\rangle\right\rangle \\
\left.=(\bar{z}-z)^{k} \overline{\omega(z)}-\omega(z)\right)^{m}
\end{gathered}
$$

for all $z \in \mathcal{H}$.

Proof. For each $z \in \mathcal{H}$, by (3.19), we have

$$
\begin{aligned}
& \left\langle\left\langle\left(X_{1}-z Y_{1}\right)^{k}\left(X_{2}-\omega(z) Y_{2}\right)^{m},\left(X_{1}-\bar{z} Y_{1}\right)^{k}\left(X_{2}-\overline{\omega(z)} Y_{2}\right)^{m}\right\rangle\right\rangle \\
& \quad=\left\langle X_{1}-z Y_{1}, X_{1}-\bar{z} Y_{1}\right\rangle_{X_{1}, Y_{1}}^{k} \cdot\left\langle X_{2}-\omega(z) Y_{2}, X_{2}-\overline{\omega(z)} Y_{2}\right\rangle_{X_{2}, Y_{2}}^{m}
\end{aligned}
$$

However, using (3.18), we obtain

$$
\begin{aligned}
\left\langle X_{1}-z Y_{1}\right. & \left., X_{1}-\bar{z} Y_{1}\right\rangle_{X_{1}, Y_{1}}^{k} \\
& =\left\langle\sum_{i=0}^{k}(-z)^{i}\binom{k}{i} X_{1}^{k-i} Y_{1}^{i}, \sum_{j=0}^{k}(-\bar{z})^{j}\binom{k}{j} X_{1}^{k-j} Y_{1}^{j}\right\rangle \\
& =\sum_{\ell=0}^{k}(-1)^{\ell}\binom{k}{\ell}^{-1}(-z)^{k-\ell}\binom{k}{k-\ell}(-\bar{z})^{\ell}\binom{k}{\ell} \\
= & \sum_{\ell=0}^{k}(-1)^{k-\ell}\binom{k}{k-\ell} z^{k-\ell} \bar{z}^{\ell}=(\bar{z}-z)^{k} .
\end{aligned}
$$

Similarly, we have

$$
\left\langle X_{2}-\omega(z) Y_{2}, X_{2}-\overline{\omega(z)} Y_{2}\right\rangle_{X_{2}, Y_{2}}^{m}=(\overline{\omega(z)}-\omega(z))^{m} .
$$

Hence the lemma follows.
Let $\Theta_{1}$ (resp. $\Theta_{2}$ ) be the matrix that determines the pairing on $S^{k}\left(\mathbb{C}^{2}\right)$ (resp. $S^{m}\left(\mathbb{C}^{2}\right)$ ) dual to $\langle,\rangle_{X_{1}, Y_{1}}^{k}$ (resp. $\langle,\rangle_{X_{2}, Y_{2}}^{m}$ ). Now let $f$ and $g$ be mixed cusp forms belonging to $S_{k+2, m}(\Gamma, \omega, \chi)$ so that $\operatorname{Re} \Omega(f), \operatorname{Re} \Omega(g)$ are elements of $\mathcal{P}^{k, m}(\mathbb{R}) \subset \mathcal{P}^{k, m}(\mathbb{C})$. By identifying the element

$$
\left(\sum_{i=0}^{k} a_{i} X_{1}^{k-i} Y_{1}^{i}\right) \otimes\left(\sum_{j=0}^{m} b_{j} X_{2}^{m-j} Y_{2}^{j}\right)
$$

with the vector $\left(a_{0}, \ldots, a_{k}\right)^{t} \otimes\left(b_{0}, \ldots, b_{n}\right)^{t}$, we obtain

$$
\begin{equation*}
\langle\langle\operatorname{Re} \Omega(f), \operatorname{Re} \Omega(g)\rangle\rangle=\operatorname{Re}(\Omega(f))^{t} \wedge\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \operatorname{Re}(\Omega(g)) . \tag{3.20}
\end{equation*}
$$

We denote the form on the right hand side of (3.20) by $\Phi(f, g)$ and define the pairing $I(\cdot, \cdot): S_{k+2, m}(\Gamma, \omega, \chi) \times S_{k+2, m}(\Gamma, \omega, \chi) \rightarrow \mathbb{C}$ on the space of mixed cusp forms $S_{k+2, m}(\Gamma, \omega, \chi)$ by

$$
\begin{align*}
I(f, g) & =\int_{\Gamma \backslash \mathcal{H}} \Phi(f, g)  \tag{3.21}\\
& =\int_{\Gamma \backslash \mathcal{H}} \operatorname{Re}(\Omega(f))^{t} \wedge\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \operatorname{Re}(\Omega(g))
\end{align*}
$$

for $f, g \in S_{k+2, m}(\Gamma, \omega, \chi)$.

Proposition 3.6 The pairing $I(\cdot, \cdot)$ on $S_{k+2, m}(\Gamma, \omega, \chi)$ given by (3.21) is nondegenerate.

Proof. Let $f, g \in S_{k+2, m}(\Gamma, \omega, \chi)$. Using the relations

$$
\operatorname{Re} \Omega(f)=\frac{1}{2}(\Omega(f)+\overline{\Omega(f)}), \quad \operatorname{Re} \Omega(g)=\frac{1}{2}(\Omega(g)+\overline{\Omega(g)})
$$

we obtain

$$
\left.\begin{array}{rl}
\Phi(f, g)=\frac{1}{4}\left(\Omega ( f ) ^ { t } \wedge \left(\Theta_{1}^{-1}\right.\right. & \left.\otimes \Theta_{2}^{-1}\right) \overline{\Omega(g)}  \tag{3.22}\\
& +\overline{\Omega(f)}^{t}
\end{array} \wedge\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \Omega(g)\right) .
$$

However, by using (3.6), (3.9) and Lemma 3.5 we have

$$
\begin{align*}
\Omega(f)^{t} \wedge & \left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \overline{\Omega(g)}  \tag{3.23}\\
= & (2 \pi i)^{2} f(z) \overline{g(z)}\left\langle\left(X_{1}-z Y_{1}\right)^{k},\left(X_{1}-\bar{z} Y_{1}\right)^{k}\right\rangle_{X_{1}, Y_{1}}^{k} \\
& \quad \times\left\langle\left(X_{2}-\omega(z) Y_{2}\right)^{m},\left(X_{2}-\overline{\omega(z)} Y_{2}\right)^{m}\right\rangle_{X_{2}, Y_{2}}^{m} d z \wedge d \bar{z} \\
= & \left.-4 \pi^{2} f(z) \overline{g(z)}(\bar{z}-z)^{k} \overline{(\omega(z)}-\omega(z)\right)^{m} d z \wedge d \bar{z} \\
= & -4 \pi^{2}(-2 i) f(z) \overline{g(z)}(\bar{z}-z)^{k}(\overline{\omega(z)}-\omega(z))^{m} d x \wedge d y \\
= & -4 \pi^{2}(-2 i)^{k+m+1} f(z) \overline{g(z)}(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d x \wedge d y .
\end{align*}
$$

Similarly, we see that

$$
\begin{align*}
\overline{\Omega(f)}^{t} & \wedge\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \Omega(g)  \tag{3.24}\\
& =-4 \pi^{2} \overline{f(z)} g(z)(z-\bar{z})^{k}(\omega(z)-\overline{\omega(z)})^{m} d \bar{z} \wedge d z \\
& =-4 \pi^{2}(2 i)^{k+m+1} \overline{f(z)} g(z)(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d x \wedge d y
\end{align*}
$$

Thus from (3.22), (3.23) and (3.24) we obtain

$$
\begin{align*}
& \Phi(f, g)=-\pi^{2}(-2 i)^{k+m+1}\left(f(z) \overline{g(z)}+(-1)^{k+m+1} \overline{f(z)} g(z)\right)  \tag{3.25}\\
& \times(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d x \wedge d y .
\end{align*}
$$

We now consider the Petersson inner product $\langle,\rangle_{P}$ on $S_{k+2, m}(\Gamma, \omega, \chi)$ given by

$$
\langle f, g\rangle_{P}=\int_{\Gamma \backslash \mathcal{H}} f(z) \overline{g(z)}(\operatorname{Im} z)^{k}(\operatorname{Im} \omega(z))^{m} d x d y
$$

(see [7, Proposition 2.1]). Then from this and (3.25) we obtain

$$
I(f, g)=\int_{\Gamma \backslash \mathcal{H}} \Phi(f, g)=4 \pi^{2}(-2 i)^{k+m-1}\left(\langle f, g\rangle_{P}+(-1)^{k+m+1}\langle g, f\rangle_{P}\right)
$$

In particular, we have

$$
\begin{aligned}
& I\left(f, i^{k+m-1} g\right)= 4 \pi^{2}(-2 i)^{k+m-1}\left((-i)^{k+m-1}\langle f, g\rangle_{P}\right. \\
&\left.\quad+(-1)^{k+m+1} i^{k+m-1}\langle g, f\rangle_{P}\right) \\
&=(-2)^{k+m+1} \pi^{2} \operatorname{Re}\langle f, g\rangle_{P}, \\
& I\left(f, i^{k+m} g\right)= 4 \pi^{2}(-2 i)^{k+m-1}\left((-i)^{k+m}\langle f, g\rangle_{P}+(-1)^{k+m+1} i^{k+m}\langle g, f\rangle_{P}\right) \\
&=-(-2)^{k+m+2} \pi^{2} \operatorname{Im}\langle f, g\rangle_{P},
\end{aligned}
$$

where we used the fact that $\langle g, f\rangle_{P}=\overline{\langle f, g}_{P}$. Hence the nondegeneracy of the pairing $I(\cdot, \cdot)$ follows from the nondegeneracy of the Petersson inner product $\langle,\rangle_{P}$.

In order to discuss the injectivity of the map $f \mapsto \mathcal{E}_{z}(f)$ described in Theorem 3.3, let $s \in \mathbb{Q} \cup\{\infty\}$ be a cusp of $\Gamma$ such that $\sigma \infty=s$ with $\sigma \in S L(2, \mathbb{R})$. Given $\varepsilon>0$, we set

$$
V_{s, \varepsilon}=\left\{z \in \Gamma_{s} \backslash \mathcal{H} \mid \operatorname{Im}\left(\sigma^{-1}(z)\right)^{-1}<\varepsilon\right\},
$$

where $\Gamma_{s}$ is the stabilizer of $s$ in $\Gamma$ as usual. We choose $\varepsilon$ such that the members of $\left\{V_{s, \varepsilon} \mid s \in \Sigma\right\}$ are mutually disjoint, where $\Sigma$ is the set of $\Gamma$-cusps. Let $X_{0}=\Gamma \backslash \mathcal{H}, X=\Gamma \backslash \mathcal{H} \cup \Sigma$, and let

$$
X_{1}=X_{0}-\bigcup_{s \in \Sigma} V_{s, \varepsilon}
$$

As is described in [41, Section 6.1], there is a triangulation $\mathcal{K}$ of $X_{1}$ satisfying the following conditions:
(i) Each element of $\Gamma$ induces a simplicial map of $\mathcal{K}$ onto itself.
(ii) For each $s \in \Sigma$ the boundary of $V_{s, \varepsilon}$ is the image of a 1-chain of $\mathcal{K}$.
(iii) There is a fundamental domain $D_{1}$ in $\mathcal{H}_{1}$ whose closure consists of finitely many simplices in $\mathcal{K}$, where $\mathcal{H}_{1}$ is the inverse image of $X_{1}$ in $\mathcal{H}$.

If $g$ denotes the genus of $X$ and if $\nu$ is the number of cusps of $\Gamma$, then the Fuchsian group $\Gamma$ is generated by $2 g+\nu$ elements

$$
\alpha_{1}, \ldots, \alpha_{g}, \beta_{1}, \ldots, \beta_{g}, \pi_{1}, \ldots, \pi_{\nu}
$$

with the relation

$$
\left(\prod_{s \in \Sigma} \pi_{s}\right) \alpha_{1} \beta_{1} \alpha_{1}^{-1} \beta_{1}^{-1} \cdots \alpha_{g} \beta_{g} \alpha_{g}^{-1} \beta_{g}^{-1}=1
$$

Then the boundary $\partial D_{1}$ of the fundamental domain $D_{1}$ of $X_{1}$ is given by

$$
\partial D_{1}=\sum_{s \in \Sigma} t_{s}+\sum_{i=1}^{g}\left(\left(\alpha_{i}-1\right) s_{\alpha_{i}}+\left(\beta_{i}-1\right) s_{\beta_{i}}\right)
$$

where $s_{\alpha_{i}}, s_{\beta_{i}}, t_{s}$ denote the faces of $D_{1}$ corresponding to $\alpha_{i}, \beta_{i}, \pi_{s}$, respectively.

Theorem 3.7 Given $z \in \mathcal{H}$ and $f \in S_{k+2, m}(\Gamma, \omega, \chi)$, let $\mathcal{E}_{z}(f): \Gamma \rightarrow$ $\mathcal{P}^{k, m}(\mathbb{R})$ be as in (3.11). Then the associated map $\mathcal{E}_{z}: S_{k+2, m}(\Gamma, \omega, \chi) \rightarrow$ $H_{P}^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)$ is injective.

Proof. Since the pairing $I(\cdot, \cdot)$ on $S_{k+2, m}(\Gamma, \omega, \chi)$ in (3.21) is nondegenerate by Proposition 3.21, in order to establish the injectivity of $\mathcal{E}_{z}$ it suffices to show that, if

$$
\mathcal{E}_{z}(f)=0 \in H_{P}^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)
$$

$I(f, g)=0$ for all $g \in S_{k+2, m}(\Gamma, \omega, \chi)$. Thus suppose that $\mathcal{E}_{z}(f)$ determines the zero cohomology class in $H_{P}^{1}\left(\Gamma, \mathcal{P}^{k, m}(\mathbb{C})\right)$. Then there is an element $C \in$ $\mathcal{P}^{k, m}(\mathbb{R})$ such that

$$
\begin{equation*}
\mathcal{E}_{z}(f)(\gamma)=\left(M_{\chi}^{k, m}(\gamma)-1\right) C \tag{3.26}
\end{equation*}
$$

for all $\gamma \in \Gamma$. We define a map $F: \mathcal{H} \rightarrow \mathcal{P}^{k, m}(\mathbb{R})$ by

$$
\begin{equation*}
F(w)=\int_{z}^{w} \operatorname{Re}(\Omega(f))+C \tag{3.27}
\end{equation*}
$$

for all $w \in \mathcal{H}$. Using this, (3.10), (3.11) and (3.26), we have

$$
\begin{align*}
F(\gamma w) & =\int_{z}^{\gamma w} \operatorname{Re}(\Omega(f))+C  \tag{3.28}\\
& =\int_{\gamma z}^{\gamma w} \operatorname{Re}(\Omega(f))+\int_{z}^{\gamma z} \operatorname{Re}(\Omega(f))+C \\
& =\int_{z}^{w} \gamma^{*} \operatorname{Re}(\Omega(f))+\mathcal{E}_{z}(f)(\gamma)+C \\
& =M_{\chi}^{k, m}(\gamma)(F(w)-C)+\mathcal{E}_{z}(f)(\gamma)+C \\
& =M_{\chi}^{k, m}(\gamma) F(w)+\mathcal{E}_{z}(f)(\gamma)-\left(M_{\chi}^{k, m}(\gamma)-1\right) C \\
& =M_{\chi}^{k, m}(\gamma) F(w)
\end{align*}
$$

for all $\gamma \in \Gamma$ and $w \in \mathcal{H}$. Let $g \in S_{k+2, m}(\Gamma, \omega, \chi)$, and set

$$
G(w)=\int_{z}^{w} \operatorname{Re}(\Omega(g))
$$

for all $w \in \mathcal{H}$, so that $d G=\operatorname{Re} \Omega(g)$. Since $d F=\operatorname{Re} \Omega(f)$ by (3.27), we see that

$$
\begin{aligned}
\Phi(f, g) & =d F^{t} \wedge\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) d G \\
& =d\left(F^{t} \cdot\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) d G\right) \\
& =d\left(F^{t} \cdot\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \operatorname{Re}(\Omega(g))\right)
\end{aligned}
$$

If $X_{0}=\Gamma \backslash \mathcal{H}, X=\Gamma \backslash \mathcal{H}^{*}$ and $X_{1}=X_{0}-\bigcup V_{s, \varepsilon}$ as before, then we obtain

$$
\begin{aligned}
I(f, g) & =\lim _{X_{1} \rightarrow X} \int_{X_{0}} d\left(F^{t} \cdot\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \operatorname{Re}(\Omega(g))\right) \\
& =\lim _{X_{1} \rightarrow X} \int_{\partial D_{1}} F^{t} \cdot\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \operatorname{Re}(\Omega(g))
\end{aligned}
$$

However, using (3.10) and (3.28), for each simplex $\Xi$ and $\gamma \in \Gamma$ we see that

$$
\begin{aligned}
\int_{\gamma \Xi} F^{t} & \cdot\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \operatorname{Re}(\Omega(g)) \\
& =\int_{\Xi}\left(\gamma^{*} F\right)^{t} \cdot\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \gamma^{*} \operatorname{Re}(\Omega(g)) \\
& =\int_{\Xi} F^{t} M_{\chi}^{k, m}(\gamma)^{t} \cdot\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) M_{\chi}^{k, m}(\gamma) \operatorname{Re}(\Omega(g)) \\
& =\int_{\Xi} F^{t} \cdot\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \operatorname{Re}(\Omega(g))
\end{aligned}
$$

where we used (3.10) and (3.28). Hence the integral of the differential form

$$
F^{t} \cdot\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \operatorname{Re}(\Omega(g))
$$

over $\left(\alpha_{i}-1\right) s_{\alpha_{i}}+\left(\beta_{i}-1\right) s_{\beta_{i}}$ is zero for $1 \leq i \leq g$, and therefore we have

$$
I(f, g)=\sum_{s \in \Sigma} \lim _{X_{1} \rightarrow X} \int_{t_{s}} F^{t} \cdot\left(\Theta_{1}^{-1} \otimes \Theta_{2}^{-1}\right) \operatorname{Re}(\Omega(g))
$$

Since $F(w)$ is bounded near the cusps and $\operatorname{Re}(\Omega(g))$ is rapidly decreasing at each cusp of $\Gamma$, it follows that $I(f, g)=0$. Hence the injectivity of the map $\mathcal{E}_{z}$ follows, and the proof of the theorem is complete.

Remark 3.8 For classical cusp forms the surjectivity of the map $\mathcal{E}_{z}$ in Theorem 3.7 also follows from the Eichler-Shimura isomorphism. However, for mixed cusp forms $\mathcal{E}_{z}$ may not be surjective in general. Although in this section we only considered mixed cusp forms of type $(\ell, m)$ with $\ell \geq 2$, it is known that $\mathcal{E}_{z}$ is not necessarily surjective for mixed cusp forms of type $(0,3)$ (see [20, Section 3]).

### 3.3 Hodge Structures

The Eichler-Shimura isomorphism for cusp forms determines a Hodge structure on parabolic cohomology (cf. [6]). In this section we generalize the usual Eichler-Shimura isomorphism by determining a Hodge structure on parabolic cohomology by using mixed cusp forms.

Let $\mathcal{O}_{\mathcal{H}^{*}}$ be the sheaf on $\mathcal{H}^{*}=\mathcal{H} \cup \Sigma$ characterized by (2.3). In this section, if $W$ is one of the spaces $\mathcal{H}, \mathcal{H}^{*}, \mathcal{H}^{\#}, X_{0}, X$, and $X_{\Gamma^{\prime}}$, we denote by $V_{W}$ the constant sheaf $\mathbb{C}^{2}$ on $W$ and by $V_{W}^{m}$ the $m$-th symmetric power of $V_{W}$, where $m$ is a positive integer. Thus $V_{\mathcal{H}^{*}}$ and $V_{\mathcal{H}^{*}}^{m}$ are the sheaves on $\mathcal{H}^{*}$ given by

$$
V_{\mathcal{H}^{*}}=\mathbb{C}^{2}=\mathbb{C} e_{1} \oplus \mathbb{C} e_{2}, \quad V_{\mathcal{H}^{*}}^{m}=\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)=\bigoplus_{j=0}^{m} \mathbb{C} e_{1}^{j} \cdot e_{2}^{m-j}
$$

where $e_{1}=(1,0)$ and $e_{2}=(0,1)$ are the standard basis vectors of $\mathbb{C}^{2}$; here we are considering elements of $\mathbb{C}^{2}$ as row vectors as in Section 2.1. We set

$$
\mathcal{O}_{\mathcal{H}^{*}}(V)=\mathcal{O}_{\mathcal{H}^{*}} \otimes V_{\mathcal{H}^{*}}, \quad \mathcal{O}_{\mathcal{H}^{*}}\left(V^{m}\right)=\mathcal{O}_{\mathcal{H}^{*}} \otimes V_{\mathcal{H}^{*}}^{m}
$$

The $\Gamma$-action on $\mathcal{O}_{\mathcal{H}^{*}}(V)$ given by (2.4) induces a $\Gamma$-action on $\mathcal{O}_{\mathcal{H}^{*}}\left(V^{m}\right)$ on the right. Given a positive integer $m$, let $\mathcal{F}_{\Gamma}^{m}$ be the sheaf on $X=\Gamma \backslash \mathcal{H}^{*}$ given by (2.7), and let $\mathcal{F}_{\Gamma^{\prime}}^{m}$ be the sheaf on $X_{\Gamma^{\prime}}=\Gamma^{\prime} \backslash \mathcal{H}^{\#}$ given by (2.8).

Proposition 3.9 Let $\omega_{X}: X \rightarrow X_{\Gamma^{\prime}}$ be the period map, and let $\Omega^{1}$ be the sheaf of holomorphic 1-forms on $X$. Then there is a canonical isomorphism

$$
\begin{equation*}
S_{2, m}(\Gamma, \omega, \chi) \cong H^{0}\left(X,\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{m}\right) \otimes \Omega^{1}\right) \tag{3.29}
\end{equation*}
$$

where $S_{2, m}(\Gamma, \omega, \chi)$ is the space of mixed cusp forms of type $(2, m)$ associated to $\Gamma, \omega$ and $\chi$.

Proof. If $f\left(e_{1}-z e_{2}\right)^{2} \in \mathcal{F}_{\mathcal{H}^{*}}^{2}$, then by (2.6) we have

$$
f(z)\left(e_{1}-z e_{2}\right)^{2} \cdot \gamma=j(\gamma, z)^{-2} f(\gamma z)\left(e_{1}-z e_{2}\right)^{2}
$$

for all $z \in \mathcal{H}$ and $\gamma \in \Gamma$. Since $d z \in \Omega^{1}$ satisfies

$$
d(\gamma z)=j(\gamma, z)^{-2} d z
$$

we see that the map $\left(e_{1}-z e_{2}\right)^{2} \mapsto d z$ induces a canonical isomorphism

$$
\mathcal{F}_{\mathcal{H}}^{2} \cong \Omega_{\mathcal{H}} .
$$

Now the proposition follows from this and Proposition 2.6.

Let $\mathcal{O}_{\mathcal{H}}$ be the sheaf of holomorphic functions on $\mathcal{H}$, and set

$$
\mathcal{O}_{\mathcal{H}}(V)=\mathcal{O}_{\mathcal{H}} \otimes V_{\mathcal{H}}=\mathcal{O}_{\mathcal{H}} \otimes \mathbb{C}^{2}
$$

Then the group $\Gamma$ acts on $\mathcal{O}_{\mathcal{H}}(V)$ by (2.4). We now consider another rightaction of $\Gamma$ on $\mathcal{O}_{\mathcal{H}}(V)$ defined by

$$
\begin{align*}
\left(f_{1}(z) e_{1}+f_{2}(z) e_{2}\right) \cdot \gamma & =\left(f_{1}(\gamma z), f_{2}(\gamma z)\right)\left(\begin{array}{ll}
a_{\chi} & b_{\chi} \\
c_{\chi} & d_{\chi}
\end{array}\right)  \tag{3.30}\\
= & \left(a_{\chi} f_{1}(\gamma z)+c_{\chi} f_{2}(\gamma z)\right) e_{1} \\
& +\left(b_{\chi} f_{1}(\gamma z)+d_{\chi} f_{2}(\gamma z)\right) e_{2}
\end{align*}
$$

for $\gamma \in \Gamma$ with $\chi(\gamma)=\left(\begin{array}{cc}a_{\chi} & b_{\chi} \\ c_{\chi} & d_{\chi}\end{array}\right) \in \Gamma^{\prime}=\chi(\Gamma)$. This action induces a $\Gamma$ action on the sheaf

$$
\mathcal{O}_{\mathcal{H}}\left(V^{m}\right)=\mathcal{O}_{\mathcal{H}} \otimes V_{\mathcal{H}}^{m}=\mathcal{O}_{\mathcal{H}} \otimes \operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)
$$

We denote by the associated fixed sheaf on $X_{0}=\Gamma \backslash \mathcal{H}$ by

$$
\mathcal{O}_{X_{0}}\left(V^{m}\right)=\left(\mathcal{O}_{\mathcal{H}}\left(V^{m}\right)\right)^{\Gamma, \chi}
$$

where we used the symbol $(\cdot)^{\Gamma, \chi}$ to distinguish it from the $\Gamma$-fixed sheaf $(\cdot)^{\Gamma}$ with respect to the action given by (2.4). We also denote by $\mathcal{F}_{\mathcal{H}}$ the restriction of $\mathcal{F}_{\mathcal{H}^{*}}$ to $\mathcal{H}$, that is,

$$
\begin{equation*}
\mathcal{F}_{\mathcal{H}}=\left\{f(z)\left(e_{1}-z e_{2}\right) \mid f \in \mathcal{O}_{\mathcal{H}}\right\} . \tag{3.31}
\end{equation*}
$$

Let $\omega^{*} \mathcal{F}_{\mathcal{H}}$ be the subsheaf of $\mathcal{O}_{\mathcal{H}}(V)$ on $\mathcal{H}$ obtained by pulling $\mathcal{F}_{\mathcal{H}}$ back via the equivariant holomorphic map $\omega: \mathcal{H} \rightarrow \mathcal{H}$.

Lemma 3.10 The subsheaf $\omega^{*} \mathcal{F}_{\mathcal{H}}$ of $\mathcal{O}_{\mathcal{H}}(V)$ on $\mathcal{H}$ is invariant under the $\Gamma$-action on $\mathcal{O}_{\mathcal{H}}(V)$ given by (3.30).

Proof. By (3.31) and element $\phi \in \omega^{*} \mathcal{F}_{\mathcal{H}}$ can be written in the form

$$
\phi(z)=f(\omega(z))\left(e_{1}-\omega(z) e_{2}\right)
$$

for some $f \in \mathcal{O}_{\mathcal{H}}$. Given $\gamma \in \Gamma$ with $\chi(\gamma)=\left(\begin{array}{ll}a_{\chi} & b_{\chi} \\ c_{\chi} & d_{\chi}\end{array}\right)$, by (3.30) we have

$$
\phi(z) \cdot \gamma=f(\omega(\gamma z))\left(\left(a_{\chi}-c_{\chi} \omega(\gamma z)\right) e_{1}+\left(b_{\chi}-d_{\chi} \omega(\gamma z)\right) e_{2} .\right.
$$

However, we have

$$
\begin{aligned}
a_{\chi}-c_{\chi} \omega(\gamma z) & =a_{\chi}-c_{\chi} \chi(\gamma) \omega(z) \\
& =a_{\chi}-c_{\chi}\left(\frac{a_{\chi} \omega(\gamma z)+b_{\chi}}{c_{\chi} \omega(\gamma z)+d_{\chi}}\right)=\frac{1}{c_{\chi} \omega(\gamma z)+d_{\chi}} \\
b_{\chi}-d_{\chi} \omega(\gamma z) & =b_{\chi}-d_{\chi}\left(\frac{a_{\chi} \omega(\gamma z)+b_{\chi}}{c_{\chi} \omega(\gamma z)+d_{\chi}}\right)=\frac{-\omega(\gamma z)}{c_{\chi} \omega(\gamma z)+d_{\chi}}
\end{aligned}
$$

where we used the relation $a_{\chi} d_{\chi}-b_{\chi} c_{\chi}=1$. Hence we obtain

$$
\phi(z) \cdot \gamma=f(\chi(\gamma) \omega(z))\left(c_{\chi} \omega(\gamma z)+d_{\chi}\right)^{-1}\left(e_{1}-\omega(z) e_{2}\right) \in \omega^{*} \mathcal{F}_{\mathcal{H}}
$$

which proves the lemma.
For each nonnegative integer $k$ we set

$$
\begin{equation*}
F_{\mathcal{H}}^{k}=\left(\omega^{*} \mathcal{F}_{\mathcal{H}}^{k}\right) \cdot \mathcal{O}_{\mathcal{H}}\left(V^{m-k}\right) \tag{3.32}
\end{equation*}
$$

with $\mathcal{F}_{\mathcal{H}}^{k}=\left(\mathcal{F}_{\mathcal{H}}\right)^{\otimes k}$. Then by Lemma 3.10 the filtration $\mathcal{O}_{\mathcal{H}}(V) \supset \omega^{*} \mathcal{F}_{\mathcal{H}}$ induces the $\Gamma$-invariant filtration

$$
\mathcal{O}_{\mathcal{H}}\left(V^{m}\right)=F_{\mathcal{H}}^{0} \supset F_{\mathcal{H}}^{1} \supset \cdots \supset F_{\mathcal{H}}^{m} \supset F_{\mathcal{H}}^{m+1}=0 .
$$

By considering the associated $\Gamma$-fixed sheaves, we obtain the filtration

$$
\begin{equation*}
\mathcal{O}_{X_{0}}\left(V^{m}\right)=F^{0} \supset F^{1} \supset \cdots \supset F^{m} \supset F^{m+1}=0 \tag{3.33}
\end{equation*}
$$

of sheaves on $X_{0}=\Gamma \backslash \mathcal{H}$, where $F^{k}=\left(F_{\mathcal{H}}^{k}\right)^{\Gamma, \chi}$ for each $k \geq 0$. We denote by $\mathcal{E}_{X_{0}}$ the sheaf of complex $C^{\infty}$-functions on $X_{0}$, and consider the sheaf

$$
\mathcal{E}_{X_{0}}\left(V^{m}\right)=\mathcal{E}_{X_{0}} \otimes_{\mathcal{O}_{X_{0}}} \mathcal{O}_{X_{0}}\left(V^{m}\right)
$$

of $V^{m}$-valued $C^{\infty}$ functions on $X_{0}$.
Proposition 3.11 Let $\omega_{X_{0}}^{*}\left(\mathcal{F}_{X_{0}}^{k}\right)_{\mathcal{E}}$ and $F_{\mathcal{E}}^{k}$ be the sheaves on $X_{0}$ defined by

$$
\omega_{X_{0}}^{*}\left(\mathcal{F}_{X_{0}}^{k}\right)_{\mathcal{E}}=\left(\omega^{*} \mathcal{F}_{\mathcal{H}}^{k}\right)^{\Gamma} \otimes_{\mathcal{O}_{X_{0}}} \mathcal{E}_{X_{0}}, \quad F_{\mathcal{E}}^{k}=F^{k} \otimes_{\mathcal{O}_{X_{0}}} \mathcal{E}_{X_{0}}
$$

for $k \geq 0$. Then we have

$$
\begin{equation*}
\mathcal{E}_{X_{0}}\left(V^{m}\right)=\bigoplus_{p+q=m} \omega_{X_{0}}^{*}\left(\mathcal{F}_{X_{0}}^{p}\right)_{\mathcal{E}} \cdot \overline{\omega_{X_{0}}^{*}\left(\mathcal{F}_{X_{0}}^{q}\right)_{\mathcal{E}}} \tag{3.34}
\end{equation*}
$$

and

$$
\omega_{X_{0}}^{*}\left(\mathcal{F}_{X_{0}}^{p}\right)_{\mathcal{E}} \cdot \overline{\omega_{X_{0}}^{*}\left(\mathcal{F}_{X_{0}}^{q}\right)_{\mathcal{E}}}=F_{\mathcal{E}}^{p} \cap \overline{F_{\mathcal{E}}^{q}}
$$

for $0 \leq p, q \leq m$.
Proof. Since $\mathcal{E}_{X_{0}}\left(V^{m}\right)$ can be identified with $\left(\mathcal{E}_{X_{0}}(V)\right)^{m}$, the $m$-th symmetric power of $\mathcal{E}_{X_{0}}(V)$, it suffices to prove the proposition for $m=1$. The second identity in this case is trivial. To prove the first identity, let $v=f(z) e_{1}+g(z) e_{2}$ be a section of

$$
\mathcal{E}_{\mathcal{H}}(V)=\mathcal{E}_{\mathcal{H}} e_{1} \oplus \mathcal{E}_{\mathcal{H}} e_{2},
$$

where $\mathcal{E}_{\mathcal{H}}$ is the sheaf of complex $C^{\infty}$-functions on $\mathcal{H}$. Then $v$ can be expressed uniquely in the form

$$
v=f_{1}(z)\left(e_{1}-\omega(z) e_{2}\right)+g_{1}(z)\left(e_{1}-\overline{\omega(z)} e_{2}\right)
$$

by using the functions

$$
\begin{aligned}
& f_{1}(z)=(\overline{\omega(z)}-\omega(z))^{-1}(f(z) \overline{\omega(z)}+g(z)) \\
& g_{1}(z)=(\omega(z)-\overline{\omega(z)})^{-1}(f(z) \omega(z)+g(z))
\end{aligned}
$$

for $z \in \mathcal{H}$. Since $f_{1}, g_{1} \in \mathcal{E}_{\mathcal{H}}$, using (3.31), we see that

$$
\begin{gathered}
f_{1}(z)\left(\omega(z) e_{1}+e_{2}\right) \in\left(\omega^{*} \mathcal{F}_{\mathcal{H}}^{1}\right) \otimes \mathcal{E}_{\mathcal{H}} \\
g_{1}(z)\left(\overline{\omega(z)} e_{1}+e_{2}\right) \in \overline{\left(\omega_{X_{0}}^{*} \mathcal{F}_{X_{0}}^{1}\right) \otimes \mathcal{E}_{\mathcal{H}}}
\end{gathered}
$$

Hence we have

$$
\mathcal{E}_{X_{0}}(V)=\left(\omega_{X_{0}}^{*} \mathcal{F}_{X_{0}}^{1}\right)_{\mathcal{E}} \oplus \overline{\left(\omega_{X_{0}}^{*} \mathcal{F}_{X_{0}}^{1}\right)_{\mathcal{E}}}
$$

and therefore the lemma follows.
Given a nonnegative integer $k$, we set

$$
\Omega_{\mathcal{H}}^{1}\left(V^{k}\right)=\Omega_{\mathcal{H}}^{1} \otimes V_{\mathcal{H}}^{k}
$$

where $\Omega_{\mathcal{H}}^{1}$ is the sheaf of holomorphic 1-forms on $\mathcal{H}$, and consider the associated $\Gamma$-fixed sheaf

$$
\Omega_{X_{0}}^{1}\left(V^{k}\right)=\left(\Omega_{\mathcal{H}}^{1}\left(V^{k}\right)\right)^{\Gamma, \chi}=\Omega_{X_{0}}^{1} \otimes_{\mathcal{O}_{0}} \mathcal{O}_{X_{0}}\left(V^{k}\right)
$$

on $X_{0}$. Then the connection on the constant sheaf $V^{m}$ on $X_{0}$ is the $\mathbb{C}$-linear map

$$
\begin{equation*}
\nabla: \mathcal{O}_{X_{0}}\left(V^{k}\right) \longrightarrow \Omega_{X_{0}}^{1}\left(V^{k}\right) \tag{3.35}
\end{equation*}
$$

induced from the $\Gamma$-invariant map

$$
d \otimes 1: \mathcal{O}_{\mathcal{H}}\left(V^{k}\right) \longrightarrow \Omega_{\mathcal{H}}^{1}\left(V^{k}\right)
$$

with

$$
(d \otimes 1)(f(z) \zeta)=(d f(z)) \zeta
$$

for all $f \in \mathcal{O}_{\mathcal{H}}$ and $\zeta \in V^{m}$.
Proposition 3.12 The image $\nabla F^{k}$ of $F^{k}$ under the map $\nabla$ in (3.35) is contained in the sheaf $F^{k-1} \otimes \mathcal{O}_{X_{0}} \Omega_{X_{0}}^{1}$.

Proof. Since $\omega^{*} \mathcal{F}_{\mathcal{H}}^{k}$ can be regarded as $\mathcal{O}_{\mathcal{H}}\left(e_{1}-\omega(z) e_{2}\right)^{k}$, the sheaf $F_{\mathcal{H}}^{k}$ in (3.32) can be written in the form

$$
F_{\mathcal{H}}^{k}=\left(\omega^{*} \mathcal{F}_{\mathcal{H}}^{k}\right) \cdot \mathcal{O}_{\mathcal{H}}\left(V^{m-k}\right)=\mathcal{O}_{\mathcal{H}}\left(e_{1}-\omega(z) e_{2}\right)^{k} \cdot V_{\mathcal{H}}^{m-k} .
$$

If $f(z)$ and $\xi$ are sections of $\mathcal{O}_{\mathcal{H}}$ and $V_{\mathcal{H}}^{m-k}$, respectively, we have

$$
\begin{aligned}
(d \otimes 1)\left(f(z)\left(e_{1}-\omega(z) e_{2}\right)^{k} \cdot \xi\right)= & d\left(f(z)\left(e_{1}-\omega(z) e_{2}\right)^{k}\right) \cdot \xi \\
= & \left(e_{1}-\omega(z) e_{2}\right)^{k} \cdot(d f(z)) \xi \\
& -k f(z)\left(e_{1}-\omega(z) e_{2}\right)^{k-1} \cdot(d \omega(z)) e_{1} \cdot \xi
\end{aligned}
$$

Since $e_{1} \cdot \xi$ is a section of $V_{\mathcal{H}}^{m-(k-1)}$, we see that

$$
f(z)\left(e_{1}-\omega(z) e_{2}\right)^{k-1} \cdot(d \omega(z)) e_{1} \cdot \xi
$$

is a section of the sheaf

$$
\omega^{*} \mathcal{F}_{\mathcal{H}}^{k-1} \otimes \mathcal{O}_{\mathcal{H}}\left(V^{m-(k-1)}\right) \otimes_{\mathcal{O}_{\mathcal{H}}} \Omega_{\mathcal{H}}^{1}=F^{k-1} \otimes_{\mathcal{O}_{\mathcal{H}}} \Omega_{\mathcal{H}}^{1} .
$$

On the other hand, $\left(e_{1}-\omega(z) e_{2}\right)^{k} \cdot(d f(z)) \xi$ is a section of

$$
\omega^{*} \mathcal{F}_{\mathcal{H}}^{k} \otimes \mathcal{O}_{\mathcal{H}}\left(V^{m-k}\right) \otimes_{\mathcal{O}_{\mathcal{H}}} \Omega_{\mathcal{H}}^{1}=F^{k} \otimes_{\mathcal{O}_{\mathcal{H}}} \Omega_{\mathcal{H}}^{1}
$$

Using these and the fact that

$$
F^{k} \otimes_{\mathcal{O}_{\mathcal{H}}} \Omega_{\mathcal{H}}^{1} \subset F^{k-1} \otimes_{\mathcal{O}_{\mathcal{H}}} \Omega_{\mathcal{H}}^{1}
$$

we see that

$$
(d \otimes 1)\left(f(z)\left(e_{1}-\omega(z) e_{2}\right)^{k} \cdot \xi\right) \in F_{\mathcal{H}}^{k-1} \otimes_{\mathcal{O}_{\mathcal{H}}} \Omega_{\mathcal{H}}^{1}
$$

Thus it follows that

$$
\nabla F^{k} \subset\left(F_{\mathcal{H}}^{k-1} \otimes \Omega_{\mathcal{H}}\right)^{\Gamma}=F^{k-1} \otimes_{X_{0}} \Omega_{X_{0}}^{1}
$$

and therefore the proposition follows.
From Proposition 3.12 it follows that the filtration $\left\{F^{k}\right\}$ in (3.33) determines a variation of Hodge structure on $\mathcal{O}_{X_{0}}\left(V^{m}\right)$ over $X_{0}$. We shall now introduce a polarization on $\mathcal{O}_{X_{0}}\left(V^{m}\right)$. First, we consider the bilinear form $B^{1}$ on $\mathbb{C}^{2}$ given by

$$
B^{1}\left(a e_{1}+b e_{2}, c e_{1}+d e_{2}\right)=\operatorname{det}\left(\begin{array}{ll}
a & b  \tag{3.36}\\
c & d
\end{array}\right)=a d-b c
$$

We define the bilinear form $B^{m}$ on $V_{\mathcal{H}}^{m}=\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)$ by

$$
\begin{equation*}
B^{m}\left(u_{1} \cdots u_{m}, v_{1} \cdots v_{m}\right)=\frac{1}{(m!)^{2}} \sum_{\sigma, \tau \in \mathfrak{S}_{m}} \prod_{i=1}^{m} B^{1}\left(u_{\sigma(i)}, v_{\tau(i)}\right) \tag{3.37}
\end{equation*}
$$

where $\mathfrak{S}_{m}$ is the group of permutations of the set $\{1, \ldots, m\}$. This can be extended to the $\Gamma$-invariant bilinear form

$$
B^{m}: \mathcal{E}_{\mathcal{H}}\left(V^{m}\right) \times \mathcal{E}_{\mathcal{H}}\left(V^{m}\right) \longrightarrow \mathcal{E}_{\mathcal{H}} .
$$

Taking the $\Gamma$-fixed sheaves, we obtain the nondegenerate $\mathcal{O}_{X_{0}}$-bilinear form

$$
\begin{equation*}
B^{m}: \mathcal{E}_{X_{0}}\left(V^{m}\right) \times \mathcal{E}_{X_{0}}\left(V^{m}\right) \longrightarrow \mathcal{E}_{X_{0}} \tag{3.38}
\end{equation*}
$$

on the $\mathcal{E}_{X_{0}}$-module $\mathcal{E}_{X_{0}}\left(V^{m}\right)$. By (3.36) we have $B(v, u)=-B(u, v)$ for all $u, v \in V$; hence, using this and (3.38), we see that

$$
B^{m}(y, x)=(-1)^{m} B^{m}(x, y)
$$

for all $x, y \in \mathcal{E}_{X_{0}}\left(V^{m}\right)$. We now consider another bilinear form $\langle$,$\rangle on$ $\mathcal{E}_{X_{0}}\left(V^{m}\right)$ given by

$$
\begin{equation*}
\langle x, y\rangle=i^{q-p} B^{m}(x, \bar{y}) \tag{3.39}
\end{equation*}
$$

for all $x, y \in \mathcal{E}_{X_{0}}\left(V^{m}\right)$.
Proposition 3.13 The bilinear form $\langle$,$\rangle on \mathcal{E}_{X_{0}}\left(V^{m}\right)$ in (3.39) is positive definite on the $\mathcal{E}_{X_{0}}$-module

$$
\left(\omega_{X_{0}}^{*} \mathcal{F}_{X_{0}}^{p}\right)_{\mathcal{E}} \cdot{\overline{\left(\omega_{X_{0}}^{*} \mathcal{F}_{X_{0}}^{q}\right)_{\mathcal{E}}}, ~}_{\text {rem }}^{*}
$$

for each pair $(p, q)$ of nonnegative integers with $p+q=m$, and the decomposition of the sheaf $\mathcal{E}_{X_{0}}\left(V^{m}\right)$ given by (3.34) is orthogonal with respect to the bilinear form $\langle$,$\rangle .$

Proof. Let $v=e_{1}-\omega(z) e_{2} \in \omega_{X_{0}}^{*} \mathcal{F}_{X_{0}}$, so that $\bar{v}=e_{1}-\overline{\omega(z)} e_{2} \in \overline{\omega_{X_{0}}^{*} \mathcal{F}_{X_{0}}}$. If $s^{\prime} \in \mathcal{H}$ and $s=\pi\left(s^{\prime}\right) \in X_{0}$, then $v$ is $\Gamma_{s^{\prime}}$-invariant basis of $\omega^{*} \mathcal{F}_{\mathcal{H}}$, where $\Gamma_{s^{\prime}}=\left\{\gamma \in \Gamma \mid \gamma s^{\prime}=s^{\prime}\right\}$. Hence the stalk of $\mathcal{E}_{X_{0}}\left(V^{m}\right)$ at $s$ is given by

$$
\begin{aligned}
\mathcal{E}_{X_{0}}\left(V^{m}\right)_{s} & =\bigoplus_{p+q=m}\left(\omega_{X_{0}}^{*} \mathcal{F}_{X_{0}}^{p}\right)_{\mathcal{E}, s} \cdot{\overline{\left(\omega_{X_{0}}^{*} \mathcal{F}_{X_{0}}^{q}\right)_{\mathcal{E}, s}}}=\bigoplus_{p+q=m} \mathcal{E}_{X_{0}, s} v^{p} \cdot \bar{v}^{q} .
\end{aligned}
$$

Consider pairs $(p, q)$ and $\left(p^{\prime}, q^{\prime}\right)$ of nonnegative integers satisfying $p+q=$ $p^{\prime}+q^{\prime}=m$. If $p \neq p^{\prime}$ and if $B^{m}$ is the bilinear form in (3.38), then by using (3.37) we see that

$$
B^{m}\left(v^{p} \cdot \bar{v}^{q}, v^{p^{\prime}} \cdot \bar{v}^{q^{\prime}}\right)=0 .
$$

On the other hand, we have

$$
\begin{aligned}
B^{m}\left(v^{p} \cdot \bar{v}^{q}, v^{p} \cdot \bar{v}^{q}\right) & =\frac{1}{(m!)^{2}} m!p!q!(2 i \operatorname{Im}(\omega(z)))^{p}(-2 i \operatorname{Im}(\omega(z)))^{q} \\
& =\binom{m}{p}^{-1} i^{p-q}(2 \operatorname{Im}(\omega(z)))^{m}
\end{aligned}
$$

Thus, using this and (3.39), we obtain

$$
\left\langle v^{p} \cdot \bar{v}^{q}, v^{p^{\prime}} \cdot \bar{v}^{q^{\prime}}\right\rangle= \begin{cases}0 & \text { if } p \neq p^{\prime} \\ \binom{m}{p}^{-1}(2 \operatorname{Im}(\omega(z))) & \text { if } p=p^{\prime}\end{cases}
$$

The proposition follows from this result.

If $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$ with $\Gamma^{\prime}=\chi(\Gamma)$ is the monodromy representation as before, then $\Gamma$ acts on $V^{m}=\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)$ via $\chi$ and the standard representation of $S L(2, \mathbb{R})$. Thus, if we set

$$
(x, y)_{m}=\left(x^{m}, x^{m+1} y, \ldots, x y^{m-1}, y^{m}\right) \in V^{m}=\operatorname{Sym}^{m}\left(\mathbb{C}^{2}\right)
$$

for $(x, y) \in \mathbb{C}^{2}$, then we have

$$
\begin{equation*}
(x, y)_{m} \cdot \gamma=((x, y) \chi(\gamma))_{m} \tag{3.40}
\end{equation*}
$$

for all $\gamma \in \Gamma$. We denote by $H_{P}^{1}\left(\Gamma, V^{m}\right)$ the parabolic cohomology with respect to this representation. The following proposition shows that this bilinear form determines a polarization on the variation of Hodge structure over $X_{0}$ determined by the filtration $\left\{F^{k}\right\}$ in (3.33).

Proposition 3.14 If $\eta: X_{0} \rightarrow X$ is the inclusion map, then the parabolic cohomology $H_{P}^{1}\left(\Gamma, V^{m}\right)$ is naturally isomorphic to the cohomology $H^{1}\left(X, \eta_{*} V_{X_{0}}^{m}\right)$ of $X=\Gamma \backslash \mathcal{H}^{*}$ with coefficients in the sheaf $\eta_{*} V_{X_{0}}^{m}$.

Proof. See [125, Proposition 12.5].
Let $\Omega_{X_{0}}^{\bullet}$ be the holomorphic de Rham complex on $X_{0}$, and set

$$
\Omega_{X_{0}}^{\bullet}\left(V^{m}\right)=\Omega_{X_{0}}^{\bullet} \otimes_{\mathcal{O}_{X_{0}}} \mathcal{O}_{X_{0}}\left(V^{m}\right)
$$

We denote by $\Omega_{(2)}^{\bullet}\left(V^{m}\right)$ the complex of sheaves on $X$ whose sections are the sections of the complex $\eta_{*} \Omega_{X_{0}}^{\bullet}\left(V^{m}\right)$ that are square-summable near the $\Gamma$-cusps.

Proposition 3.15 The cohomology $H^{i}\left(X, \eta_{*} V_{X_{0}}^{m}\right)$ is isomorphic to the hypercohomology

$$
\mathbb{H}^{i}\left(X, \Omega^{\bullet}\left(V^{m}\right)_{(2)}\right)
$$

of the complex $\Omega^{\bullet}\left(V^{m}\right)_{(2)}$.
Proof. The proposition follows from Theorem 4.8, Corollary 6.15 and Corollary 7.13 in [125].

Let $\mathcal{O}_{\mathcal{H}^{*}}$ and $V_{\mathcal{H}^{*}}^{m}$ be as in Section 2.1, and let

$$
\mathcal{O}_{X}\left(V^{m}\right)=\left(\mathcal{O}_{\mathcal{H}^{*}} \otimes V_{\mathcal{H}^{*}}^{m}\right)^{\Gamma, \chi} .
$$

We consider the complex $K^{\bullet}$ given by $K^{0}=\mathcal{O}_{X}\left(V^{m}\right)$ and

$$
K^{1}=\operatorname{im}\left[\nabla: \mathcal{O}_{X}\left(V^{m}\right) \longrightarrow \Omega_{X}^{1}(\log \Sigma) \otimes \mathcal{O}_{X}\left(V^{m}\right)\right]
$$

The complexes $\Omega^{\bullet}\left(V^{m}\right)_{(2)}$ and $K^{\bullet}$ can be filtered by the filtrations induced from the filtration $\left\{F^{k}\right\}$ of $\mathcal{O}_{\mathcal{H}}\left(V^{m}\right)$.

Proposition 3.16 The inclusion map $\Omega^{\bullet}\left(V^{m}\right)_{(2)} \rightarrow K^{\bullet}$ of filtered complexes is a quasi-isomorphism.

Proof. See [125, Proposition 9.1].
Now we state our main theorem in this section, which describes a Hodge structure on the parabolic cohomology $H_{P}^{1}\left(\Gamma, V^{m}\right)$ in terms of mixed cusp forms.

Theorem 3.17 The parabolic cohomology $H_{P}^{1}\left(\Gamma, V^{m}\right)$ of the group $\Gamma$ has a polarized Hodge decomposition of the form

$$
H_{P}^{1}\left(\Gamma, V^{m}\right) \cong S_{2, m}(\Gamma, \omega, \chi) \oplus W \oplus \overline{S_{2, m}(\Gamma, \omega, \chi)}
$$

where $W=\oplus H^{p, q}$ is the direct sum of the Hodge components of $H_{P}^{1}\left(\Gamma, V^{m}\right)$ for $p, q \geq 1$ and $p+q=m+1$.

Proof. By Propositions 3.15 and 3.16 , the hypercohomology $\mathbb{H}^{1}\left(X, G r^{p} K^{\bullet}\right)$ determines the subspace $H^{p, m+1-p}$ in the Hodge decomposition of the cohomology space $H^{1}\left(X, \eta_{*} V_{X_{0}}^{m}\right)$. Thus we have

$$
\begin{aligned}
H^{1}\left(X, \eta_{*} V_{X_{0}}^{m}\right) & =\bigoplus_{p=0}^{m+1} H^{p, m+1-p} \\
& =H^{m+1,0} \oplus\left(\bigoplus_{p=1}^{m} H^{p, m+1-p}\right) \oplus \overline{H^{m+1,0}}
\end{aligned}
$$

By Proposition 3.13 the bilinear form $B^{m}$ determines a polarization on this Hodge structure. Since $H_{P}^{1}\left(\Gamma, V^{m}\right)$ is isomorphic to $H^{1}\left(X, \eta_{*} V_{X_{0}}^{m}\right)$ by Proposition 3.14, it remains to prove that $H^{m+1,0}$ is isomorphic to $S_{2, m}(\Gamma, \omega, \chi)$. However, we have

$$
\begin{aligned}
H^{m+1,0} & =F^{m+1} H^{1}\left(X, \eta_{*} V_{X_{0}}^{m}\right) \\
& =\mathbb{H}\left(X, F^{m+1} \Omega^{\bullet}\left(V^{m}\right)_{(2)}\right) \\
& =H^{0}\left(X,\left(\omega^{*} \mathcal{F}^{m} \otimes \Omega^{1}\right)_{(2)}\right),
\end{aligned}
$$

where $\left(\omega^{*} \mathcal{F}^{m} \otimes \Omega^{1}\right)_{(2)}$ is the extension of $\omega_{X_{0}}^{*} \mathcal{F}^{m} \otimes \Omega_{X_{0}}^{1}$ in $\Omega^{\bullet}\left(V^{m}\right)_{(2)}$. By [125, Proposition 4.4] the sheaf $\left(\omega^{*} \mathcal{F}^{m} \otimes \Omega^{1}\right)_{(2)}$ is isomorphic to $\omega_{X}^{*}\left(\mathcal{F}_{0}^{m}\right) \otimes \Omega^{1}$. Hence from Proposition 3.9 it follows that

$$
H^{m+1,0}=H^{0}\left(X, \omega_{X}^{*}\left(\mathcal{F}_{0}^{m}\right) \otimes \Omega^{1}\right) \cong S_{2, m}(\Gamma, \omega, \chi)
$$

hence the proof of the theorem is complete.
Remark 3.18 If the homomorphism $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$ is the inclusion map and if $\omega$ is the identity map on $\mathcal{H}$, then we have $W=\{0\}$ and Theorem 3.17 reduces to the well-known Eichler-Shimura isomorphism (see [6, 22, 112]). The space $W$ in Theorem 3.17, however, is not trivial in general as can be seen in [20, Section 3] for $m=1$.

### 3.4 The Kronecker Pairing

The Kronecker pairing is a bilinear map defined on the product of cohomology and homology of a discrete subgroup $\Gamma$ of $S L(2, \mathbb{R})$. In this section we determine the value of the Kronecker pairing between the image of a mixed automorphic form and a special 1-cocycle associate to each element of $\Gamma$.

Let $\Gamma \subset S L(2, \mathbb{R})$ and the equivariant pair $(\omega, \chi)$ be as in Section 3.1. Thus $\omega: \mathcal{H} \rightarrow \mathcal{H}$ is a holomorphic map that is equivariant with respect to the homomorphism $\chi: \Gamma \rightarrow S L(2, \mathbb{R})$. Let $V=\mathbb{C}^{2}$ be the space of the standard two-dimensional complex representation of $S L(2, \mathbb{R})$, and let $V^{*}$ be its dual space. Given a positive integer $r$, we denote by $V^{2 r}$ and $\left(V^{2 r}\right)^{*}$ be the $2 r$-th symmetric power of $V$ and its dual space, respectively. If $\left\{u_{1}, u_{2}\right\}$ is the standard basis for $V^{*}$, then $\left(V^{2 r}\right)^{*}$ can be regarded as the space of all homogeneous polynomials $P_{2 r}\left(u_{1}, u_{2}\right)$ of degree $2 r$ in $u_{1}$ and $u_{2}$. As in (3.40), the discrete subgroup $\Gamma$ of $S L(2, \mathbb{R})$ acts on $V^{2 r}$ on the right by

$$
(x, y)_{2 r} \cdot \gamma=((x, y) \chi(\gamma))_{2 r}
$$

for all $\gamma \in \Gamma$, where elements of $V=\mathbb{C}^{2}$ were considered as row vectors and

$$
(x, y)_{2 r}=\left(x^{2 r}, x^{2 r+1} y, \ldots, x y^{2 r-1}, y^{2 r}\right) \in V^{2 r}
$$

for $(x, y) \in \mathbb{C}^{2}$. On the other hand, $\Gamma$ also acts on $\left(V^{2 r}\right)^{*}$ on the right by

$$
\begin{align*}
P_{2 r}\left(u_{1}, u_{2}\right) \cdot \gamma & =P_{2 r}\left(\left(u_{1}, u_{2}\right) \chi(\gamma)\right)  \tag{3.41}\\
& =P_{2 r}\left(a_{\chi} u_{1}+c_{\chi} u_{2}, b_{\chi} u_{1}+d_{\chi} u_{2}\right)
\end{align*}
$$

for each $\gamma \in \Gamma$ with $\chi(\gamma)=\left(\begin{array}{cc}a_{\chi} & b_{\chi} \\ c_{\chi} & d_{\chi}\end{array}\right) \in S L(2, \mathbb{R})$. Thus we can consider the group cohomology $H^{1}\left(\Gamma, V^{2 r}\right)$ and the group homology $H_{1}\left(\Gamma,\left(V^{2 r}\right)^{*}\right)$ with respect to the $\Gamma$-module structures of $V^{2 r}$ and $\left(V^{2 r}\right)^{*}$ described above. For each $\gamma \in \Gamma$ we consider the element $Q_{\gamma}^{r}$ of $\left(V^{2 r}\right)^{*}$ given by

$$
\begin{equation*}
Q_{\gamma}^{r}=\left(c_{\chi} u_{2}^{2}+\left(a_{\chi}-d_{\chi}\right) u_{1} u_{2}-b_{\chi} u_{1}^{2}\right)^{r} \in\left(V^{2 r}\right)^{*} \tag{3.42}
\end{equation*}
$$

which is a modification of $\xi_{\gamma}$ in [48, p. 744] (see also [47]).
Lemma 3.19 Given $\gamma \in \Gamma$, the element $Q_{\gamma}^{m} \in\left(V^{2 r}\right)^{*}$ given by (3.42) is invariant under the action of $\gamma \in G$.
Proof. For $\gamma \in G$ with $\chi(\gamma)=\left(\begin{array}{ll}a_{\chi} & b_{\chi} \\ c_{\chi} & d_{\chi}\end{array}\right)$, using (3.41), we have

$$
\begin{aligned}
\gamma \cdot Q_{\gamma}^{r}= & \left(c_{\chi}\left(b_{\chi} u_{1}+d_{\chi} u_{2}\right)^{2}+\left(a_{\chi}-d_{\chi}\right)\left(a_{\chi} u_{1}+c_{\chi} u_{2}\right)\left(b_{\chi} u_{1}+d_{\chi} u_{2}\right)\right. \\
& \left.\quad-b_{\chi}\left(a_{\chi} u_{1}+c_{\chi} u_{2}\right)^{2}\right)^{r} \\
= & \left(\left(a_{\chi} c_{\chi} d_{\chi}-b_{\chi} c_{\chi}^{2}\right) u_{2}^{2}+\left(a_{\chi} d_{\chi}-b_{\chi} c_{\chi}\right)\left(a_{\chi}-d_{\chi}\right) u_{1} u_{2}\right. \\
& \left.\quad+\left(c_{\chi} b_{\chi}^{2}-a_{\chi} b_{\chi} d_{\chi}\right) u_{1}^{2}\right)^{r} \\
= & \left(c_{\chi} u_{2}^{2}+\left(a_{\chi}-d_{\chi}\right) u_{1} u_{2}-b_{\chi} u_{2}^{2}\right)^{r}=Q_{\gamma}^{r}
\end{aligned}
$$

and therefore the lemma follows.

Given a positive integer $r$, we consider the canonical isomorphism in (3.29) for $m=2 r$ and denote it by

$$
\begin{equation*}
\Phi: S_{2,2 r}(\Gamma, \omega, \chi) \rightarrow H^{0}\left(X,\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{r}\right) \otimes \Omega^{1}\right) \tag{3.43}
\end{equation*}
$$

where $\Gamma^{\prime}=\chi(\Gamma)$, and $S_{2,2 r}(\Gamma, \omega, \chi)$ is the space of mixed cusp forms of type $(2,2 r)$ associated to $\Gamma, \omega$ and $\chi$. If $f \in S_{2,2 r}(\Gamma, \omega, \chi)$, using the descriptions in Section 3.3, we see that $\Phi(f)$ can be represented by the 1 -form

$$
\begin{equation*}
\Phi(f)=\left(e_{1}-\omega(z) e_{2}\right)^{2 r} f(z) d z \tag{3.44}
\end{equation*}
$$

for $z \in \mathcal{H}$.
Lemma 3.20 If $\langle$,$\rangle denotes the natural pairing between V^{2 r}$ and $\left(V^{2 r}\right)^{*}$, then we have

$$
\begin{equation*}
\left\langle\Phi(f),\left(a u_{1}^{2}+b u_{1} u_{2}+c u_{2}^{2}\right)^{r}\right\rangle=f(z)\left(a-b \omega(z)+c \omega(z)^{2}\right)^{r} d z \tag{3.45}
\end{equation*}
$$

for all $f \in S_{2,2 r}(\Gamma, \omega, \chi)$ and $a, b, c \in \mathbb{C}$.
Proof. Given $f \in S_{2,2 r}(\Gamma, \omega, \chi)$, by (3.44) we have

$$
\begin{equation*}
\Phi(f)=f(z)\left(e_{1}-\omega(z) e_{2}\right)^{2 r} d z \tag{3.46}
\end{equation*}
$$

We consider the factorization $a u_{1}^{2}+b u_{1} u_{2}+c u_{2}^{2}=a\left(u_{1}+s u_{2}\right)\left(u_{1}+t u_{2}\right)$ with $s, t \in \mathbb{C}$. Using this, (3.46) and the fact that $\left\langle e_{i}, u_{j}\right\rangle=\delta_{i j}$ for $1 \leq i, j \leq 2$, we see that

$$
\begin{aligned}
\left\langle\Phi(f),\left(a u_{1}^{2}+b u_{1} u_{2}+c u_{2}^{2}\right)^{r}\right\rangle= & f(z) a^{r}\left(\left(e_{1}-\omega(z) e_{2}\right)\left(u_{1}+s u_{2}\right)\right)^{r} \\
& \times\left(\left(e_{1}-\omega(z) e_{2}\right)\left(u_{1}+t u_{2}\right)\right)^{r} d z \\
= & f(z)(a(1-s \omega(z))(1-t \omega(z)))^{r} d z \\
= & f(z)\left(a-b \omega(z)+c \omega(z)^{2}\right)^{r} d z
\end{aligned}
$$

which prove the lemma.
Proposition 3.21 Let $k$ be a positive integer, and let $\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}$ be the sheaf on $X$ in (3.29). Then there is a canonical isomorphism

$$
\begin{equation*}
H^{0}\left(X_{0},\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right) \otimes \Omega^{1}\right|_{X_{0}}\right) \cong H^{1}\left(X_{0},\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right)\right|_{X_{0}}\right) \tag{3.47}
\end{equation*}
$$

where $X_{0}=\Gamma \backslash \mathcal{H}$ and $\Omega^{1}$ is the sheaf of holomorphic 1-forms on $X$.
Proof. We shall first construct a pairing

$$
\begin{equation*}
\langle,\rangle: H^{0}\left(X_{0},\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right) \otimes \Omega^{1}\right|_{X_{0}}\right) \times H_{1}\left(X_{0},\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right)^{*}\right|_{X_{0}}\right) \rightarrow \mathbb{C} \tag{3.48}
\end{equation*}
$$

where $\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right)^{*}$ denotes the dual of the sheaf $\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}$. Consider an element

$$
\zeta \in H^{0}\left(X_{0},\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right) \otimes \Omega^{1}\right|_{X_{0}}\right),
$$

which is regarded as a closed 1-form on $X_{0}$ with values in $\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right)\right|_{X_{0}}$. We consider an oriented 1-simplex $(\alpha, \beta)$ in $X_{0}$ and a section $v$ of the sheaf $\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right)^{*}\right|_{X_{0}}$ restricted to $(\alpha, \beta)$. Then $(\alpha, \beta) \otimes v$ is a simplicial 1-chain in $X_{0}$ with coefficients in $\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right)^{*}\right|_{X_{0}}$. If $\xi \in H_{1}\left(X_{0},\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right)^{*}\right|_{X_{0}}\right)$ denotes the homology class of $(\alpha, \beta) \otimes v$, then the pairing (3.48) is defined by

$$
\langle\zeta, \xi\rangle=\int_{(\alpha, \beta)}\left\langle\left.\zeta\right|_{(\alpha, \beta)}, v\right\rangle
$$

(see [46, Section 4] for details). From the pairing (3.48) we obtain

$$
\begin{aligned}
H^{0}\left(X_{0},\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right) \otimes \Omega^{1}\right|_{X_{0}}\right) & \cong\left(H_{1}\left(X_{0},\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right)^{*}\right|_{X_{0}}\right)^{*}\right. \\
& \cong H^{1}\left(X_{0},\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right)\right|_{X_{0}}\right) ;
\end{aligned}
$$

hence the proposition follows.
By combining the isomorphisms (3.43) and (3.47) with the restriction map

$$
H^{0}\left(X_{0},\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right) \otimes \Omega^{1}\right) \rightarrow H^{0}\left(X_{0},\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right) \otimes \Omega^{1}\right|_{X_{0}}\right)
$$

we obtain a map

$$
S_{2, k}(\Gamma, \omega, \chi) \rightarrow H^{1}\left(X_{0},\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right)\right|_{X_{0}}\right)
$$

On the other hand, it is well-known that $H^{1}\left(X_{0}, V^{k}\right)$, where $V^{k}$ is regarded as the sheaf of locally constant functions on $X_{0}$ with values in $V^{k}$, is canonically isomorphic to $H^{1}\left(\Gamma, V^{k}\right)$. Since $\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right)\right|_{X_{0}}$ is a subsheaf of $V^{k}$, the inclusion induces a map

$$
H^{1}\left(X_{0},\left.\left(\omega_{X}^{*} \mathcal{F}_{\Gamma^{\prime}}^{k}\right)\right|_{X_{0}}\right) \rightarrow H^{1}\left(X_{0}, V^{k}\right) \cong H^{1}\left(\Gamma, V^{k}\right)
$$

Thus, for $k=2 r$, we obtain the map

$$
\Psi: S_{2,2 r}(\Gamma, \omega, \chi) \rightarrow H^{1}\left(\Gamma, V^{2 r}\right)
$$

We denote by $\langle\langle\rangle$,$\rangle the canonical pairing$

$$
\begin{equation*}
\langle\langle,\rangle\rangle: H^{1}\left(\Gamma, V^{2 r}\right) \otimes H_{1}\left(\Gamma,\left(V^{2 r}\right)^{*}\right) \rightarrow \mathbb{C} \tag{3.49}
\end{equation*}
$$

known as the Kronecker pairing (see [48, p. 738 and p. 745]). The Kronecker pairing can be interpreted in terms of the de Rham cohomology and the simplicial homology as in [48, Section 2] by identifying the group cohomology $H^{1}\left(\Gamma, V^{2 r}\right)$ with the de Rham cohomology $H^{1}\left(X_{0}, V^{2 r}\right)$ and the group cohomology $H_{1}\left(\Gamma,\left(V^{2 r}\right)^{*}\right)$ with the simplicial homology $H_{1}\left(X_{0},\left(V^{2 r}\right)^{*}\right)$, where $\left(V^{2 r}\right)^{*}$ is the sheaf of locally constant functions on $X_{0}$ with values in $\left(V^{2 r}\right)^{*}$. Thus let $\zeta$ be a closed 1-form on $X_{0}$ with values in $V^{2 r}$ and let $\sigma \otimes \mu$, where $\sigma$ is a simplicial 1-cycle in $X_{0}$ and $\mu$ is a parallel section of $\left(S^{2 r} V\right)^{*}$ on $\sigma$. Then the Kronecker pairing (3.49) is determined by

$$
\langle\langle\zeta, \sigma \otimes \mu\rangle\rangle=\int_{\sigma}\langle\zeta, \mu\rangle .
$$

Lemma 3.22 If $\gamma \in \Gamma$, then the 1-chain $\gamma \otimes Q_{\gamma}^{r}$ is a cycle in $H_{1}\left(\Gamma,\left(S^{2 r} V\right)^{*}\right)$, where $Q_{\gamma}^{r}$ is as in (3.42).

Proof. Note that the boundary map $\partial$ for 1 -chains is given by

$$
\partial(\gamma \otimes v)=\gamma \cdot v-v
$$

for all $\gamma \in \Gamma$ and $v \in\left(V^{2 r}\right)^{*}$. Thus from Lemma 3.19 it follows that

$$
\partial\left(\gamma \otimes Q_{\gamma}^{r}\right)=0
$$

and therefore $\left(\gamma \otimes Q_{\gamma}^{r}\right.$ is a cycle.
Theorem 3.23 For each $\gamma \in \Gamma$ and $f \in S_{2,2 r}(\Gamma, \omega, \chi)$, we have

$$
\left\langle\left\langle\Psi(f), \gamma \otimes Q_{\gamma}^{r}\right\rangle\right\rangle=\int_{z_{0}}^{\gamma z_{0}} f(z)\left(c_{\chi} \omega(z)^{2}+\left(d_{\chi}-a_{\chi}\right) \omega(z)-b_{\chi}\right)^{r} d z,
$$

where $z_{0}$ is an arbitrary point in the Poincaré upper half plane $\mathcal{H}$ and the integral is taken along any piecewise continuous path joining $z_{0}$ and $g z_{0}$.

Proof. We shall use the interpretation of the Kronecker pairing in terms of de Rham cohomology and simplicial homology. For $z_{0} \in \mathcal{H}$, let $\sigma_{\gamma}$ be the image of a simplicial path joining $z_{0}$ to $\gamma z_{0}$ under the natural projection $\mathcal{H} \rightarrow X_{0}=\Gamma \backslash \mathcal{H}$, and let $\zeta_{\gamma}^{r}$ be the parallel section of $\left(S^{2 r} V\right)^{*}$ restricted to $\sigma_{\gamma}$ obtained by parallel translation of $Q_{\gamma}^{r}$ around $\sigma_{\gamma}$. Then $\sigma_{\gamma} \otimes \zeta_{\gamma}^{r}$ is the cycle in $H_{1}\left(X_{0},\left(V^{2 r}\right)^{*}\right)$ corresponding to $\gamma \otimes Q_{\gamma}^{r}$ (see [46, Section 4] and [48, Section 2]). If the map

$$
\Phi: S_{2,2 r}(\Gamma, \omega, \chi) \rightarrow H^{0}\left(X, \mathcal{F}_{0}^{2 r} \otimes \Omega^{1}\right)
$$

is as in (??), the closed 1-form on $X_{0}$ with values in $V^{2 r}$ corresponding to $\Psi(f)$ is simply $\Phi(f)$ restricted to $X_{0}$. Using (3.42) and (3.45), we see that

$$
\left\langle\Phi(f), \zeta_{\gamma}^{r}\right\rangle=\left\langle\Phi(f), Q_{\gamma}^{r}\right\rangle=f(z)\left(c_{\chi} \omega(z)^{2}+\left(d_{\chi}-a_{\chi}\right) \omega(z)-b_{\chi}\right)^{r} d z
$$

Hence the theorem follows.

## Mixed Hilbert and Siegel Modular Forms

As was discussed in Section 2.2, a holomorphic form of the highest degree on an elliptic variety can be identified with a mixed automorphic form of one variable. An elliptic variety $E$ is a fiber bundle over a quotient $X=\Gamma \backslash \mathcal{H}$ whose generic fiber is the product of a finite number of elliptic curves. Thus $E$ is a family of abelian varieties parametrized by the complex curve $\Gamma \backslash \mathcal{H}$. In this chapter we discuss more general families of abelian varieties in connection with mixed automorphic forms of several variables.

If $F$ is a totally real number field of degree $n$ over $\mathbb{Q}$, then $S L(2, F)$ can be embedded in $S L(2, \mathbb{R})^{n}$. Given a subgroup $\Gamma$ of $S L(2, F)$ whose embedded image in $S L(2, \mathbb{R})^{n}$ is a discrete subgroup, we can consider the associated Hilbert modular variety $\Gamma \backslash \mathcal{H}^{n}$ obtained by the quotient of the $n$-fold product $\mathcal{H}^{n}$ of the Poincaré upper half plane $\mathcal{H}$ by the action of $\Gamma$ given by linear fractional transformations. Let $\omega: \mathcal{H}^{n} \rightarrow \mathcal{H}^{n}$ be a holomorphic map that is equivariant with respect to a homomorphism $\chi: \Gamma \rightarrow S L(2, F)$. Then the equivariant pair ( $\omega, \chi$ ) can be used to define mixed Hilbert modular forms, which can be regarded as mixed automorphic forms of $n$ variables. On the other hand, the same equivariant pair also determines a family of abelian varieties parametrized by $\Gamma \backslash \mathcal{H}^{n}$. As is expected, holomorphic forms of the highest degree on such a family of abelian varieties can be interpreted as mixed Hilbert modular forms of certain type.

Another type of mixed automorphic forms of several variables can be obtained by generalizing Siegel modular forms. Let $\mathcal{H}_{m}$ be the Siegel upper half space of degree $m$ on which the symplectic $\operatorname{group} \operatorname{Sp}(m, \mathbb{R})$ acts, and let $\Gamma_{0}$ be a discrete subgroup of $\operatorname{Sp}(m, \mathbb{R})$. If $\tau: \mathcal{H}_{m} \rightarrow \mathcal{H}_{m^{\prime}}$ is a holomorphic map of $\mathcal{H}_{m}$ into another Siegel upper half space $\mathcal{H}_{m^{\prime}}$ that is equivariant with respect to a homomorphism $\rho: \Gamma_{0} \rightarrow S p\left(m^{\prime}, \mathbb{R}\right)$, then the equivariant pair $(\tau, \rho)$ can be used to define mixed Siegel modular forms. The same pair can also be used to construct a family of abelian varieties parametrized by the Siegel modular variety $\Gamma \backslash \mathcal{H}_{m}$ such that holomorphic forms of the highest degree on the family are mixed Siegel modular forms.

In Section 4.1 we introduce mixed Hilbert modular forms and describe some of their properties. The construction of families of abelian varieties parametrized by a Hilbert modular variety and the interpretation of some of their holomorphic forms in terms of mixed Hilbert modular forms are
discussed in Section 4.2. Section 4.3 concerns mixed Siegel modular forms as well as their connections with families of abelian varieties parametrized by a Siegel modular variety. In Section 4.4 we extend some of the results in Section 1.3 to the Siegel modular case by considering Fourier expansions of Siegel modular forms associated to Mixed Siegel modular forms.

### 4.1 Mixed Hilbert Modular Forms

In this section we define mixed Hilbert modular forms associated to an equivariant pair and discuss some of their properties.

We fix a positive integer $n$, and let $\mathcal{H}^{n}=\mathcal{H} \times \cdots \times \mathcal{H}$ be the Cartesian product of $n$ copies of the Poincaré upper half plane $\mathcal{H}$. Then the usual operation of $S L(2, \mathbb{R})$ on $\mathcal{H}$ by linear fractional transformations induces an action of the $n$-fold product $S L(2, \mathbb{R})^{n}$ of $S L(2, \mathbb{R})$ on $\mathcal{H}^{n}$. Let $F$ be a totally real number field with $[F: \mathbb{Q}]=n$. Then there are $n$ embeddings of $F$ into $\mathbb{R}$, which we denote by

$$
\begin{equation*}
a \mapsto a^{(j)}, \quad F \hookrightarrow \mathbb{R} \tag{4.1}
\end{equation*}
$$

for $1 \leq j \leq n$. These embeddings induce the embedding

$$
\begin{equation*}
\iota: S L(2, F) \rightarrow S L(2, \mathbb{R})^{n} \tag{4.2}
\end{equation*}
$$

defined by

$$
\iota\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\left(\begin{array}{ll}
a^{(1)} & b^{(1)} \\
c^{(1)} & d^{(1)}
\end{array}\right), \ldots,\left(\begin{array}{ll}
a^{(n)} & b^{(n)} \\
c^{(n)} & d^{(n)}
\end{array}\right)\right)
$$

for all $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L(2, F)$. Throughout this section we shall identify an element $g$ of $S L(2, F)$ with its embedded image $\iota(g)$ of $S L(2, \mathbb{R})^{n}$ under the embedding $\iota$ in (4.2). Thus, in particular, an element $g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L(2, F)$ acts on $\mathcal{H}^{n}$ by

$$
g z=\left(\frac{a^{(1)} z_{1}+b^{(1)}}{c^{(1)} z_{1}+d^{(1)}}, \cdots, \frac{a^{(n)} z_{n}+b^{(n)}}{c^{(n)} z_{n}+d^{(n)}}\right)
$$

for all $z=\left(z_{1}, \ldots, z_{n}\right) \in \mathcal{H}^{n}$. If $z=\left(z_{1}, \ldots, z_{n}\right) \in \mathcal{H}^{n}, g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L(2, F)$ and $\boldsymbol{\ell}=\left(\ell_{1}, \ldots, \ell_{n}\right) \in \mathbb{Z}^{n}$, we set

$$
\begin{equation*}
N(g, z)^{\ell}=\prod_{j=1}^{n}\left(c^{(j)} z_{j}+d^{(j)}\right)^{\ell_{j}} \tag{4.3}
\end{equation*}
$$

Then we see easily that the resulting map

$$
(g, z) \mapsto N(g, z)^{\ell}: S L(2, F) \times \mathcal{H}^{n} \rightarrow \mathbb{C}
$$

satisfies the cocycle condition

$$
\begin{equation*}
N\left(g_{1} g_{2}, z\right)^{\ell}=N\left(g_{1}, g_{2} z\right)^{\ell} N\left(g_{2}, z\right)^{\ell} \tag{4.4}
\end{equation*}
$$

for all $z \in \mathcal{H}^{n}$ and $g_{1}, g_{2} \in S L(2, F)$.
Let $\Gamma$ be a subgroup of $S L(2, F)$ whose embedded image in $S L(2, \mathbb{R})^{n}$ is a discrete subgroup. Let $\omega: \mathcal{H}^{n} \rightarrow \mathcal{H}^{n}$ be a holomorphic map, and let $\chi: \Gamma \rightarrow S L(2, F)$ be a homomorphism satisfying the condition

$$
\omega(g z)=\chi(g) \omega(z)
$$

for all $g \in \Gamma$ and $z \in \mathcal{H}^{n}$, so that $(\omega, \chi)$ becomes an equivariant pair. We assume that the the image $\chi(\Gamma)$ of $\Gamma$ under $\chi$ is also a discrete subgroup of $S L(2, \mathbb{R})^{n}$ and that the parabolic elements of $\Gamma$ and those of $\chi(\Gamma)$ correspond. Thus the inverse image of the set of parabolic elements of $\chi(\Gamma)$ coincides with the set of parabolic elements of $\Gamma$. Let $\mathbf{k}=\left(k_{1}, \ldots, k_{n}\right)$ and $\boldsymbol{m}=$ $\left(m_{1}, \ldots, m_{n}\right) \in \mathbb{Z}^{n}$ be elements of $\mathbb{Z}^{n}$ with $k_{i}, m_{i} \geq 0$ for each $i \in\{1, \ldots, n\}$. If $g \in \Gamma \subset S L(2, F)$ and $z \in \mathcal{H}^{n}$, we set

$$
\begin{equation*}
J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(g, z)=N(g, z)^{2 \boldsymbol{k}} N(\chi(g), \omega(z))^{2 \boldsymbol{m}} \tag{4.5}
\end{equation*}
$$

where $N(\cdot, \cdot)^{(\cdot)}$ is as in (4.4). Using the cocycle condition in (4.3), we see that the resulting map $J_{\omega, \chi}^{2 \boldsymbol{k}, 2 m}: \Gamma \times \mathcal{H}^{n} \rightarrow \mathbb{C}$ is an automorphy factor, that is., it satisfies the relation

$$
\begin{equation*}
J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(g h, z)=J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \mathbf{m}}(g, h z) \cdot J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(h, z) \tag{4.6}
\end{equation*}
$$

for all $g, h \in \Gamma$ and $z \in \mathcal{H}^{n}$. If $\boldsymbol{k}=(k, \ldots, k)$ and $\boldsymbol{m}=(m, \ldots, m)$ for some nonnegative integers $k$ and $m$, then $J_{\omega, \chi}^{2 \boldsymbol{k}, 2 m}$ will also be denoted simply by $J_{\omega, \chi}^{2 k, 2 m}$.

In order to discuss Fourier expansions we assume that $f: \mathcal{H}^{n} \rightarrow \mathbb{C}$ is a function that satisfies the functional equation

$$
f(g z)=J_{\omega, \chi}^{2 \boldsymbol{k}, 2 m}(g, z) f(z)
$$

for all $g \in \Gamma$ and $z \in \mathcal{H}^{n}$. Then we can consider the Fourier expansion of $f$ at the cusps of $\Gamma$ as follows. Suppose first that $\infty$ is a cusp of $\Gamma$. We set

$$
\Lambda=\Lambda(\Gamma)=\left\{\lambda \in F \left\lvert\,\left(\begin{array}{ll}
1 & \lambda \\
0 & 1
\end{array}\right) \in \Gamma\right.\right\}
$$

and identify it with a subgroup of $\mathbb{R}^{n}$ via the natural embedding $F \hookrightarrow \mathbb{R}^{n}$ : $\lambda \mapsto\left(\lambda^{(1)}, \ldots, \lambda^{(n)}\right)$ induced by (4.1). Since the homomorphism $\chi$ carries parabolic elements to parabolic elements, for each $\lambda \in \Lambda$ we see that

$$
\chi\left(\begin{array}{ll}
1 & \lambda \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
1 & \lambda_{\chi} \\
0 & 1
\end{array}\right)
$$

for some $\lambda_{\chi} \in F$, and therefore we obtain

$$
J_{\omega, \chi}^{2 \boldsymbol{k}, 2 m}\left(\left(\begin{array}{ll}
1 & \lambda \\
0 & 1
\end{array}\right), z\right)=1 .
$$

Thus $f$ is periodic with $f(z+\lambda)=f(z)$ for all $z \in \mathcal{H}$ and $\lambda \in \Lambda$, and hence it has a Fourier expansion. Let $\Lambda^{*}$ denote the dual lattice given by

$$
\Lambda^{*}=\{\xi \in F \mid T(\xi \lambda) \in \mathbb{Z} \quad \text { for all } \quad \lambda \in \Lambda\}
$$

where $T(\xi \lambda)=\sum_{j=1}^{n} \xi_{j} \lambda_{j}$. Then the Fourier expansion of $f$ at $\infty$ is given by

$$
f(z)=\sum_{\xi \in \Lambda^{*}} a_{\xi} e^{2 \pi i T(\xi z)}
$$

where $T(\xi z)=\sum_{j=1}^{n} \xi_{j} z_{j}$.
Now we consider an arbitrary cusp $s$ of $\Gamma$. Let $\sigma$ be an element of $S L(2, F) \subset S L(2, \mathbb{R})^{n}$ such that $\sigma(\infty)=s$. We assume that the homomorphism $\chi: \Gamma \rightarrow S L(2, F)$ can be extended to a map $\chi: \Gamma^{\prime} \rightarrow S L(2, F)$, where

$$
\Gamma^{\prime}=\Gamma \cup\{\alpha \in S L(2, F) \mid \alpha(\infty)=s, s \text { a cusp of } \Gamma\}
$$

Given elements $\boldsymbol{k}, \boldsymbol{m} \in \mathbb{Z}^{n}$, we set

$$
\begin{gather*}
\Gamma^{\sigma}=\sigma^{-1} \Gamma \sigma \\
(f \mid \sigma)(z)=J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(\sigma, z)^{-1} f(\sigma z) \tag{4.7}
\end{gather*}
$$

for all $z \in \mathcal{H}^{n}$.
Lemma 4.1 If $f: \mathcal{H}^{n} \rightarrow \mathbb{C}$ is a function satisfying

$$
f(g z)=J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(g, z) f(z)
$$

for all $g \in \Gamma$ and $z \in \mathcal{H}^{n}$, then the function $f \mid \sigma: \mathcal{H}^{n} \rightarrow \mathbb{C}$ given by (4.7) satisfies the functional equation

$$
(f \mid \sigma)(g z)=J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(g, z)(f \mid \sigma)(z)
$$

for all $g \in \Gamma^{\sigma}$ and $z \in \mathcal{H}^{n}$.
Proof. Let $g=\sigma^{-1} \gamma \sigma \in \Gamma^{\sigma}$ with $\gamma \in \Gamma$. Then we have

$$
\begin{aligned}
(f \mid \sigma)(g z) & =J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}\left(\sigma, \sigma^{-1} \gamma \sigma z\right)^{-1} f\left(\sigma \sigma^{-1} \gamma \sigma z\right) \\
& =J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}\left(\sigma, \sigma^{-1} \gamma \sigma z\right)^{-1} J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(\gamma, \sigma z) f(\gamma \sigma z) \\
& =J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}\left(\sigma^{-1} \gamma, \sigma z\right) f(\sigma z)
\end{aligned}
$$

where we used the relation

$$
\begin{aligned}
J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(\gamma, \sigma z) & =J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}\left(\sigma \sigma^{-1} \gamma, \sigma z\right) \\
& =J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}\left(\sigma, \sigma^{-1} \gamma \sigma z\right) J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \mathbf{m}}\left(\sigma^{-1} \gamma, \sigma z\right)
\end{aligned}
$$

that follows from (4.6). However, using (4.6) again, we have

$$
J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}\left(\sigma^{-1} \gamma \sigma, z\right)=J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}\left(\sigma^{-1} \gamma, \sigma z\right) J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(\sigma, z) .
$$

Thus we obtain

$$
\begin{aligned}
(f \mid \sigma)(g z) & =J_{\omega, \chi}^{2 \boldsymbol{k}, 2 m}\left(\sigma^{-1} \gamma \sigma, z\right) J_{\omega, \chi}^{2 \boldsymbol{k}, 2 m}(\sigma, z)^{-1} f(\sigma z) \\
& =J_{\omega, \chi}^{2 \boldsymbol{k}, 2 m}\left(\sigma^{-1} \gamma \sigma, z\right)(f \mid \sigma)(\sigma z) ;
\end{aligned}
$$

hence the lemma follows.
Since $\infty$ is a cusp of $\Gamma^{\sigma}$, the function $f \mid \sigma$ has a Fourier expansion at $\infty$ of the form

$$
(f \mid \sigma)(z)=\sum_{\xi \in \Lambda^{*}} a_{\xi} e^{2 \pi i T(\xi z)}
$$

This series is called a Fourier expansion of $f$ at the cusp $s$, and the coefficients $a_{\xi}$ are called the Fourier coefficients of $f$ at $s$.

Definition 4.2 Let $\Gamma \in S L(2, \mathbb{R})^{n}$ be a discrete subgroup with cusp s, and let $f: \mathcal{H}^{n} \rightarrow \mathbb{C}$ be a holomorphic function satisfying the relation

$$
f(g z)=J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(g, z) f(z) .
$$

(i) The function $f$ is regular at $s$ if the Fourier coefficients of $f$ at $s$ satisfy the condition that $\xi \geq 0$ whenever $a_{\xi} \neq 0$.
(ii) The function $f$ vanishes at $s$ if the Fourier coefficients of $f$ at satisfy the condition that $\xi>0$ whenever $a_{\xi} \neq 0$.

Remark 4.3 Given a cusp $s$ of $\Gamma$ there may be more than one element $\sigma \in$ $S L(2, F)$ such that $\sigma(\infty)=s$. However the above definition makes sense because of the next lemma.

Lemma 4.4 Let $s$ be a cusp of $\Gamma$ and assume that $\sigma(\infty)=\sigma^{\prime}(\infty)=s$ for $\sigma, \sigma^{\prime} \in S L(2, F)$. Then $f \mid \sigma$ is regular (resp. vanishes) at $\infty$ if and only if $f \mid \sigma^{\prime}$ is regular (resp. vanishes) at $\infty$.

Proof. It is sufficient to prove the lemma for the case when $\sigma^{\prime}$ is the identity element in $S L(2, F)$ and $s=\infty$. Then we have $\sigma(\infty)=\infty$, and hence

$$
\sigma=\left(\begin{array}{cc}
\delta & 0 \\
0 & \delta^{-1}
\end{array}\right)\left(\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right)
$$

for some $b, \delta \in F$. Let $\Lambda_{\sigma}=\Lambda\left(\Gamma^{\sigma}\right)=\Lambda\left(\sigma^{-1} \Gamma \sigma\right)$. Then $\lambda \in \Lambda_{\sigma}$ if and only if

$$
\sigma\left(\begin{array}{ll}
1 & \lambda \\
0 & 1
\end{array}\right) \sigma^{-1}=\left(\begin{array}{cc}
1 & \delta^{2} \lambda \\
0 & 1
\end{array}\right) \in \Gamma
$$

hence we have $\Lambda_{\sigma}=\delta^{-2} \Lambda$. Therefore $\Lambda_{\sigma}^{*}=\delta^{2} \Lambda^{*}$, and we have the Fourier expansions

$$
f(z)=\sum_{\xi \in \Lambda^{*}} a_{\xi} e^{2 \pi i T(\xi z)}, \quad(f \mid \sigma)(z)=\sum_{\xi \in \Lambda_{\sigma}^{*}} a_{\xi}^{\sigma} e^{2 \pi i T(\xi z)}
$$

On the other hand, we have

$$
\begin{aligned}
(f \mid \sigma)(z) & =J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(\sigma, z)^{-1} f(\sigma z)=J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(\sigma, z)^{-1} f\left(\delta^{2}(z+b)\right) \\
& =J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(\sigma, z)^{-1} \sum_{\xi \in \Lambda^{*}} a_{\xi} e^{2 \pi i T\left(\delta^{2} b \xi\right)} e^{2 \pi i T\left(\xi \delta^{2} z\right)} \\
& =J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(\sigma, z)^{-1} \sum_{\xi \in \Lambda_{\sigma}^{*}} a_{\xi \delta^{-2}} e^{2 \pi i T(b \xi)} e^{2 \pi i T(\xi z)}
\end{aligned}
$$

Thus we obtain

$$
a_{\xi}^{\sigma}=J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{m}}(\sigma, z)^{-1} e^{2 \pi i T(b \xi)} a_{\xi \delta^{-2}}
$$

for all $\xi \in \Lambda_{\sigma}^{*}$. The lemma follows from this relation.
Definition 4.5 Let $\Gamma$, $\chi$, and $\omega$ be as above, and assume that the quotient space $\Gamma \backslash \mathcal{H}^{n} \cup\{$ cusps $\}$ is compact. A mixed Hilbert modular form of type $(2 \boldsymbol{k}, 2 \boldsymbol{m})$ associated to $\Gamma, \omega$ and $\chi$ is a holomorphic function $f: \mathcal{H}^{n} \rightarrow \mathbb{C}$ satisfying the following conditions:
(i) $f(\gamma z)=J_{\omega, \chi}^{2 \boldsymbol{k}, 2 m}(\gamma, z) f(z)$ for all $\gamma \in \Gamma$.
(ii) $f$ is regular at the cusps of $\Gamma$.

The holomorphic function $f$ is a mixed Hilbert cusp form of the same type if (ii) is replaced with the following condition:
(ii)' $f$ vanishes at the cusps of $\Gamma$.

If $\boldsymbol{k}=(k, \ldots, k)$ and $\boldsymbol{m}=(m, \ldots, m)$ with nonnegative integers $k$ and $m$, then a mixed Hilbert modular form of type $(2 \boldsymbol{k}, 2 \boldsymbol{m})$ will also be called a mixed Hilbert modular form of type $(2 k, 2 m)$.

As in the case of the usual Hilbert modular forms, Koecher's principle also holds true in the mixed case as is described in the next proposition. Thus the condition (ii) is not necessary for $n \geq 2$.

Proposition 4.6 If $n \geq 2$, then any holomorphic function $f: \mathcal{H}^{n} \rightarrow \mathbb{C}$ satisfying the condition (i) in Definition 4.5 is a mixed Hilbert modular form of type $(2 \boldsymbol{k}, 2 \boldsymbol{m})$ associated to $\Gamma, \omega$ and $\chi$.

Proof. Let $\varepsilon$ be an element in $F$ such that the transformation $z \mapsto \varepsilon z+b$ is contained in $\Gamma$ for some $b$. Then we have

$$
\begin{aligned}
f(\varepsilon z+b) & =J_{\omega, \chi}^{2 \boldsymbol{k}, 2 m}\left(\left(\begin{array}{cc}
\varepsilon^{1 / 2} & b \varepsilon^{-1 / 2} \\
0 & \varepsilon^{-1 / 2}
\end{array}\right), z\right) f(z) \\
& =\varepsilon_{1}^{-k_{1}} \cdots \varepsilon_{n}^{-k_{n}} \varepsilon_{\chi, 1}^{-m_{1}} \cdots \varepsilon_{\chi, n}^{-m} f(z) \\
& =N\left(\varepsilon^{-\boldsymbol{k}}\right) N\left(\varepsilon_{\chi}^{-\boldsymbol{m}}\right) f(z)
\end{aligned}
$$

$$
\chi\left(\begin{array}{cc}
\varepsilon^{1 / 2} & b \varepsilon^{-1 / 2} \\
0 & \varepsilon^{-1 / 2}
\end{array}\right)=\left(\begin{array}{cc}
\varepsilon_{\chi}^{1 / 2} & d \varepsilon_{\chi}^{-1 / 2} \\
0 & \varepsilon_{\chi}^{-1 / 2}
\end{array}\right)
$$

for some elements $\varepsilon_{\chi}, d \in F$ (note that the image of a parabolic element under $\chi$ is a parabolic element). Hence, if $f(z)=\sum_{\xi \in \Lambda^{*}} a_{\xi} e^{2 \pi i T(\xi z)}$ is the Fourier expansion of $f(z)$ at $\infty$, then we have

$$
a_{\varepsilon \xi}=a_{\xi} e^{2 \pi i T(\xi b)} N\left(\varepsilon^{-\boldsymbol{k}}\right) N\left(\varepsilon_{\chi}^{-\boldsymbol{m}}\right)
$$

Now suppose $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}$ with $\xi_{i}<0$ for some $i$, and choose a unit $\varepsilon \gg 0$ such that $\varepsilon_{i}>1$ and $\varepsilon_{j}<1$ for $j \neq i$. Let $c$ be any positive real number, and consider the subseries

$$
\begin{aligned}
& \sum_{m=1}^{\infty} a_{\varepsilon^{2 m} \xi} e^{2 \pi i T\left(\varepsilon^{2 m} \xi i c\right)} \\
& \quad=a_{\xi} e^{2 \pi i T(\xi b)} \sum_{m=1}^{\infty} N\left(\varepsilon^{-2 m \mathbf{k}}\right) N\left(\left(\varepsilon^{2 m}\right)_{\chi}^{-\boldsymbol{m}}\right) e^{-2 \pi c T\left(\varepsilon^{2 m} \xi\right)}
\end{aligned}
$$

of the Fourier series of $f(i c)$. Since we have

$$
T\left(\varepsilon^{2 m} \xi\right)=\varepsilon_{i}^{2 m} \xi_{i}+\sum_{j \neq i} \varepsilon_{j}^{2 m} \xi_{j},
$$

the above subseries cannot converge unless $a_{\xi}=0$. Therefore $\xi$ is positive whenever $a_{\xi} \neq 0$.

### 4.2 Families of Abelian Varieties over Hilbert Modular Varieties

In this section we discuss connections between mixed Hilbert modular forms and holomorphic forms on families of abelian varieties parametrized by a Hilbert modular variety.

Let $\mathcal{H}^{n}, \Gamma, \omega$ and $\chi$ be as in Section 4.1. Thus $\Gamma \subset S L(2, F)$ is a discrete subgroup of $S L(2, \mathbb{R})^{n}, \chi: \Gamma \rightarrow S L(2, F) \subset S L(2, \mathbb{R})^{n}$ is a homomorphism of groups, and $\omega: \mathcal{H}^{n} \rightarrow \mathcal{H}^{n}$ is a holomorphic map equivariant with respect to $\chi$. Throughout the rest of this paper, we shall assume that

$$
\gamma \cdot(\mathbb{Z} \times \mathbb{Z})^{n} \subset(\mathbb{Z} \times \mathbb{Z})^{n}
$$

for all $\gamma \in \Gamma$.
Consider the semidirect product $\Gamma \ltimes(\mathbb{Z} \times \mathbb{Z})^{m n}$ consisting of the elements of the form

$$
\begin{aligned}
(g,(\mu, \nu)) & =\left(g_{1}, \ldots, g_{n} ;(\mu, \nu)_{1}, \ldots(\mu, \nu)_{n}\right) \\
& =\left(g_{1}, \ldots, g_{n} ;\left(\mu_{1}^{1}, \nu_{1}^{1}\right), \ldots\left(\mu_{1}^{m}, \nu_{1}^{m}\right) ; \ldots ;\left(\mu_{n}^{1}, \nu_{n}^{1}\right), \ldots\left(\mu_{n}^{m}, \nu_{n}^{m}\right)\right)
\end{aligned}
$$

with its multiplication operation given by

$$
(g,(\mu, \nu)) \cdot\left(g^{\prime},\left(\mu^{\prime}, \nu^{\prime}\right)\right)=\left(g g^{\prime},(\mu, \nu) g^{\prime}+\left(\mu^{\prime}, \nu^{\prime}\right)\right)
$$

where

$$
\begin{aligned}
(\mu, \nu) & =\left((\mu, \nu)_{1}, \ldots,(\mu, \nu)_{n}\right) \\
& =\left(\left(\mu_{1}^{1}, \nu_{1}^{1}\right), \ldots,\left(\mu_{1}^{m}, \nu_{1}^{m}\right) ; \ldots ;\left(\mu_{n}^{1}, \nu_{n}^{1}\right), \ldots,\left(\mu_{n}^{m}, \nu_{n}^{m}\right)\right)
\end{aligned}
$$

with $\mu_{j}^{k}, \nu_{j}^{k} \in \mathbb{Z}$ for $1 \leq j \leq n$ and $1 \leq k \leq m$, and

$$
\begin{aligned}
(\mu, \nu) g^{\prime} & =\left((\mu, \nu)_{1} g_{1}^{\prime}, \ldots,(\mu, \nu)_{n} g_{n}^{\prime}\right) \\
& =\left(\left(\mu_{1}^{1}, \nu_{1}^{1}\right) g_{1}^{\prime}, \ldots,\left(\mu_{1}^{m}, \nu_{1}^{m}\right) g_{1}^{\prime} ; \ldots ;\left(\mu_{n}^{1}, \nu_{n}^{1}\right) g_{n}^{\prime}, \ldots,\left(\mu_{n}^{m}, \nu_{n}^{m}\right) g_{n}^{\prime}\right)
\end{aligned}
$$

for $g^{\prime}=\left(g_{1}^{\prime}, \ldots, g_{n}^{\prime}\right) \in \Gamma \subset S L(2, \mathbb{R})^{n}$. Then the discrete group $\Gamma \ltimes(\mathbb{Z} \times \mathbb{Z})^{m n}$ operates on $\mathcal{H}^{n} \times \mathbb{C}^{m n}$ by

$$
\begin{align*}
& (g,(\mu, \nu)) \cdot(z, \zeta)  \tag{4.8}\\
& \qquad \begin{array}{l}
=\left(\frac{a_{1} z_{1}+b_{1}}{c_{1} z_{1}+d_{1}}, \ldots, \frac{a_{n} z_{n}+b_{n}}{c_{n} z_{n}+d_{n}}\right. \\
\quad \frac{\mu_{1}^{1} \omega(z)_{1}+\nu_{1}^{1}+\zeta_{1}^{1}}{c_{\chi, 1} \omega(z)_{1}+d_{\chi, 1}}, \ldots, \frac{\mu_{1}^{m} \omega(z)_{1}+\nu_{1}^{m}+\zeta_{1}^{m}}{c_{\chi, 1} \omega(z)_{1}+d_{\chi, 1}} ; \ldots \\
\left.\quad \ldots ; \frac{\mu_{n}^{1} \omega(z)_{n}+\nu_{n}^{1}+\zeta_{n}^{1}}{c_{\chi, n} \omega(z)_{n}+d_{\chi, n}}, \ldots, \frac{\mu_{n}^{m} \omega(z)_{n}+\nu_{n}^{m}+\zeta_{n}^{m}}{c_{\chi, n} \omega(z)_{n}+d_{\chi, n}}\right),
\end{array}
\end{align*}
$$

where

$$
\begin{gathered}
g=\left(g_{1}, \ldots, g_{n}\right) \in \Gamma \quad \text { with } \quad g_{j}=\left(\begin{array}{cc}
a_{j} & b_{j} \\
c_{j} & d_{j}
\end{array}\right) \in S L(2, \mathbb{R}) \quad \text { for } \quad 1 \leq j \leq n, \\
(\mu, \nu)=\left(\left(\mu_{1}^{1}, \nu_{1}^{1}\right), \ldots,\left(\mu_{1}^{m}, \nu_{1}^{m}\right) ; \ldots ;\left(\mu_{n}^{1}, \nu_{n}^{1}\right), \ldots,\left(\mu_{n}^{m}, \nu_{n}^{m}\right)\right) \in(\mathbb{Z} \times \mathbb{Z})^{m n}, \\
(z, \zeta)=\left(z_{1}, \ldots, z_{n} ; \zeta_{1}^{1}, \ldots, \zeta_{1}^{m} ; \ldots ; \zeta_{n}^{1}, \ldots, \zeta_{n}^{m}\right) \in \mathcal{H}^{n} \times \mathbb{C}^{m n} \\
\chi(g)=\left(\chi(g)_{1}, \ldots, \chi(g)_{n}\right) \quad \text { with } \quad \chi(g)_{j}=\left(\begin{array}{cc}
a_{\chi, j} & b_{\chi, j} \\
c_{\chi, j} & d_{\chi, j}
\end{array}\right) \in S L(2, \mathbb{R})
\end{gathered}
$$

for $1 \leq j \leq n$, and $\omega(z)=\left(\omega(z)_{1}, \ldots, \omega(z)_{n}\right) \in \mathcal{H}^{n}$.
Now we assume that $\Gamma$ does not contain elements of finite order, so that the corresponding quotient $\Gamma \backslash \mathcal{H}^{n}$ has the structure of a complex manifold, and set

$$
\begin{equation*}
E_{\omega, \chi}^{m, n}=\Gamma \ltimes(\mathbb{Z} \times \mathbb{Z})^{m n} \backslash \mathcal{H}^{n} \times \mathbb{C}^{m n} \tag{4.9}
\end{equation*}
$$

where the quotient is taken with respect to the operation of $\Gamma \ltimes(\mathbb{Z} \times \mathbb{Z})^{m n}$ on $\mathcal{H}^{n} \times \mathbb{C}^{m n}$ given by (4.8). If $X_{\Gamma}$ denotes the Hilbert modular variety $\Gamma \backslash \mathcal{H}^{n}$, then the canonical projection map $\mathcal{H}^{n} \times \mathbb{C}^{m n} \rightarrow \mathcal{H}^{n}$ induces the map $\pi_{\Gamma}^{m, n}: E_{\omega, \chi}^{m, n} \rightarrow X_{\Gamma}$, which is a fiber bundle over $X_{\Gamma}$ and whose fiber is the
complex torus $(\mathbb{C} / \mathbb{Z} \times \mathbb{Z})^{m n}$. Now let $\Gamma^{\prime}=\chi(\Gamma)$ be the image of $\Gamma$ under $\chi$ regarded as a subgroup of $S L(2, \mathbb{R})^{n}$. If $1: \mathcal{H}^{n} \rightarrow \mathcal{H}^{n}$ is the identity map and $\iota: \Gamma^{\prime} \rightarrow S L(2, \mathbb{R})^{n}$ is the inclusion map, the corresponding quotient similar to (4.9) with $\Gamma$ replaced with $\Gamma^{\prime}$ determines the fiber bundle $E_{1, \iota}^{m, n}$ over the Hilbert modular variety $X_{\Gamma^{\prime}}=\Gamma^{\prime} \backslash \mathcal{H}^{n}$. The next proposition shows that $E_{\omega, \chi}^{m, n}$ can be regarded as a family of abelian varieties parametrized by $X_{\Gamma}$.
Proposition 4.7 (i) If $m=1$, the corresponding map $\pi_{\Gamma}^{1, n}: E_{\omega, \chi}^{1, n} \rightarrow X_{\Gamma}$ is a fiber bundle over the Hilbert modular variety $X_{\Gamma}=\Gamma \backslash \mathcal{H}^{n}$ whose fiber $\mathbb{C}^{n} /(\mathbb{Z} \times \mathbb{Z})^{n}$ has a canonical structure of an abelian variety.
(ii) If $m>1$, the space $E_{\omega, \chi}^{m, n}$ is an $m$-fold fiber power of the fiber bundle $E_{\omega, \chi}^{1, n}$ in (i) over $X_{\Gamma}$
Proof. These statements are proved in [92, Proposition 7.4] for the case of $E_{1, i}^{m, n}$. The proof for the general case follows from the observation that $E_{\omega, \chi}^{m, n}$ can be obtained by pulling back the fiber bundle $E_{1, \iota}^{m, n}$ over $X_{\Gamma^{\prime}}=\Gamma^{\prime} \backslash \mathcal{H}^{n}=$ $\chi(\Gamma) \backslash \mathcal{H}^{n}$ via the natural map $X_{\Gamma} \rightarrow X_{\chi(\Gamma)}$ induced by $\omega: \mathcal{H}^{n} \rightarrow \mathcal{H}^{n}$ so that the diagram

is commutative (see also [61, 69], [108, Chapter IV]).
Given a nonnegative integer $\nu$, let $J_{\omega, \chi}^{2,2 \nu}: \Gamma \times \mathcal{H}^{n} \rightarrow \mathbb{C}$ be the automorphy factor described in (4.5), that is, the automorphy factor $J_{\omega, \chi}^{2 \boldsymbol{k}, 2 \boldsymbol{l}}$ for $\boldsymbol{k}=(1, \ldots, 1)$ and $\boldsymbol{m}=(\nu, \ldots, \nu)$. Then the discrete subgroup $\Gamma \subset G$ operates on $\mathcal{H}^{n} \times \mathbb{C}$ by

$$
\begin{equation*}
g \cdot(z, \zeta)=\left(g z, J_{\omega, \chi}^{2,2 \nu}(g, z) \zeta\right) \tag{4.10}
\end{equation*}
$$

for all $g \in \Gamma$ and $(z, \zeta) \in \mathcal{H}^{n} \times \mathbb{C}$. We set

$$
\mathcal{L}_{\omega, \chi}^{2,2 \nu}=\Gamma \backslash \mathcal{H}^{n} \times \mathbb{C}
$$

where the quotient is taken with respect to the operation given by (4.10). Then the natural projection $\mathcal{H}^{n} \times \mathbb{C} \rightarrow \mathcal{H}^{n}$ induces on $\mathcal{L}_{\omega, \chi}^{2,2 \nu}$ the structure of a line bundle over the arithmetic variety $X_{\Gamma}=\Gamma \backslash \mathcal{H}^{n}$, and holomorphic sections of this bundle can be identified with holomorphic functions $f: \mathcal{H}^{n} \rightarrow$ $\mathbb{C}$ satisfying

$$
f(g z)=J_{\omega, \chi}^{2,2 \nu}(g, z) f(z)
$$

for all $g \in \Gamma$ and $z \in \mathcal{H}^{n}$.
Theorem 4.8 Let $\Omega^{(2 \nu+1) n}$ be the sheaf of holomorphic $(2 \nu+1) n$-forms on $E_{\omega, \chi}^{2,2 \nu}$. Then the space of holomorphic sections of the line bundle $\mathcal{L}_{\omega, \chi}^{2,2 \nu}$ over $X_{\Gamma}$ is canonically isomorphic to the space $H^{0}\left(E_{\omega, \chi}^{2,2 \nu}, \Omega^{(2 \nu+1) n}\right)$ of holomorphic $(2 \nu+1) n$-forms on $E_{\omega, \chi}^{2,2 \nu}$.

Proof. From the construction of $E_{\omega, \chi}^{m, n}$ in (4.9) it follows that a holomorphic $(2 \nu+1) n$-form on $E_{\omega, \chi}^{m, n}$ can be regarded as a holomorphic $(2 \nu+1) n$-form on $\mathcal{H}^{n} \times \mathbb{C}^{2 \nu n}$ that is invariant under the operation of $\Gamma \ltimes(\mathbb{Z} \times \mathbb{Z})^{2 \nu n}$ given by (4.8). Since $(2 \nu+1) n$ is the complex dimension of the space $\mathcal{H}^{n} \times \mathbb{C}^{2 \nu n}$, a holomorphic $(2 \nu+1) n$-form on $\mathcal{H}^{n} \times \mathbb{C}^{2 \nu n}$ is of the form

$$
\Theta=\tilde{f}(z, \zeta) d z \wedge d \zeta
$$

where

$$
\begin{gathered}
(z, \zeta)=\left(z_{1}, \ldots, z_{n} ; \zeta_{1}^{1}, \ldots, \zeta_{1}^{2 \nu} ; \ldots ; \zeta_{n}^{1}, \ldots, \zeta_{n}^{2 \nu}\right) \in \mathcal{H}^{n} \times \mathbb{C}^{2 \nu n} \\
d z=d z_{1} \wedge \cdots \wedge d z_{n} \\
d \zeta=d \zeta_{1}^{1} \wedge \cdots \wedge d \zeta_{1}^{2 \nu} \wedge \cdots \wedge d \zeta_{n}^{1} \wedge \cdots \wedge d \zeta_{n}^{2 \nu}
\end{gathered}
$$

and $\tilde{f}$ is a holomorphic function on $\mathcal{H}^{n} \times \mathbb{C}^{2 \nu n}$. Given a fixed point $z_{0} \in \mathcal{H}^{n}$, the holomorphic form $\Theta$ descends to a holomorphic $2 \nu n$-form on the corresponding fiber of the fiber bundle $E_{\omega, \chi}^{m, n} \rightarrow X_{\Gamma}=\Gamma \backslash \mathcal{H}^{n}$. Since the complex dimension of the fiber is $2 \nu n$, the dimension of the space of holomorphic $2 \nu n$ forms is one. Thus the mapping $\zeta \mapsto \tilde{f}(z, \zeta)$ is a holomorphic $2 \nu n$-variable function with $2 \nu n$ independent variables, and therefore must be constant. Hence the function $\tilde{f}(z, \zeta)$ depends only on $z$, and $\tilde{f}(z, \zeta)=f(z)$ where $f$ is a holomorphic function on $\mathcal{H}^{n}$. Given $(g,(\mu, \nu)) \in \Gamma \ltimes(\mathbb{Z} \times \mathbb{Z})^{2 \nu n}$ as above, we have the operations

$$
\begin{gathered}
d z_{j} \mid(g,(\mu, \nu))=\left(c_{j} z_{j}+d_{j}\right)^{-2} d z_{j}, \quad 1 \leq j \leq n \\
d \zeta_{j}^{k} \mid(g,(\mu, \nu))=\left(c_{\chi, j} \omega(z)_{j}+d_{\chi, j}\right)^{-1} d \zeta_{j}^{k}+\sum_{i=1}^{n} F_{i}(z, \zeta) d z_{i}
\end{gathered}
$$

for $1 \leq k \leq 2 \nu, 1 \leq j \leq n$, and some functions $F_{i}(z, \zeta)$. Thus the operation of $(g,(\mu, \nu))$ on $\Theta$ is given by

$$
\Theta \mid(g,(\mu, \nu))=f(g z) \prod_{j=1}^{n}\left(c_{j} z_{j}+d_{j}\right)^{-2}\left(c_{\chi, j} \omega(z)_{j}+d_{\chi, j}\right)^{-2 \nu} d z \wedge d \zeta
$$

Hence it follows that

$$
\begin{aligned}
f(g z) & =f(z) \prod_{j=1}^{n}\left(c_{j} z_{j}+d_{j}\right)^{2}\left(c_{\chi, j} \omega(z)_{j}+d_{\chi, j}\right)^{2 \nu} \\
& =f(z) J_{\omega, \chi}^{2,2 \nu}(g, z)
\end{aligned}
$$

and therefore $f$ can be identified with a holomorphic section of $\mathcal{L}_{\omega, \chi}^{2,2 \nu}$.
Corollary 4.9 Let $\mathcal{A}_{2,2 \nu}(\Gamma, \omega, \chi)$ be the space of mixed Hilbert modular forms of type $(2,2 \nu)$ associated to $\Gamma, \omega$ and $\chi$. If $n \geq 2$, then there is a canonical isomorphism

$$
\mathcal{A}_{2,2 \nu}(\Gamma, \omega, \chi) \cong H^{0}\left(E_{\omega, \chi}^{2,2 \nu}, \Omega^{(2 \nu+1) n}\right)
$$

Proof. The corollary follows from Theorem 4.8 and Proposition 4.6.
Arithmetic varieties such as the Hilbert modular variety $X_{\Gamma}=\Gamma \backslash \mathcal{H}^{n}$ considered above can be regarded as connected components of Shimura varieties (cf. [21]). Mixed Shimura varieties generalize Shimura varieties, and they play an essential role in the theory of compactifications of Shimura varieties (cf. [3, 38, 39]). A typical mixed Shimura variety is essentially a torus bundle over a family of abelian varieties parametrized by a Shimura variety (see $[94,103]$ ). A Shimura variety and a family of abelian varieties which it parametrizes can also be considered as special cases of mixed Shimura varieties. We now want to discuss extensions of the results obtained above to the compactifications of families of abelian varieties using the theory of toroidal compactifications of mixed Shimura varieties developed in [3] (see also [38]).

Let $\pi_{\Gamma}: E_{\omega, \chi}^{2,2 \nu} \rightarrow X_{\Gamma}$ be the family of abelian varieties parametrized by an arithmetic variety given by (4.9). Using the language of Shimura varieties, $E_{\omega, \chi}^{2,2 \nu}$ can be regarded as the mixed Shimura variety $M^{K_{f}}(P, \mathcal{X})(\mathbb{C})$ associated to the group

$$
P=\operatorname{Res}_{F / \mathbb{Q}} S L(2, F) \ltimes V_{4 \nu n}
$$

and the subgroup $K_{f} \subset P\left(\mathbb{A}_{f}\right)$ with $K_{f} \cap P(\mathbb{Q})=\Gamma \ltimes(\mathbb{Z} \times \mathbb{Z})^{2 \nu n}$, where Res is Weil's restriction map and $V_{4 \nu n}$ is a $\mathbb{Q}$-vector space of dimension $4 \nu n$. Thus $\mathcal{X}$ is a left homogeneous space under the subgroup $P(\mathbb{R}) \cdot U(\mathbb{C}) \subset P(\mathbb{C})$, where $U$ is a subgroup of the unipotent radical $W$ of $P$, and $M^{K_{f}}(P, \mathcal{X})(\mathbb{C})=$ $P(\mathbb{Q}) \backslash \mathcal{X} \times\left(P\left(\mathbb{A}_{f}\right) / K_{f}\right)$, where the operation of $P(\mathbb{Q})$ on $\mathcal{X}$ is via $\chi$ and $\omega$ (see [94, 103] for details). The arithmetic variety $X_{\Gamma}$ is the mixed Shimura variety $M^{K_{f}}((P, \mathcal{X}) / W)(\mathbb{C})$, which is in fact a pure Shimura variety. Furthermore, the mapping $\pi_{\Gamma}$ can be considered as the natural projection map

$$
M^{K_{f}}(P, \mathcal{X})(\mathbb{C}) \rightarrow M^{K_{f}}((P, \mathcal{X}) / W)(\mathbb{C})
$$

There are number of ways of compactifying Shimura varieties. Among those are Baily-Borel compactifications (cf. [5]) and toroidal compactifications. The toroidal compactifications of mixed Shimura varieties were constructed by Pink in [103]. Let $\bar{X}_{\Gamma}$ be the Baily-Borel compactification of $X_{\Gamma}$, and denote by

$$
\widetilde{E}_{\omega, \chi}^{2,2 \nu}=M^{K_{f}}(P, \mathcal{X}, \mathcal{S})(\mathbb{C})
$$

the toroidal compactification of $E_{\omega, \chi}^{2,2 \nu}=M^{K_{f}}(P, \mathcal{X})(\mathbb{C})$ associated to a $K_{f^{-}}$ admissible partial cone decomposition $\mathcal{S}$ for $(P, \mathcal{X})$. Then $\pi_{\Gamma}$ induces the mapping $\tilde{\pi}_{\Gamma}: \widetilde{E}_{\omega, \chi}^{2,2 \nu} \rightarrow \bar{X}_{\Gamma}$ of compactifications (see [103] for details).

Theorem 4.10 Let $\Omega^{(2 \nu+1) n}(\log \partial \widetilde{E})$ be the sheaf of holomorphic $(2 \nu+1) n$ forms on $\widetilde{E}_{\omega, \chi}^{2,2 \nu}$ with logarithmic poles along the boundary

$$
\partial \widetilde{E}=\widetilde{E}_{\omega, \chi}^{2,2 \nu}-E_{\omega, \chi}^{2,2 \nu}
$$

Then there exists an extension $\overline{\mathcal{L}}_{\omega, \chi}^{2,2 \nu}$ of $\mathcal{L}_{\omega, \chi}^{2,2 \nu}$ to the Baily-Borel compactification $\bar{X}_{\Gamma}$ of $X_{\Gamma}$, which depends only on $(P, \mathcal{X}) / U$ up to isomorphism, such that there is a canonical isomorphism

$$
\Omega^{(2 \nu+1) n}(\log \partial \widetilde{E}) \cong \tilde{\pi}_{\Gamma}^{*} \overline{\mathcal{L}}_{\omega, \chi}^{2,2 \nu}
$$

of sheaves, where the line bundle $\overline{\mathcal{L}}_{\omega, \chi}^{2,2 \nu}$ is regarded as an invertible sheaf.
Proof. By Proposition 8.1 in [103], there is an invertible sheaf $\mathcal{F}$ on the BailyBorel compactification $\bar{X}_{\Gamma}$ of $X$ such that there is a canonical isomorphism

$$
\pi_{\Gamma}^{*} \mathcal{F} \cong \Omega^{(2 \nu+1) n}(\log \partial \widetilde{E})
$$

On the other hand, using Theorem 4.8 we obtain a canonical isomorphism $\pi_{\Gamma}^{*} \mathcal{L}_{\omega, \chi}^{2,2 \nu} \cong \Omega^{(2 \nu+1) n}$. Thus it follows that $\overline{\mathcal{L}}_{\omega, \chi}^{2,2 \nu}=\mathcal{F}$ is the desired extension of $\mathcal{L}$.

Remark 4.11 Let $\widetilde{X}_{\Gamma}$ be the toroidal compactification of $X_{\Gamma}$, and let $\widetilde{\mathcal{L}}_{\omega, \chi}^{2,2 \nu}$ be the canonical extension of $\mathcal{L}_{\omega, \chi}^{2,2 \nu}$ to $\widetilde{X}_{\Gamma}$. Let $\iota: X_{\Gamma} \rightarrow \bar{X}_{\Gamma}$ be the canonical embedding of $X_{\Gamma}$ into its Baily-Borel compactification $\bar{X}_{\Gamma}$. Then the image of the restriction map

$$
H^{0}\left(\widetilde{X}_{\Gamma}, \widetilde{\mathcal{L}}_{\omega, \chi}^{2,2 \nu}\right) \rightarrow H^{0}\left(X_{\Gamma}, \mathcal{L}_{\omega, \chi}^{2,2 \nu}\right) \cong H^{0}\left(\bar{X}_{\Gamma}, \iota_{*} \mathcal{L}_{\omega, \chi}^{2,2 \nu}\right)
$$

is the subspace of sections regular at infinity, and hence it is the space of sections in $H^{0}\left(\bar{X}_{\Gamma}, \iota_{*} \mathcal{L}_{\omega, \chi}^{2,2 \nu}\right)$ which vanish on $\bar{X}_{\Gamma}-X_{\Gamma}$, i.e., the space of mixed Hilbert modular cusp forms (see [39, p. 40], [5, Section 10]).

### 4.3 Mixed Siegel Modular Forms

In this section we introduce mixed Siegel modular forms, construct a family of abelian varieties parametrized by a Siegel modular variety, and show that holomorphic forms of the highest degree on such a family are mixed Siegel modular forms.

Given a positive integer $m$, let $S p(m, \mathbb{R})$ and $\mathcal{H}_{m}$ be the symplectic group and the Siegel upper half space, respectively, of degree $m$. Then $\operatorname{Sp}(m, \mathbb{R})$ acts on $\mathcal{H}_{m}$ as usual by

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \cdot z=(a z+b)(c z+d)^{-1}
$$

for all $z \in \mathcal{H}_{m}$ and $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S p(m, \mathbb{R})$. Let $\Gamma$ be an arithmetic subgroup of $S p(m, \mathbb{R})$, and let $m^{\prime}$ be another positive integer. Let $\tau: \mathcal{H}_{m} \rightarrow \mathcal{H}_{m^{\prime}}$ be a holomorphic map, and assume that there is a homomorphism $\rho: \Gamma \rightarrow$ $S p\left(m^{\prime}, \mathbb{R}\right)$ such that $\tau$ is equivariant with respect to $\rho$, that is,

$$
\tau(\gamma z)=\rho(\gamma) \tau(z)
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{H}_{m}$. If $\nu$ is a positive integer and $g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S p(\nu, \mathbb{R})$, we shall write

$$
\begin{equation*}
j(g, z)=\operatorname{det}(c z+d) \tag{4.11}
\end{equation*}
$$

for $z \in \mathcal{H}_{\nu}$. Then the resulting map $j: S p(m, \mathbb{R}) \times \mathcal{H}_{m} \rightarrow \mathbb{C}$ satisfies the cocycle condition

$$
j\left(g g^{\prime}, z\right)=j\left(g, g^{\prime} z\right) j\left(g^{\prime}, z\right)
$$

for all $g, g^{\prime} \in S p(m, \mathbb{R})$ and $z \in \mathcal{H}_{m}$.
Definition 4.12 Let $k$ and $\ell$ be nonnegative integers. A holomorphic function $f: \mathcal{H}_{m} \rightarrow \mathbb{C}$ is a mixed Siegel modular form of weight $(k, \ell)$ associated to $\Gamma, \tau$ and $\rho$ if

$$
f(\gamma z)=j(\gamma, z)^{k} j(\rho(\gamma), \tau(z))^{\ell} f(z)
$$

for all $z \in \mathcal{H}_{m}$ and $\gamma \in \Gamma \subset S p(m, \mathbb{R})$.
Note that, if $\ell=0$ and $n \geq 2$ in Definition 4.12, the function $f$ is a usual Siegel modular form for $\Gamma$ of weight $k$. We shall denote by $\mathcal{M}_{k}(\Gamma)$ the space of Siegel modular forms for $\Gamma$ of weight $k$ and by $\mathcal{M}_{k, \ell}(\Gamma, \tau, \rho)$ the space of mixed Siegel modular forms of type ( $k, \ell$ ) associated to $\Gamma, \tau$ and $\rho$. Thus we see that $\mathcal{M}_{k, 0}(\Gamma, \tau, \rho)=\mathcal{M}_{k}(\Gamma)$.

Example 4.13 Let $\Gamma^{\prime}$ be an arithmetic subgroup of $S p\left(m^{\prime}, \mathbb{R}\right)$ such that $\rho(\Gamma) \subset \Gamma^{\prime}$, and let $\phi: \mathcal{H}_{m^{\prime}} \rightarrow \mathbb{C}$ be an element of $\mathcal{M}_{\ell}\left(\Gamma^{\prime}\right)$. We denote by $\tau^{*} \phi: \mathcal{H}_{m} \rightarrow \mathbb{C}$ the pullback of $\phi$ via $\tau$, that is, the function defined by $\left(\tau^{*} \phi\right)(z)=\phi(\tau(z))$ for all $z \in \mathcal{H}_{m}$. If $f: \mathcal{H}_{m} \rightarrow \mathbb{C}$ is an element of $\mathcal{M}_{k}(\Gamma)$, then we have

$$
\begin{aligned}
\left(f \cdot\left(\tau^{*} \phi\right)\right)(\gamma z) & =f(\gamma z) \phi(\tau(\gamma z)) \\
& =f(\gamma z) \phi(\rho(\gamma) \tau(z)) \\
& =j(\gamma, z)^{k} f(z) \cdot j(\rho(\gamma), \tau(z))^{\ell} \phi(\tau(z)) \\
& =j(\gamma, z)^{k} \cdot j(\rho(\gamma), \tau(z))^{\ell}\left(f \cdot\left(\tau^{*} \phi\right)\right)(z)
\end{aligned}
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{H}_{m}$, and hence $f \cdot\left(\tau^{*} \phi\right)$ is an element of $\mathcal{M}_{k, \ell}(\Gamma, \rho, \tau)$. Thus we obtain a linear map $\mathcal{L}_{\phi, \tau}: \mathcal{M}_{k}(\Gamma) \rightarrow \mathcal{M}_{k, \ell}(\Gamma, \rho, \tau)$ sending $f$ to $f \cdot\left(\tau^{*} \phi\right)$.

We assume that the arithmetic subgroup $\Gamma \subset S p(m, \mathbb{R})$ is torsion-free, so that the corresponding quotient space $X=\Gamma \backslash \mathcal{H}_{m}$ has the structure of a complex manifold. Then we can construct a family of abelian varieties parametrized by the Siegel modular variety $X=\Gamma \backslash \mathcal{H}_{m}$ as described below.

Let $L \subset \mathbb{C}^{m^{\prime}}$ be a lattice in $\mathbb{C}^{m^{\prime}}$, and let $\Gamma_{0}$ be a torsion-free arithmetic subgroup of $S p\left(m^{\prime}, \mathbb{R}\right)$ such that

$$
\begin{equation*}
\Gamma_{0} \cdot L \subset L, \quad \rho(\Gamma) \subset \Gamma_{0} \tag{4.12}
\end{equation*}
$$

We shall first describe the standard family $Y_{0}$ of abelian varieties over $X_{0}=\Gamma_{0} \backslash \mathcal{H}_{m^{\prime}}$. Let $S p\left(m^{\prime}, \mathbb{R}\right) \ltimes \mathbb{R}^{2 m^{\prime}}$ denote the semidirect product whose multiplication operation is given by

$$
\begin{aligned}
& \left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right),(u, v)\right)\left(\left(\begin{array}{ll}
a^{\prime} & b^{\prime} \\
c^{\prime} & d^{\prime}
\end{array}\right),\left(u^{\prime}, v^{\prime}\right)\right) \\
& \quad=\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \cdot\left(\begin{array}{ll}
a^{\prime} & b^{\prime} \\
c^{\prime} & d^{\prime}
\end{array}\right),(u, v)\left(\begin{array}{ll}
a^{\prime} & b^{\prime} \\
c^{\prime} & d^{\prime}
\end{array}\right)+\left(u^{\prime}, v^{\prime}\right)\right)
\end{aligned}
$$

for $u, v, u^{\prime}, v^{\prime} \in \mathbb{R}^{m^{\prime}}$ and

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right),\left(\begin{array}{ll}
a^{\prime} & b^{\prime} \\
c^{\prime} & d^{\prime}
\end{array}\right) \in S p\left(m^{\prime}, \mathbb{R}\right) .
$$

Then $S p\left(m^{\prime}, \mathbb{R}\right) \ltimes \mathbb{R}^{2 m^{\prime}}$ acts on $\mathcal{H}_{m^{\prime}} \times \mathbb{C}^{m^{\prime}}$ by

$$
\begin{align*}
& \left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right),(u, v)\right) \cdot(z, \zeta)  \tag{4.13}\\
& \quad=\left((a z+b)(c z+d)^{-1},(\zeta+u z+v)(c z+d)^{-1}\right)
\end{align*}
$$

for $(z, \zeta) \in \mathcal{H}_{m^{\prime}} \times \mathbb{C}^{m^{\prime}}$. By identifying $\mathbb{C}^{m^{\prime}}$ with $\mathbb{R}^{2 m^{\prime}}$ we may regard the lattice $L$ as a subgroup of $\mathbb{R}^{2 m^{\prime}}$. Then the condition $\Gamma_{0} \cdot L \subset L$ in (4.12) implies that the action of $S p\left(m^{\prime}, \mathbb{R}\right) \ltimes \mathbb{R}^{2 m^{\prime}}$ on $\mathcal{H}_{m^{\prime}} \times \mathbb{C}^{m^{\prime}}$ induces an action of $\Gamma_{0} \ltimes L$. We denote the associated quotient space by

$$
Y_{0}=\Gamma_{0} \ltimes L \backslash \mathcal{H}_{m^{\prime}} \times \mathbb{C}^{m^{\prime}}
$$

Then the natural projection $\mathcal{H}_{m^{\prime}} \times \mathbb{C}^{m^{\prime}} \rightarrow \mathcal{H}_{m}$ induces the map

$$
\pi_{0}: Y_{0} \rightarrow X_{0}=\Gamma_{0} \backslash \mathcal{H}_{m^{\prime}}
$$

which has the structure of a fiber bundle over the Siegel modular variety $X_{0}$ with fiber $\mathbb{C}^{m^{\prime}} / L$. Each fiber of $\pi_{0}$ isomorphic to the complex torus $\mathbb{C}^{m^{\prime}} / L$ in fact has the structure of an abelian variety, so that $Y_{0}$ is a family of abelian varieties parametrized by $X_{0}$. Such a family of abelian varieties is called a standard family (see e.g. [108, Chapter 4]).

Using the condition $\rho(\Gamma) \subset \Gamma_{0}$ in (4.12), we see that the holomorphic map $\tau: \mathcal{H}_{m} \rightarrow \mathcal{H}_{m^{\prime}}$ induces the morphism $\tau_{X}: X \rightarrow X_{0}$ of Siegel modular varieties. We denote by $Y$ be the fiber bundle over $X$ obtained by pulling the standard family $Y_{0}$ back via $\tau_{X}$ so that the following diagram is commutative:


Then the fiber of $\pi: Y \rightarrow X$ is the same as that of $\pi_{0}: Y_{0} \rightarrow X_{0}$, and hence $Y$ is a family of abelian varieties, each of which is isomorphic to $\mathbb{C}^{m^{\prime}} / L$,
parametrized by the Siegel modular variety $X=\Gamma \backslash \mathcal{H}_{m}$. Given a positive integer $\nu$, we denote by $Y^{\nu}$ the $\nu$-fold fiber power of $Y$ over $X$, that is, the fiber product over $X$ of the $\nu$ copies of $Y$. Thus $Y^{\nu}$ can be regarded as the quotient space

$$
\begin{equation*}
Y^{\nu}=\Gamma \ltimes L^{\nu} \backslash \mathcal{H}_{m} \times \mathbb{C}^{m^{\prime} \nu} \tag{4.15}
\end{equation*}
$$

where the quotient is taken with respect to the operation described as follows. Let $L=L_{1}+L_{2} \subset \mathbb{C}^{m^{\prime}}$ with $L_{1}, L_{2} \subset \mathbb{R}^{m^{\prime}}$ be the natural decomposition of the lattice $L$ in (4.12) corresponding to the identification of $\mathbb{C}^{m^{\prime}}$ with $\mathbb{R}^{m^{\prime}} \oplus \mathbb{R}^{m^{\prime}}=\mathbb{R}^{2 m^{\prime}}$. Then, using (4.13) and the fact that $Y$ is the pullback bundle in (4.14), we see that the operation of the discrete subgroup $\Gamma \ltimes L^{\nu}$ of $S p(m, \mathbb{R}) \times \mathbb{R}^{2 m^{\prime} \nu}$ on $\mathcal{H}_{m} \times \mathbb{C}^{m^{\prime} \nu}$ is given by

$$
\begin{align*}
(\gamma,(u, v)) \cdot(z, \zeta)=\left(\gamma z,\left(\zeta^{(1)}\right.\right. & \left.+u_{1} \tau(z)+v_{1}\right)\left(c_{\rho} \tau(z)+d_{\rho}\right)^{-1}, \ldots  \tag{4.16}\\
& \left.\ldots,\left(\zeta^{(\nu)}+u_{\nu} \tau(z)+v_{\nu}\right)\left(c_{\rho} \tau(z)+d_{\rho}\right)^{-1}\right)
\end{align*}
$$

for all $\gamma \in \Gamma$ with

$$
\begin{gathered}
\rho(\gamma)=\left(\begin{array}{cc}
a_{\rho} & b_{\rho} \\
c_{\rho} & d_{\rho}
\end{array}\right) \in S p\left(m^{\prime}, \mathbb{R}\right), \\
\zeta=\left(\zeta^{(1)}, \ldots, \zeta^{(\nu)}\right) \in\left(\mathbb{C}^{m^{\prime}}\right)^{\nu}, \text { and } \\
u=\left(u_{1}, \ldots, u_{\nu}\right) \in\left(L_{1}\right)^{\nu}, \quad v=\left(v_{1}, \ldots, v_{\nu}\right) \in\left(L_{2}\right)^{\nu} .
\end{gathered}
$$

Theorem 4.14 Let $\pi^{\nu}: Y^{\nu} \rightarrow X$ with $X=\Gamma \backslash \mathcal{H}_{m}$ be the $\nu$-fold fiber power of the family of abelian varieties $\pi: Y \rightarrow X$ constructed by (4.14), and let $\langle m\rangle=m(m+1) / 2=\operatorname{dim}_{\mathbb{C}} \mathcal{H}_{m}$. Then the space $H^{0}\left(Y^{\nu}, \Omega^{\langle m\rangle+m^{\prime} \nu}\right)$ of all holomorphic forms of degree $\langle m\rangle+m^{\prime} \nu$ on $Y^{\nu}$ is canonically isomorphic to the space $\mathcal{M}_{m+1, \nu}(\Gamma, \tau, \rho)$ of all mixed Siegel modular forms on $\mathcal{H}_{m}$ of type $(m+1, \nu)$ associated to $\Gamma, \tau$ and $\rho$.

Proof. Note that $Y^{\nu}$ is given by the quotient (4.15), and let $z=\left(z_{1}, \ldots, z_{\langle m\rangle}\right)$ and $\zeta=\left(\zeta^{(1)}, \ldots, \zeta^{(\nu)}\right)$ with $\zeta^{(j)}=\left(\zeta_{1}^{(j)}, \ldots, \zeta_{m^{\prime}}^{(j)}\right)$ for $1 \leq j \leq \nu$ be the canonical coordinate systems for $\mathcal{H}_{m}$ and $\mathbb{C}^{m^{\prime} \nu}$, respectively. Then a holomorphic form $\Phi$ of degree $\langle m\rangle+m^{\prime} \nu$ on $Y$ can be regarded as a holomorphic form on $\mathcal{H}_{m} \times \mathbb{C}^{m^{\prime} \nu}$ of the same degree that is invariant under the action of $\Gamma \ltimes L^{\nu}$ given by (4.16). Thus there is a holomorphic function $f_{\Phi}(z, \zeta)$ on $\mathcal{H}_{m} \times \mathbb{C}^{m^{\prime} \nu}$ such that

$$
\begin{equation*}
\Phi(z, \zeta)=f_{\Phi}(z, \zeta) d z \wedge d \zeta^{(1)} \wedge \cdots \wedge d \zeta^{(\nu)} \tag{4.17}
\end{equation*}
$$

where $d z=d z_{1} \wedge \cdots \wedge d z_{\langle m\rangle}$ and $d \zeta^{(j)}=d \zeta_{1}^{(j)} \wedge \cdots \wedge d \zeta_{m^{\prime}}^{(j)}$ for $1 \leq j \leq \nu$. Given an element $z_{0} \in \mathcal{H}_{m}$, the restriction of the form $\Phi$ to the fiber $Y_{z_{0}}^{\nu}$ over the corresponding point in $X=\Gamma \backslash \mathcal{H}_{m}$ is the holomorphic $m^{\prime} \nu$-form

$$
\Phi\left(z_{0}, \zeta\right)=f_{\Phi}\left(z_{0}, \zeta\right) d \zeta^{(1)} \wedge \cdots \wedge d \zeta^{(\nu)}
$$

where $\zeta \mapsto f_{\Phi}\left(z_{0}, \zeta\right)$ is a holomorphic function on $Y_{z_{0}}^{\nu}$. However, $Y_{z_{0}}^{\nu}$ is isomorphic to the complex torus $\mathbb{C}^{m^{\prime}} / L$, and therefore is compact. Since any
holomorphic function on a compact complex manifold is constant, we see that $f_{\Phi}$ is a function of $z$ only. Thus (4.17) can be written in the form

$$
\begin{equation*}
\Phi(z, \zeta)=\widetilde{f}_{\Phi}(z) d z \wedge d \zeta^{(1)} \wedge \cdots \wedge d \zeta^{(\nu)} \tag{4.18}
\end{equation*}
$$

where $\widetilde{f}_{\Phi}$ is a holomorphic function on $\mathcal{H}_{m}$. Now we consider the action of an element $(\gamma,(u, v)) \in \Gamma \ltimes L^{\nu}$ on $\Phi$ given by $\Phi \mapsto \Phi \circ(\gamma,(u, v))$. By (4.16), for the differential form $d z$ with $z \in \mathcal{H}_{m}$, we have

$$
\begin{equation*}
d z \circ(\gamma,(u, v))=d(\gamma z)=\operatorname{det}(c z+d)^{-m-1} d z \tag{4.19}
\end{equation*}
$$

On the other hand, using (4.16) again, we obtain

$$
\begin{align*}
\left(d \zeta^{(1)} \wedge \ldots\right. & \left.\wedge d \zeta^{(\nu)}\right) \circ(\gamma,(u, v))  \tag{4.20}\\
& =\bigwedge_{j=1}^{\nu} d\left(\left(\zeta^{(j)}+u_{j} \tau(z)+v_{j}\right)\left(c_{\rho} \tau(z)+d_{\rho}\right)^{-1}\right) \\
& =\bigwedge_{j=1}^{\nu}\left(\operatorname{det}\left(c_{\rho} \tau(z)+d_{\rho}\right)^{-1} d \zeta^{(j)}\right) \\
& =\operatorname{det}\left(c_{\rho} \tau(z)+d_{\rho}\right)^{-\nu} d \zeta
\end{align*}
$$

Thus by substituting (4.19) and (4.20) into (4.18) we see that

$$
\begin{gather*}
(\Phi \circ(\gamma, u, v))(z, \zeta)=\widetilde{f}_{\Phi}(\gamma z) \operatorname{det}(c z+d)^{-m-1} \operatorname{det}\left(c_{\rho} \tau(z)+d_{\rho}\right)^{-\nu}  \tag{4.21}\\
\times d z \wedge d \zeta^{(1)} \wedge \ldots \wedge d \zeta^{(\nu)}
\end{gather*}
$$

Now using the fact that $\Phi$ is $\left(\Gamma \ltimes L^{\nu}\right)$-invariant, from (4.18) and (4.21) we obtain

$$
\begin{aligned}
\widetilde{f}_{\Phi}(\gamma z) & =\operatorname{det}(c z+d)^{m+1} \operatorname{det}\left(c_{\rho} \tau(z)+d_{\rho}\right)^{\nu} \widetilde{f}_{\Phi}(z) \\
& =j(\gamma, z)^{m+1} j(\rho(\gamma), \tau(z))^{\nu} \widetilde{f}_{\Phi}(z)
\end{aligned}
$$

hence by Definition 4.12 we see that $\widetilde{f}_{\Phi} \in \mathcal{M}_{m+1, \nu}(\Gamma, \tau, \rho)$. On the other hand, given an element $f$ of $\mathcal{M}_{m+1, \nu}(\Gamma, \tau, \rho)$, we define the holomorphic form $\Phi_{f}$ on $\mathcal{H}_{m} \times \mathbb{C}^{m^{\prime} \nu}$ by

$$
\Phi_{f}(z, \zeta)=f(z) d z \wedge d \zeta
$$

Then for each $(\gamma,(u, v)) \in \Gamma \ltimes L^{\nu}$ we have

$$
\begin{aligned}
\left(\Phi_{f} \circ(\gamma, u, v)\right)(z, \zeta)= & f(\gamma z) \operatorname{det}(c z+d)^{-m-1} \\
& \times \operatorname{det}\left(c_{\rho} \tau(z)+d_{\rho}\right)^{-\nu} d z \wedge d \zeta^{(1)} \wedge \ldots \wedge d \zeta^{(\nu)} \\
= & f(z) d z \wedge d \zeta^{(1)} \wedge \ldots \wedge d \zeta^{(\nu)}=\Phi_{f}(z, \zeta)
\end{aligned}
$$

for all $(z, \zeta) \in \mathcal{H}_{m} \times \mathbb{C}^{m^{\prime} \nu}$. Therefore the map $f \mapsto \Phi_{f}$ gives an isomorphism between the spaces $\mathcal{M}_{m+1, \nu}(\Gamma, \tau, \rho)$ and $H^{0}\left(Y_{0}, \Omega^{\langle m\rangle+m^{\prime} \nu}\right)$.

### 4.4 Fourier Coefficients of Siegel Modular Forms

In Example 4.13 we described a map $\mathcal{L}_{\phi, \tau}: \mathcal{M}_{k}(\Gamma) \rightarrow \mathcal{M}_{k, \ell}(\Gamma, \rho, \tau)$ that carries a Siegel modular form to a mixed Siegel modular form. Thus the adjoint of $\mathcal{L}_{\phi, \tau}$ associates a Siegel modular form $\mathcal{L}_{\phi, \tau}^{*} f$ to a mixed Siegel modular form $f$. In this section we discuss connections of the Fourier coefficients of a Siegel modular form of the form $\mathcal{L}_{\phi, \tau}^{*} f$ with special values of certain Dirichlet series, when $\tau$ is the Eichler embedding.

Siegel modular forms are holomorphic functions on Siegel upper half spaces. We can consider $C^{\infty}$ Siegel modular forms by using $C^{\infty}$ functions instead. We shall first describe below a method of obtaining Siegel cusp forms from $C^{\infty}$ Siegel modular forms.

Let $\Xi$ be the set of all symmetric integral matrices of order $n$ with even diagonal entries, and set

$$
\Xi_{0}^{+}=\{\xi \in \Xi \mid \xi \geq 0\}, \quad \Xi^{+}=\{\xi \in \Xi \mid \xi>0\}
$$

Let $\Gamma$ be a discrete subgroup of $S p(n, \mathbb{R})$, and let $b$ be the smallest positive integer such that the set

$$
\left\{\left.\left(\begin{array}{cc}
1 & b u  \tag{4.22}\\
0 & 1
\end{array}\right) \right\rvert\, u \in M_{n}(\mathbb{Z}), \quad u^{t}=u\right\}
$$

is contained in $\Gamma$, where $M_{n}(\mathbb{Z})$ is the set of $n \times n$ matrices with entries in $\mathbb{Z}$. We set

$$
\begin{align*}
& G S p^{+}(n, \mathbb{Q})  \tag{4.23}\\
& \quad=\left\{g \in M_{2 n}(\mathbb{Q}) \left\lvert\, g^{t}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) g=r(g)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\right., r(g)>0\right\}
\end{align*}
$$

so that $\operatorname{Sp}(n, \mathbb{Q}) \subset G S p^{+}(n, \mathbb{Q})$. Let $f: \mathcal{H}_{n} \rightarrow \mathbb{C}$ be an element of $\mathcal{M}_{k}(\Gamma)$, that is, a Siegel modular form of weight $k$ for $\Gamma$. Then, since $\Gamma$ contains the set in (4.22), $f$ is invariant under the map $z \mapsto z+u$ on $\mathcal{H}_{n}$; hence $f$ has a Fourier expansion of the form

$$
\begin{equation*}
f(z)=\sum_{\xi \in b^{-1} \Xi_{0}^{+}} c(\xi) \mathbf{e}(\xi z) \tag{4.24}
\end{equation*}
$$

for all $z \in \mathcal{H}_{n}$, where $\mathbf{e}(*)=e^{2 \pi i \operatorname{Tr}(*)}$. If $\delta \in S p(n, \mathbb{Q})$, then $\Gamma(\delta)=\delta^{-1} \Gamma \delta$ is a congruence subgroup of $S p(n, \mathbb{R})$ and $\left.f\right|_{k} \delta$ is an element of $\mathcal{M}_{k}(\Gamma(\delta))$ that has a Fourier expansion of the form

$$
\left(\left.f\right|_{k} \delta\right)(z)=\sum_{\xi \in b_{\delta}^{-1} \Xi_{0}^{+}} c_{\delta}(\xi) \mathbf{e}(\xi z)
$$

with $c_{\delta}(\xi) \in \mathbb{C}$ and $b_{\delta} \in \mathbb{N}$; here

$$
\left(\left.f\right|_{k} \delta\right)(z)=j(\delta, z)^{-k} f(z)
$$

for $\delta=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S p(n, \mathbb{R})$ with $j(\delta, z)$ as in (4.5).

Definition 4.15 An element $f$ of $\mathcal{M}_{k}(\Gamma)$ is a Siegel cusp form of weight $k$ for $\Gamma$ if for each $\delta \in \operatorname{Sp}(n, \mathbb{Q})$ its Fourier expansion is of the form

$$
\left(\left.f\right|_{k} \delta\right)(z)=\sum_{\xi \in b_{\delta}^{-1} \Xi^{+}} c_{\delta}(\xi) \mathbf{e}(\xi z)
$$

for all $z \in \mathcal{H}_{n}$. We denote by $\mathcal{S}_{k}(\Gamma)$ the complex vector space of all Siegel cusp forms of weight $k$ for $\Gamma$.

Given a positive integer $N$, we now consider the congruence subgroup

$$
\Gamma_{0}(N)=\left\{\left.\gamma=\left(\begin{array}{ll}
a & b  \tag{4.25}\\
c & d
\end{array}\right) \in S p(n, \mathbb{Z}) \right\rvert\, c \equiv 0(\bmod N)\right\}
$$

and set

$$
\mathcal{M}_{k}(N)=\mathcal{M}_{k}\left(\Gamma_{0}(N)\right), \quad \mathcal{S}_{k}(N)=\mathcal{S}_{k}\left(\Gamma_{0}(N)\right)
$$

Then a Siegel modular form in $\mathcal{M}_{k}(N)$ has a Fourier expansion of the form (4.24) with $b=1$. If $f \in \mathcal{S}_{k}(N), h \in \mathcal{M}_{k}(N)$ and $z=x+i y$, then the Petersson inner product $\langle f, h\rangle_{k}$ is given by

$$
\begin{equation*}
\langle f, h\rangle_{k}=\int_{\mathcal{F}} \overline{f(z)} h(z) \operatorname{det} y^{k} d^{\times} z \tag{4.26}
\end{equation*}
$$

where $\mathcal{F} \subset \mathcal{H}_{n}$ is a fundamental domain for $\Gamma_{0}(N)$ and $d^{\times} z=\operatorname{det} y^{-n-1} d z$.
Definition $4.16 A C^{\infty}$ function $F: \mathcal{H}_{n} \rightarrow \mathbb{C}$ is called a $C^{\infty}$ Siegel modular form of weight $k$ for $\Gamma_{0}(N)$ if it satisfies

$$
F(\gamma z)=\operatorname{det}(c z+d)^{k} F(z)
$$

for all $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma_{0}(N)$ and $z \in \mathcal{H}_{n}$. We denote by $\mathcal{M}_{k}^{\infty}(N)$ the space of all $C^{\infty}$ Siegel modular forms of weight $k$ for $\Gamma_{0}(N)$.

If $F \in \mathcal{M}_{k}^{\infty}(N)$, then as a function of $x$ it has a Fourier expansion of the form

$$
\begin{equation*}
F(z)=\sum_{\xi \in \Xi} A_{\xi}(y) \mathbf{e}(\xi x) \tag{4.27}
\end{equation*}
$$

where the $A_{\xi}(y)$ are $C^{\infty}$ functions of $y$. We can also extend the Petersson inner product (4.26) to $C^{\infty}$ Siegel modular forms so that for $f \in \mathcal{S}_{k}(N)$ and $F \in \mathcal{M}_{k}^{\infty}(N)$ their inner product $\langle f, F\rangle_{k}^{\infty}$ is given by

$$
\begin{equation*}
\langle f, F\rangle_{k}^{\infty}=\int_{\mathcal{F}} \overline{f(z)} F(z) \operatorname{det} y^{k} d^{\times} z \tag{4.28}
\end{equation*}
$$

where $\mathcal{F}$ and $d^{\times} z$ are as in (4.26). We denote by $\boldsymbol{\Gamma}_{n}$ the Gamma function of degree $n$ given by

$$
\begin{equation*}
\boldsymbol{\Gamma}_{n}(s)=\int_{Y} e^{-\operatorname{Tr}(y)} \operatorname{det} y^{s} d^{\times} y=\int_{Y} e^{-\operatorname{Tr}(y)} \operatorname{det} y^{s-(n+1) / 2} d y \tag{4.29}
\end{equation*}
$$

where $Y=\left\{y \in M_{n}(\mathbb{R}) \mid{ }^{t} y=y>0\right\}$.

Theorem 4.17 Let $F$ be an element of $\mathcal{M}_{k}^{\infty}(N)$ of bounded growth with $k \geq 2 n$ whose Fourier expansion is given by (4.27), and let $\widetilde{F}: \mathcal{H}_{n} \rightarrow \mathbb{C}$ be the function defined by the series

$$
\widetilde{F}(z)=\sum_{\xi \in \Xi^{+}} a(\xi) \mathbf{e}(\xi z)
$$

for all $z \in \mathcal{H}_{n}$, where

$$
\begin{align*}
& a(\xi)=\frac{\pi^{n(k-(n+1) / 2)} \operatorname{det}(4 \xi)^{k-(n+1) / 2}}{\boldsymbol{\Gamma}_{n}(k-(n+1) / 2)}  \tag{4.30}\\
& \times \int_{Y} A_{\xi}(y) \mathbf{e}(i \xi y) \operatorname{det} y^{k-1-n} d y
\end{align*}
$$

Then $\widetilde{F}$ is a Siegel cusp form in $\mathcal{S}_{k}(N)$ and

$$
\langle h, F\rangle_{k}^{\infty}=\langle h, \widetilde{F}\rangle_{k}
$$

for all $h \in \mathcal{S}_{k}(N)$, where $\langle,\rangle_{k}$ and $\langle,\rangle_{k}^{\infty}$ are the Petersson inner products given by (4.26) and (4.28), respectively.

Proof. See Theorem 4.2 in [101, Chapter 2].
We now want to consider a special type of equivariant holomorphic maps of Siegel upper half spaces known as Eichler embeddings. Let $\sigma$ be a real symmetric positive definite $r \times r$ matrix with entries in $\mathbb{Q}$. We define the holomorphic map $\tau_{\sigma}: \mathcal{H}_{n} \rightarrow \mathcal{H}_{n r}$ and the homomorphism $\rho_{\sigma}: S p(n, \mathbb{R}) \rightarrow$ $S p(n r, \mathbb{R})$ by

$$
\tau_{\sigma}(z)=\sigma \otimes z, \quad \rho_{\sigma}(g)=\left(\begin{array}{cc}
\varepsilon \otimes a & \sigma \otimes b \\
\sigma^{-1} \otimes c & \varepsilon \otimes d
\end{array}\right)
$$

for all $z \in \mathcal{H}_{n}$ and

$$
g=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S p(n, \mathbb{R})
$$

where $\varepsilon$ is the $r \times r$ identity matrix. The map $\tau_{\sigma}$ is known as the Eichler embedding (cf. [25, §II.4]) associated to $\sigma$, and it is equivariant with respect to $\rho_{\sigma}$. Let $\Gamma_{0}(N) \subset S p(n, \mathbb{Z})$ be the congruence subgroup given by (4.25) for the symplectic group $S p(n, \mathbb{R})$, and let $\Gamma^{\prime}$ be an arithmetic subgroup of $S p(n r, \mathbb{R})$ such that $\rho_{\sigma}\left(\Gamma_{0}(N)\right) \subset \Gamma^{\prime}$. Let $\phi: \mathcal{H}_{n r} \rightarrow \mathbb{C}$ be a Siegel modular form of weight $\ell$ for $\Gamma^{\prime} \subset S p(n r, \mathbb{R})$, and let $\tau_{\sigma}^{*} \phi$ be its pullback via $\tau_{\sigma}: \mathcal{H}_{n} \rightarrow \mathcal{H}_{n r}$. Thus $\tau_{\sigma}^{*} \phi$ is the function on $\mathcal{H}_{n}$ given by $\tau_{\sigma}^{*} \phi(z)=\phi\left(\tau_{\sigma}(z)\right)$ for $z \in \mathcal{H}_{n}$. As discussed in Example 4.13, we obtain a linear map

$$
\mathcal{L}_{\phi, \tau_{\sigma}}: \mathcal{M}_{k}(N) \rightarrow \mathcal{M}_{k, \ell}\left(\Gamma_{0}(N), \tau_{\sigma}, \rho_{\sigma}\right)
$$

given by

$$
\left(\mathcal{L}_{\phi, \tau_{\sigma}} f\right)(z)=\left(f \cdot \tau_{\sigma}^{*} \phi\right)(z)=f(z) \phi\left(\tau_{\sigma}(z)\right)
$$

for all $z \in \mathcal{H}_{n}$.

Lemma 4.18 The image $\mathcal{L}_{\phi, \tau_{\sigma}} f$ of each $f \in \mathcal{M}_{k}(N)$ under $\mathcal{L}_{\phi, \tau_{\sigma}}$ is a Siegel modular form for $\Gamma_{0}(N)$ of weight $k+\ell r$, that is, $\mathcal{L}_{\phi, \tau_{\sigma}} f \in \mathcal{M}_{k+\ell r}(N)$.

Proof. For each $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma_{0}(N)$ and $z \in \mathcal{H}_{n}$ we have

$$
\begin{align*}
\tau_{\sigma}^{*} \phi(\gamma z) & =\phi\left(\tau_{\sigma}(\gamma z)\right)=\phi\left(\rho_{\sigma}(\gamma) \tau_{\sigma}(z)\right)  \tag{4.31}\\
& =\operatorname{det}\left(\left(\sigma^{-1} \otimes c\right)(\sigma \otimes z)+\varepsilon \otimes d\right)^{\ell} \phi\left(\tau_{\sigma}(z)\right) \\
& =\operatorname{det}(c z+d)^{\ell r} \tau_{\sigma}^{*} \phi(z)=j(\gamma, z)^{\ell r} \tau_{\sigma}^{*} \phi(z) .
\end{align*}
$$

Thus for each $f \in \mathcal{M}_{k}\left(\Gamma_{0}(N)\right)$ we have

$$
\begin{aligned}
\mathcal{L}_{\phi, \tau_{\sigma}} f(\gamma z) & =f(\gamma z) \cdot\left(\tau_{\sigma}^{*} \phi\right)(\gamma z) \\
& =j(\gamma, z)^{k} f(z) \cdot j(\gamma, z)^{\ell r} \tau_{\sigma}^{*} \phi(z) \\
& =j(\gamma, z)^{k+\ell r} \mathcal{L}_{\phi, \tau_{\sigma}} f(z),
\end{aligned}
$$

and hence the lemma follows.
By Lemma 4.18, if we restrict the linear map $\mathcal{L}_{\phi, \tau_{\sigma}}$ to the space $\mathcal{S}_{k}(N)$ of Siegel cusp forms on $\mathcal{H}_{n}$ for $\Gamma_{0}(N)$ of weight $k$, then we obtain the linear map

$$
\mathcal{L}_{\phi, \tau_{\sigma}}: \mathcal{S}_{k}(N) \rightarrow \mathcal{S}_{k+\ell r}(N)
$$

given by $\mathcal{L}_{\phi, \tau_{\sigma}}(h)=h \cdot\left(\tau_{\sigma}^{*} \phi\right)$ for $h \in \mathcal{S}_{k}(N)$. By taking the adjoint with respect to the Petersson inner product, we have the linear map

$$
\mathcal{L}_{\phi, \tau_{\sigma}}^{*}: \mathcal{S}_{k+\ell r}(N) \rightarrow \mathcal{S}_{k}(N)
$$

such that

$$
\left\langle\mathcal{L}_{\phi, \tau_{\sigma}}(h), f\right\rangle_{k+\ell r}=\left\langle h, \mathcal{L}_{\phi, \tau_{\sigma}}^{*}(f)\right\rangle_{k}
$$

for $h \in \mathcal{S}_{k}(N)$ and $f \in \mathcal{S}_{k+\ell r}(N)$. The following lemma will be used in the next section.

Lemma 4.19 Let $\Gamma^{\prime} \subset S p(n r, \mathbb{R})$ be an arithmetic subgroup containing $\rho_{\sigma}\left(\Gamma_{0}(N)\right)$ as above, and let $\phi: \mathcal{H}_{n r} \rightarrow \mathbb{C}$ be an element of $\mathcal{M}_{\ell}\left(\Gamma^{\prime}\right)$. If $f: \mathcal{H}_{n} \rightarrow \mathbb{C}$ is an element of $\mathcal{S}_{k+\ell r}(N)$, then the function

$$
\begin{equation*}
F(z)=f(z) \overline{\phi\left(\tau_{\sigma}(z)\right)}(\operatorname{det}(\operatorname{Im} z))^{\ell r} \tag{4.32}
\end{equation*}
$$

for $z \in \mathcal{H}_{n}$ is a $C^{\infty}$ Siegel modular form of weight $k$ for $\Gamma_{0}(N)$, where $\operatorname{Im} z$ is the imaginary part of the matrix $z$.

Proof. Given $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma_{0}(N)$ and $z \in \mathcal{H}_{n}$ we have

$$
f(\gamma z)=\operatorname{det}(c z+d)^{k+\ell r} f(z), \quad \operatorname{det}(\operatorname{Im} \gamma z)=|\operatorname{det}(c z+d)|^{-2} \operatorname{det}(\operatorname{Im} z)
$$

On the other hand by (4.31) we get

$$
\overline{\phi\left(\tau_{\sigma}(\gamma z)\right)}=\overline{\operatorname{det}(c z+d)}{ }^{\ell r} \cdot \overline{\phi\left(\tau_{\sigma}(z)\right)}
$$

Since $|\operatorname{det}(c z+d)|^{2}=\operatorname{det}(c z+d) \cdot \overline{\operatorname{det}(c z+d)}$, we see that

$$
\begin{aligned}
F(\gamma z) & =f(\gamma z) \overline{\phi\left(\tau_{\sigma}(\gamma z)\right)}(\operatorname{det}(\operatorname{Im} \gamma z))^{\ell r} \\
& =\operatorname{det}(c z+d)^{k+\ell r} \cdot \overline{\operatorname{det}(c z+d)^{\ell r}} \cdot|\operatorname{det}(c z+d)|^{-2 \ell r} \cdot F(z) \\
& =\operatorname{det}(c z+d)^{k} F(z)
\end{aligned}
$$

and hence the lemma follows.
For the families of abelian varieties determined by Eichler embeddings we have the following result.

Proposition 4.20 Let $\pi_{\sigma}: Y_{\sigma} \rightarrow X_{\sigma}$ be the family of abelian varieties over $X_{\sigma}=\Gamma_{0}(N) \backslash \mathcal{H}_{n}$ associated to the equivariant pair $\left(\tau_{\sigma}, \rho_{\sigma}\right)$, and let $\left(Y_{\sigma}\right)^{\nu}$ be its $\nu$-fold fiber power. If $\langle n\rangle=n(n+1) / 2=\operatorname{dim}_{\mathbb{C}} \mathcal{H}_{n}$, then the space $H^{0}\left(\left(Y_{\sigma}\right)^{\nu}, \Omega^{\langle n\rangle+n r \nu}\right)$ of holomorphic forms on $\left(Y_{\sigma}\right)^{\nu}$ of degree $\langle n\rangle+n r \nu$ is canonically embedded in the space $\mathcal{M}_{n+r \nu+1}(N)$ of Siegel modular forms on $\mathcal{H}_{n}$ for $\Gamma_{0}(N)$ of weight $n+r \nu+1$.

Proof. By Theorem 4.14 the space $H^{0}\left(\left(Y_{\sigma}\right)^{\nu}, \Omega^{\langle n\rangle+n r \nu}\right)$ of holomorphic forms on $\left(Y_{\sigma}\right)^{\nu}$ of degree $n(n+1) / 2+n r \nu$ is canonically isomorphic to the space $\mathcal{M}_{n+1, \nu}\left(\Gamma_{0}(N), \tau_{\sigma}, \rho_{\sigma}\right)$ of mixed Siegel modular forms of type $(n+1, \nu)$ associated to $\Gamma_{0}(N), \tau_{\sigma}$ and $\rho_{\sigma}$. However, using the arguments in the proof of Lemma 4.18 we see that $\mathcal{M}_{n+1, \nu}\left(\Gamma_{0}(N), \tau_{\sigma}, \rho_{\sigma}\right)$ is embedded in the space $\mathcal{M}_{n+r \nu+1}(N)$, and therefore the proposition follows.

Let $q$ be a prime with $q \nmid N$, and let

$$
\Delta_{q}=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in G S p^{+}(n, \mathbb{Q}) \cap G L\left(2 n, \mathbb{Z}_{(q)}\right) \right\rvert\, c \equiv 0(\bmod q)\right\}
$$

where $\mathbb{Z}_{(q)}$ is the ring of rational numbers whose denominators are prime to $q$ and $G S p^{+}(n, \mathbb{Q})$ is as in (4.23). Let $\chi_{1}$ be a Dirichlet character modulo $N$, and set $\chi(g)=\chi_{1}(\operatorname{det} a)$ for $g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Delta_{q}$. If $h: \mathcal{H}_{n} \rightarrow \mathbb{C}$ is a function and if $\alpha \in \Delta_{q}$, then we set

$$
\left(\left.h\right|_{k} \alpha\right)=\chi(\alpha) j(\alpha, z)^{-k} h(z)
$$

for all $z \in \mathcal{H}_{n}$. Let $\alpha \in \Delta_{q}$, and assume that the double coset $\Gamma_{0}(N) \alpha \Gamma_{0}(N)$ has a decomposition of the form

$$
\Gamma_{0}(N) \alpha \Gamma_{0}(N)=\sum_{i=1}^{d} a_{i} \cdot \Gamma_{0}(N) \alpha_{i}
$$

for some $\alpha_{1}, \ldots, \alpha_{d} \in G S p^{+}(n, \mathbb{Q})$ and $a_{1}, \ldots, a_{d} \in \mathbb{C}$. The the associated Hecke operator on the space $\mathcal{S}_{k}(N)$ of Siegel modular forms for $\Gamma_{0}(N)$ of weight $k$ is given by

$$
T_{N}(\alpha) f=\sum_{i=1}^{d} a_{i}\left(\left.f\right|_{k} \alpha_{i}\right)
$$

for all $f \in \mathcal{S}_{k}(N)$. We now consider the Poincaré series of two variables $P^{k}(z, w, \alpha, s)$ defined by

$$
\begin{aligned}
P^{k}(z, w, \alpha, s)=\sum_{\gamma \in \Gamma_{0}(N) \alpha \Gamma_{0}(N)}( & c z+d)^{-k}|j(\gamma, z)|^{-2} \\
& \times \operatorname{det}(\gamma z+w)^{k}|\operatorname{det}(\gamma z+w)|^{-2 s}
\end{aligned}
$$

for $s \in \mathbb{C}$ and $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. Then it is known that the function

$$
w \mapsto P^{k}(z, w, \alpha, s)
$$

is a Siegel cusp form for $\Gamma_{0}(N)$ of weight $k$ (cf. [101]).
Lemma 4.21 Let $f: \mathcal{H}_{n} \rightarrow \mathbb{C}$ be a Siegel cusp form for $\Gamma_{0}(N)$ of weight $k$. Then we have

$$
\left\langle P^{k}(-\bar{z}, w, \alpha, s), f(w)\right\rangle_{k}=\mu(s)\left(T_{N}(\alpha) f\right)(z)
$$

for all $z \in \mathcal{H}_{n}$ with

$$
\begin{align*}
& \mu(s)=2^{n+1+n(n+1) / 2-2 n s} i^{-n k} \pi^{n(n+1) / 2}  \tag{4.33}\\
& \times \boldsymbol{\Gamma}_{n}(k+s-(n+1) / 2) \boldsymbol{\Gamma}_{n}(k+s)^{-1}
\end{align*}
$$

where $\boldsymbol{\Gamma}_{n}(\cdot)$ denotes the Gamma function given by (4.29).
Proof. See [101, p. 73].
Proposition 4.22 Let $\widetilde{F}(z)$ be the Siegel cusp form for $\Gamma_{0}(N)$ associated to the $C^{\infty}$ Siegel modular form $F(z)$ given by (4.32). Then we have $\mathcal{L}_{\phi, \tau_{\sigma}}^{*} f=\widetilde{F}$.

Proof. Let $\langle,\rangle_{m}$ denote the Petersson inner product for Siegel modular forms of weight $m$, and let $w=u+i v$. Then we have

$$
\begin{aligned}
\left\langle P^{k}(-\bar{z},\right. & \left.w, \alpha, s), \mathcal{L}_{\phi, \tau_{\sigma}}^{*} f(w)\right\rangle_{k} \\
& =\left\langle\mathcal{L}_{\phi, \tau_{\sigma}} P^{k}(-\bar{z}, w, \alpha, s), f(w)\right\rangle_{k+\ell r} \\
& =\left\langle\phi\left(\tau_{\sigma}(w)\right) P^{k}(-\bar{z}, w, \alpha, s), f(w)\right\rangle_{k+\ell r} \\
& =\int_{\mathcal{F}} \overline{\phi\left(\tau_{\sigma}(w)\right) P^{k}(-\bar{z}, w, \alpha, s)} f(w) \operatorname{det} v^{k+\ell r-n-1} d u d v \\
& =\int_{\mathcal{F}} \overline{P^{k}(-\bar{z}, w, \alpha, s)}\left(f(w) \overline{\phi\left(\tau_{\sigma}(w)\right)} \operatorname{det} v^{\ell r}\right) \operatorname{det} v^{k-n-1} d u d v \\
& =\left\langle P^{k}(-\bar{z}, w, \alpha, s), F(w)\right\rangle_{k}^{\infty}
\end{aligned}
$$

where $\mathcal{F} \subset \mathcal{H}_{n}$ is a fundamental domain for $\Gamma_{0}(N)$. Thus by Theorem 4.17 we obtain

$$
\left\langle P^{k}(-\bar{z}, w, \alpha, s), \mathcal{L}_{\phi, \tau_{\sigma}}^{*} f(w)\right\rangle_{k}=\left\langle P^{k}(-\bar{z}, w, \alpha, s), \widetilde{F}(w)\right\rangle_{k}
$$

for all $z, w \in \mathcal{H}_{n}$, and hence by Lemma 4.21 we have

$$
\mu(s)\left(T_{N}(\alpha) \mathcal{L}_{\phi, \tau_{\sigma}}^{*} f\right)(z)=\mu(s)\left(T_{N}(\alpha) \widetilde{F}\right)(z)
$$

for all $z \in \mathcal{H}_{n}$, where $\mu(s)$ is a nonzero number given by (4.33). Therefore the proposition follows by taking $\alpha$ to be the identity matrix in $\Delta_{q}$.

Let $\phi: \mathcal{H}_{n r} \rightarrow \mathbb{C}$ be an element of $\mathcal{M}_{\ell}\left(\Gamma^{\prime}\right)$ with $\Gamma^{\prime} \supset \rho_{\sigma}\left(\Gamma_{0}(N)\right)$ as above so that the function $\tau_{\sigma}^{*}(\phi): \mathcal{H}_{n} \rightarrow \mathbb{C}$ is an element of $\mathcal{M}_{\ell r}(N)$. For the elements $\xi \in \Xi^{+}$, let $A(\xi)$ and $B(\xi)$ be the Fourier coefficients of $f \in$ $\mathcal{S}_{k+\ell r}(N)$ and $\tau_{\sigma}^{*}(\phi) \in \mathcal{M}_{\ell r}(N)$, respectively, so that

$$
\begin{equation*}
f(z)=\sum_{\xi \in \Xi^{+}} A(\xi) \mathbf{e}(\xi z), \quad \tau_{\sigma}^{*}(\phi)(z)=\sum_{\xi \in \Xi} B(\xi) \mathbf{e}(\xi z) \tag{4.34}
\end{equation*}
$$

Given $\xi \in \Xi^{+}$, we define the Dirichlet series $L_{f, \phi}^{\sigma, \xi}(s)$ associated to $f, \phi, \sigma$ and $\xi$ by

$$
\begin{equation*}
L_{f, \phi}^{\sigma, \xi}(s)=\sum_{\eta \in \Xi} \frac{A(\xi+\eta) \overline{B(\eta)}}{\operatorname{det}(\xi+\eta)^{s}} \tag{4.35}
\end{equation*}
$$

for $s \in \mathbb{C}$.
Theorem 4.23 Let $\phi: \mathcal{H}_{n r} \rightarrow \mathbb{C}$ be an element of $\mathcal{M}_{\ell}\left(\Gamma^{\prime}\right)$ with $\Gamma^{\prime} \supset$ $\rho_{\sigma}\left(\Gamma_{0}(N)\right)$, and let

$$
\mathcal{L}_{\phi, \tau_{\sigma}}^{*}: \mathcal{S}_{k+\ell r}(N) \rightarrow \mathcal{S}_{k}(N)
$$

be the associated linear map described above. If $f \in \mathcal{S}_{k+\ell r}(N)$, then the Fourier expansion of $\mathcal{L}_{\phi, \tau_{\sigma}}^{*} f \in \mathcal{S}_{k}(N)$ is given by

$$
\left(\mathcal{L}_{\phi, \tau_{\sigma}}^{*} f\right)(z)=\sum_{\xi \in \Xi^{+}} a(\xi) \mathbf{e}(\xi z)
$$

for all $z \in \mathcal{H}_{n}$, where

$$
\begin{equation*}
a(\xi)=\frac{(\operatorname{det} \xi)^{k-(n+1) / 2} \boldsymbol{\Gamma}_{n}(k+\ell r-(n+1) / 2)}{(4 \pi)^{n(\ell r-(n-1) / 2)} \boldsymbol{\Gamma}_{n}(k-(n+1) / 2)} L_{f, \phi}^{\sigma, \xi}(k+\ell r-n) \tag{4.36}
\end{equation*}
$$

for all $\xi \in \Xi^{+}$.
Proof. By Proposition 4.22 we see that $\mathcal{L}_{\phi, \tau_{\sigma}}^{*} f$ coincides with the Siegel cusp form $\widetilde{F} \in \mathcal{S}_{k}(N)$ associated to the $C^{\infty}$ Siegel modular form

$$
F(z)=f(z) \overline{\phi\left(\tau_{\sigma}(z)\right)} \operatorname{det}(\operatorname{Im} z)^{\ell r}
$$

Given $\xi \in \Xi^{+}$, we set

$$
\begin{equation*}
K(\xi)=\frac{\pi^{n(k-(n+1) / 2)} \operatorname{det}(4 \xi)^{k-(n+1) / 2}}{\boldsymbol{\Gamma}_{n}(k-(n+1) / 2)} . \tag{4.37}
\end{equation*}
$$

Then by (4.30) we have

$$
a(\xi)=K(\xi) \int_{Y} A_{\xi}(y) \mathbf{e}(i \xi y) \operatorname{det} y^{k-1-n} d y
$$

Using the Fourier expansions in (4.27) and (4.34) we see that

$$
\begin{aligned}
F(z) & =\sum_{\xi \in \Xi} A_{\xi}(y) \mathbf{e}(\xi x) \\
& =\sum_{\mu \in \Xi+} \sum_{\eta \in \Xi} A(\mu) \overline{B(\eta)} \mathbf{e}((\mu-\eta) x) \mathbf{e}(i(\mu+\eta) y) \operatorname{det} y^{\ell r} .
\end{aligned}
$$

Thus, using $\xi=\mu-\eta$ or $\mu=\xi+\eta$, we have

$$
A_{\xi}(y)=\sum_{\eta \in \Xi} A(\xi+\eta) \overline{B(\eta)} \mathbf{e}(i(\xi+2 \eta) y) \operatorname{det} y^{\ell r}
$$

Hence it follows that

$$
\begin{aligned}
a(\xi) & =K(\xi) \int_{Y} \sum_{\eta \in \Xi} A(\xi+\eta) \overline{B(\eta)} \mathbf{e}(2 i(\xi+\eta) y) \operatorname{det} y^{k+\ell r-1-n} d y \\
& =K(\xi) \sum_{\eta \in \Xi} A(\xi+\eta) \overline{B(\eta)} \int_{Y} e^{-4 \pi \operatorname{Tr}((\xi+\eta) y)} \operatorname{det} y^{k+\ell r-1-n} d y
\end{aligned}
$$

If $v=4 \pi(\xi+\eta) y$, we have

$$
\operatorname{det} v=(4 \pi)^{n} \operatorname{det}(\xi+\eta) \operatorname{det} y, \quad d v=(4 \pi)^{n} \operatorname{det}(\xi+\eta) d y
$$

and therefore, for each $\xi \in \Xi^{+}$, we see that

$$
\begin{aligned}
a(\xi)=K(\xi)(4 \pi)^{-n(k+\ell r-n)} \int_{Y} & e^{-\operatorname{Tr} v} \operatorname{det} v^{k+\ell r-1-n} d v \\
& \times \sum_{\eta \in \Xi^{+}} \frac{A(\xi+\eta) \overline{B(\eta)}}{\operatorname{det}(\xi+\eta)^{k+\ell r-n}} .
\end{aligned}
$$

However, using (4.29) and (4.35), we get

$$
\begin{aligned}
\boldsymbol{\Gamma}_{n}(k+\ell r-(n+1) / 2) & =\int_{Y} e^{-\operatorname{Tr} v} \operatorname{det} v^{k+\ell r-1-n} d v \\
L_{f, \phi}^{\sigma, \xi}(k+\ell r-n) & =\sum_{\eta \in \Xi} \frac{A(\xi+\eta) \overline{B(\eta)}}{\operatorname{det}(\xi+\eta)^{k+\ell r-n}}
\end{aligned}
$$

From these relations and (4.37) we obtain the formula (4.36); hence the proof of the theorem is complete.

Remark 4.24 The method used for the proof of Theorem 4.23 was developed by Kohnen [53], where he considered modular forms. This method was extended to the case of Hilbert modular forms in [78], and the case of Siegel modular forms was investigated in [19, 75].

## Mixed Automorphic Forms on Semisimple Lie Groups

In the previous chapters we considered mixed automorphic forms on the Poincaré upper half plane $\mathcal{H}$, its product space $\mathcal{H}^{n}$, and the Siegel upper half space $\mathcal{H}_{n}$, which are Hermitian symmetric domains associated to the semisimple Lie groups $S L(2, \mathbb{R}), S L(2, \mathbb{R})^{n}$, and $S p(n, \mathbb{R})$, respectively. In this chapter we discuss mixed automorphic forms associated to more general semisimple Lie groups and real reductive groups (cf. [71, 82]). We include nonholomorphic automorphic forms by using the representation theoretic interpretation of automorphic forms initiated by Selberg and Langlands (see e.g. $[13,15])$.

Let $G$ be a semisimple Lie group, $K$ a maximal compact subgroup, and $\Gamma$ a discrete subgroup of finite covolume. Let $Z(\mathfrak{g})$ be the center of the universal enveloping algebra of the complexification $\mathfrak{g}_{\mathbb{C}}$ of the Lie algebra $\mathfrak{g}$ of $G$, and let $V$ be a finite-dimensional complex vector space. A slowly increasing analytic function $f: G \rightarrow V$ is an automorphic form for $\Gamma$ if it is left $\Gamma$-invariant, right $K$-finite, and $Z(\mathfrak{g})$-finite. In order to describe mixed automorphic forms, let $G^{\prime}$ be another semisimple Lie group with the corresponding objects $K^{\prime}$, $\Gamma^{\prime}$ and $V^{\prime}$, and let $\rho: G \rightarrow G^{\prime}$ be a homomorphism such that $\rho(K) \subset K^{\prime}$ and $\rho(\Gamma) \subset \Gamma^{\prime}$. Then associated mixed automorphic forms occur as linear combinations of functions of the form $f \otimes\left(f^{\prime} \circ \rho\right): G \rightarrow V \otimes V^{\prime}$, where $f: G \rightarrow$ $V$ is an automorphic form for $\Gamma$ and $f^{\prime}: G^{\prime} \rightarrow V^{\prime}$ is an automorphic form for $\Gamma^{\prime}$. If $G$ and $G^{\prime}$ are a real reductive groups, the construction described above produces mixed automorphic forms on real reductive groups. If $G$ and $G^{\prime}$ are semisimple Lie groups of Hermitian type, we can define holomorphic mixed automorphic forms as follows. In this case the Riemannian symmetric spaces $\mathcal{D}=G / K$ and $\mathcal{D}^{\prime}=G^{\prime} / K^{\prime}$ are Hermitian symmetric domains, and from the condition $\rho(K) \subset K^{\prime}$ we see that $\rho$ induces a holomorphic map $\tau: \mathcal{D} \rightarrow \mathcal{D}^{\prime}$ that is equivariant with respect to $\rho$. Given complex vector spaces $V$ and $V^{\prime}$ and automorphy factors $J: G \times \mathcal{D} \rightarrow G L(V)$ and $J^{\prime}: G^{\prime} \times \mathcal{D}^{\prime} \rightarrow G L\left(V^{\prime}\right)$, a mixed automorphic form on $\mathcal{D}$ for $\Gamma$ is a holomorphic function $f: \mathcal{D} \rightarrow V \otimes V^{\prime}$ satisfying

$$
f(\gamma z)=J(\gamma, z) \otimes J^{\prime}(\rho(\gamma), \tau(z)) f(z)
$$

for all $z \in \mathcal{D}$ and $\gamma \in \Gamma$.
Whittaker vectors associated to representations of real reductive groups generalize Whittaker's confluent hypergeometric functions that occur in non-
constant terms of Fourier coefficients of automorphic forms (cf. [88]), and over the last few decades various aspects of Whittaker vectors have been investigated in numerous papers (see e.g. [30, 45, 56, 110, 111]). In [93] Miatello and Wallach constructed an analogue of non-holomorphic Poincaré series for automorphic forms on reductive groups of real rank one using Whittaker vectors in order to construct square-integrable automorphic forms.

In this chapter we construct Poincaré series and Eisenstein series for mixed automorphic forms on semisimple Lie groups and discuss Whittaker vectors and Jacquet integrals associated to mixed automorphic forms on real reductive groups. We also construct an analogue of Poincaré series of Miatello and Wallach and express the Fourier coefficients of Eisenstein series for mixed automorphic forms in terms of Jacquet integrals.

Section 5.1 contains the discussion of holomorphic mixed automorphic forms on Hermitian symmetric domains. In Section 5.2 we introduce a representation theoretic description of mixed automorphic forms on semisimple Lie groups and construct Poincaré series as examples of such automorphic forms. The construction of Eisenstein series for automorphic forms on semisimple Lie groups is contained in Section 5.3. In Section 5.4 we describe mixed automorphic forms on real reductive groups and construct Eisenstein series as well as an analogue of Poincaré series of Miatello and Wallach. Whittaker vectors for such mixed automorphic forms are also discussed in this section. In Section 5.5 we study Fourier coefficients of Eisenstein series for mixed automorphic forms on real reductive groups in connection with Jacquet integrals and Whittaker vectors.

### 5.1 Mixed Automorphic Forms on Symmetric Domains

In this section we describe holomorphic mixed automorphic forms on Hermitian symmetric domains. We also construct Poincaré series which provide examples of such automorphic forms.

Let $G$ be a semisimple Lie group of Hermitian type. Thus, if $K$ is a maximal compact subgroup of $G$, the corresponding Riemannian symmetric space $\mathcal{D}=G / K$ has a $G$-invariant complex structure and is called a Hermitian symmetric domain. Let $V$ be a finite-dimensional complex vector space, and let $J: G \times \mathcal{D} \rightarrow G L(V)$ be an automorphy factor satisfying

$$
J\left(\gamma_{1} \gamma_{2}, z\right)=J\left(\gamma_{1}, \gamma_{2} z\right) J\left(\gamma_{2}, z\right)
$$

for all $z \in \mathcal{D}$ and $\gamma_{1}, \gamma_{2} \in G$.
Let $\mathcal{D}^{\prime}=G^{\prime} / K^{\prime}$ be another Hermitian symmetric domain associated to a semisimple Lie group of Hermitian type $G^{\prime}$ and a maximal compact subgroup $K^{\prime}$ of $G^{\prime}$. We assume that there is a holomorphic map $\tau: \mathcal{D} \rightarrow \mathcal{D}^{\prime}$ that is equivariant with respect to a Lie group homomorphism $\rho: G \rightarrow G^{\prime}$. This means that $\rho$ and $\tau$ satisfies

$$
\tau(\gamma z)=\rho(\gamma) \tau(z)
$$

for all $z \in \mathcal{D}$ and $\gamma \in G$. Such equivariant pairs $(\tau, \rho)$ will be studied in Chapter 6 in connection with families of abelian varieties. We now consider another automorphy factor $J^{\prime}: G^{\prime} \times \mathcal{D}^{\prime} \rightarrow G L\left(V^{\prime}\right)$ for some finite-dimensional complex vector space $V^{\prime}$. Let $\Gamma$ be a discrete subgroup of $G$.

Definition 5.1 $A$ mixed automorphic form for $\Gamma$ on $\mathcal{D}$ of type ( $J, J^{\prime}, \tau, \rho$ ) is a holomorphic function $f: \mathcal{D} \rightarrow V \otimes V^{\prime}$ satisfying

$$
f(\gamma z)=J(\gamma, z) \otimes J^{\prime}(\rho(\gamma), \tau(z)) f(z)
$$

for all $z \in \mathcal{D}$ and $\gamma, \gamma^{\prime} \in \Gamma$.
Remark 5.2 If $\Gamma$ is torsion-free and cocompact and if $G^{\prime}$ is a symplectic group, then it was shown in [74] that for some specific automorphy factors $J$ and $J^{\prime}$ mixed automorphic forms on $\mathcal{D}$ of type $\left(J, J^{\prime}, \tau, \rho\right)$ can be identified with holomorphic forms on certain families of abelian varieties parametrized by a locally symmetric space. In the elliptic modular case, that is, when $G=S L(2, \mathbb{R})$, various results were discussed about the corresponding mixed automorphic forms in Chapters 1, 2 and 3 (see also [43, 68, 70]). Similar geometric aspects for the Siegel and Hilbert modular cases were treated in Chapter 4 (see also [71, 76]).

If $\gamma \in G$ and $z \in \mathcal{D}$, let $j_{\mathcal{D}}(\gamma, z)$ denote the determinant of the Jacobian matrix of $\gamma$ at $z$, so that the resulting map $j_{\mathcal{D}}: G \times \mathcal{D} \rightarrow \mathbb{C}$ is an automorphy factor. We denote by $j_{\mathcal{D}^{\prime}}: G^{\prime} \times \mathcal{D}^{\prime} \rightarrow \mathbb{C}$ the similar automorphy factor for $\mathcal{D}^{\prime}$. Let $f$ be a bounded holomorphic function on $\mathcal{D}$. Given positive integers $\ell$ and $m$ and a discrete subgroup $\Gamma$ of $G$, we set

$$
\begin{equation*}
\mathcal{P}_{\ell, m}^{f}(z)=\sum_{\gamma \in \Gamma} f(\gamma z) j_{\mathcal{D}}(\gamma, z)^{\ell} j_{\mathcal{D}^{\prime}}(\rho(\gamma), \tau(z))^{m} \tag{5.1}
\end{equation*}
$$

for all $z \in \mathcal{D}$.
Theorem 5.3 The function $\mathcal{P}_{\ell, m}^{f}: \mathcal{D} \rightarrow \mathbb{C}$ defined by (5.1) is a mixed automorphic form on $\mathcal{D}$ for $\Gamma$ of type $\left(j_{\mathcal{D}}^{-\ell}, j_{\mathcal{D}^{\prime}}^{-m}, \tau, \rho\right)$, where $j_{\mathcal{D}}^{-\ell}(\gamma, z)=$ $j_{\mathcal{D}}(\gamma, z)^{-\ell}$ for $\gamma \in \Gamma$ and $z \in \mathcal{D}$ and similarly for $j_{\mathcal{D}^{\prime}}^{-m}$.

Proof. Given $\gamma \in \Gamma$ and $z \in \mathcal{D}$, we have

$$
\mathcal{P}_{\ell, m}^{f}(\gamma z)=\sum_{\gamma^{\prime} \in \Gamma} f\left(\gamma^{\prime} \gamma z\right) j_{\mathcal{D}}\left(\gamma^{\prime}, \gamma z\right)^{\ell} j_{\mathcal{D}^{\prime}}\left(\rho\left(\gamma^{\prime}\right), \tau(\gamma z)\right)^{m}
$$

Thus, using the relations

$$
j_{\mathcal{D}}\left(\gamma^{\prime}, \gamma z\right)=j_{\mathcal{D}}\left(\gamma^{\prime} \gamma, z\right) j_{\mathcal{D}}(\gamma, z)^{-1}
$$

$$
j_{\mathcal{D}^{\prime}}\left(\rho\left(\gamma^{\prime}\right), \tau(\gamma z)\right)=j_{\mathcal{D}^{\prime}}\left(\rho\left(\gamma^{\prime} \gamma\right), \tau(z)\right) j_{\mathcal{D}^{\prime}}(\rho(\gamma), \tau(z))^{-1}
$$

we see that

$$
\begin{aligned}
\mathcal{P}_{\ell, m}^{f}(\gamma z)= & \sum_{\gamma^{\prime} \in \Gamma} f\left(\gamma^{\prime} \gamma z\right) j_{\mathcal{D}}\left(\gamma^{\prime} \gamma, z\right)^{\ell} j_{\mathcal{D}}(\gamma, z)^{-\ell} \\
& \times j_{\mathcal{D}^{\prime}}\left(\rho\left(\gamma^{\prime} \gamma\right), \tau(z)\right)^{m} j_{\mathcal{D}^{\prime}}(\rho(\gamma), \tau(z))^{-m} \\
= & j_{\mathcal{D}}(\gamma, z)^{-\ell} j_{\mathcal{D}^{\prime}}(\rho(\gamma), \tau(z))^{-m} \mathcal{P}_{\ell, m}^{f}(z)
\end{aligned}
$$

Hence it suffices to show that the series in (5.1) converges uniformly and absolutely on any compact subset of $\mathcal{D}$ for $\ell \geq 2$, which can be carried out by modifying the proof of Proposition 1 in [4, p. 44]. Let $E$ and $C$ be compact subsets of $\mathcal{D}$ such that $E$ is contained in the interior of $C$. We choose a positive real number $\lambda$ such that for each $e \in E$ there is a polydisc $B_{e}$ of volume $\lambda$ centered at $e$ with $\overline{B_{e}} \subset C$. Given $e \in E$, we have

$$
\left|j_{\mathcal{D}}(\gamma, e)\right|^{2} \leq \lambda^{-1} \int_{B_{e}}\left|j_{\mathcal{D}}(\gamma, z)\right|^{2} d v_{z}=\lambda^{-1} \operatorname{vol}\left(\gamma B_{e}\right)
$$

for all $\gamma \in \Gamma$. Thus, if $z \in E$ and if $M$ is a bound of $|f|$ on $\mathcal{D}$, we see that

$$
\sum_{\gamma \in \Gamma}|f(\gamma z)|\left|j_{\mathcal{D}}(\gamma, z)\right|^{2} \leq \sum_{\gamma \in \Gamma} M\left|j_{\mathcal{D}}(\gamma, z)\right|^{2} \leq \lambda^{-1} M \sum_{\gamma \in \Gamma} \operatorname{vol}\left(\gamma B_{z}\right)
$$

Let $q$ be the number of elements in the set

$$
\Gamma \cap\{\gamma \in G \mid \gamma C \cap C \neq \emptyset\}
$$

If $\gamma^{\prime} B_{z} \cap \gamma B_{z} \neq \emptyset$ with $\gamma, \gamma^{\prime} \in \Gamma$ and $z \in E$, then we have $\gamma^{-1} \gamma^{\prime} C \cap C \neq \emptyset$; hence for each $\gamma \in \Gamma$ the number of sets of the form $\gamma^{\prime} B_{z}$ having nonempty intersection with $\gamma B_{z}$ is at most $q$. Thus it follows that the collection $\left\{\gamma B_{z}\right\}_{\gamma \in \Gamma}$ covers each point of $\mathcal{D}$ at most $q$ times, and therefore we obtain

$$
\begin{equation*}
\sum_{\gamma \in \Gamma}|f(\gamma z)|\left|j_{\mathcal{D}}(\gamma, z)\right|^{2} \leq \lambda^{-1} q M \operatorname{vol}(\mathcal{D}) . \tag{5.2}
\end{equation*}
$$

This proves the uniform convergence for $\ell=2$ and $m=0$. The proof for the general case follows from (5.2) and the fact that

$$
\left|j_{\mathcal{D}}(\gamma, z)\right|<1, \quad\left|j_{\mathcal{D}^{\prime}}(\rho(\gamma), \tau(z))\right|<1
$$

for all but a finite number of $\gamma \in \Gamma$.
Definition 5.4 The series $\mathcal{P}_{\ell, m}^{f}(z)$ given by (5.1) is called a Poincaré series associated to $\tau, \rho$ and $f$.

### 5.2 Mixed Automorphic Forms on Semisimple Lie Groups

In this section we introduce a representation theoretic definition of mixed automorphic forms on semisimple Lie groups. As an example of such automorphic forms, we also construct Poincaré series.

First, we shall review the definition of the usual automorphic forms on semisimple Lie groups (see e.g. [13, 15, 27, 28]). Let $G$ be a semisimple Lie group, and let $\mathfrak{g}$ be its Lie algebra. If $V$ is a finite-dimensional complex vector space, then $\mathfrak{g}$ operates on the space of smooth functions $f: G \rightarrow V$ by

$$
\begin{equation*}
(Y \cdot f)(g)=\left.\frac{d}{d t} f((\exp t Y) g)\right|_{t=0} \tag{5.3}
\end{equation*}
$$

for $Y \in \mathfrak{g}$ and $g \in G$. Let $Z(\mathfrak{g})$ be the center of the universal enveloping algebra $U(\mathfrak{g})$ of the complexification $\mathfrak{g}_{\mathbb{C}}$ of $\mathfrak{g}$. Then a vector-valued function $f: G \rightarrow V$ is said to be $Z(\mathfrak{g})$-finite if $Z(\mathfrak{g}) \cdot f$ is a finite-dimensional vector space. This is equivalent to the condition that $f$ is annihilated by an ideal $\mathfrak{A}$ of $Z(\mathfrak{g})$ of finite codimension. If the ideal $\mathfrak{A}$ has codimension one, then $f$ is an eigenfunction of every operator in $Z(\mathfrak{g})$.

Let $W$ be a finite-dimensional vector space over $\mathbb{C}$, and let $\alpha: G \rightarrow$ $G L(W)$ be a representation of $G$ in $W$ whose kernel is finite and whose image is closed in $\operatorname{End}(W)$. Then we can define a norm $\|\cdot\|_{\alpha}$ on $G$ by

$$
\|g\|_{\alpha}=\left(\operatorname{Tr}\left(\alpha(g)^{*} \cdot \alpha(g)\right)\right)^{1 / 2}
$$

where $*$ denotes the adjoint with respect to a Hilbert space structure on $W$ invariant under a maximal compact subgroup $K$ of $G$. If $\beta$ is another such representation, then there is a constant $M>0$ and a positive integer $m$ such that

$$
\begin{equation*}
\|x\|_{\alpha} \leq M\|x\|_{\beta}^{m} \tag{5.4}
\end{equation*}
$$

for all $x \in G$. A vector valued function $f: G \rightarrow V$ is said to be slowly increasing if there is a norm $\|\cdot\|$ on $G$, a constant $C>0$, and a positive integer $m$ such that

$$
|f(g)| \leq C\|g\|^{m}
$$

where $|\cdot|$ is a norm on $V$.
Definition 5.5 Let $K$ be a maximal compact subgroup of $G$, and let $\sigma$ : $K \rightarrow G L(V)$ be a representation of $K$ in a finite-dimensional complex vector space $V$. Given a discrete subgroup $\Gamma$ of $G$, a smooth vector-valued function $f: G \rightarrow V$ is an automorphic form for $\Gamma$ and $\sigma$ if the following conditions are satisfied:
(i) $f(k g \gamma)=\sigma(k) f(g)$ for all $k \in K$ and $\gamma \in \Gamma$.
(ii) $f$ is $Z(\mathfrak{g})$-finite.
(iii) $f$ is slowly increasing.

Let the subgroups $K$ and $\Gamma$ of $G$ and the representation $\sigma: K \rightarrow G L(V)$ be as in Definition 5.5. We now consider another semisimple Lie group $G^{\prime}$. Let $K^{\prime}$ be a maximal compact subgroup and $\Gamma^{\prime}$ a discrete subgroup of $G^{\prime}$. We assume that there is a homomorphism $\rho: G \rightarrow G^{\prime}$ of Lie groups such that $\rho(K) \subset K^{\prime}$ and $\rho(\Gamma) \subset \Gamma^{\prime}$, and let $\sigma^{\prime}: K^{\prime} \rightarrow G L\left(V^{\prime}\right)$ be a representation of $K^{\prime}$ in a finite-dimensional complex vector space $V^{\prime}$. Then we obtain the representation $\sigma \otimes\left(\left.\sigma^{\prime} \circ \rho\right|_{K}\right): K \rightarrow G L\left(V \otimes V^{\prime}\right)$ of $K$ in $V \otimes V^{\prime}$, where $\left.\rho\right|_{K}$ denotes the restriction of $\rho$ to $K$.

Definition 5.6 $A$ mixed automorphic form for $\Gamma$ of type $\left(\rho, \sigma, \sigma^{\prime}\right)$ is an automorphic form for $\Gamma$ and the representation $\sigma \otimes\left(\left.\sigma^{\prime} \circ \rho\right|_{K}\right)$ in the sense of Definition 5.5.

Let $f_{\sigma}: G \rightarrow V$ (resp. $f_{\sigma^{\prime}}^{\prime}: G^{\prime} \rightarrow V^{\prime}$ ) be an automorphic form for $\Gamma$ (resp. $\Gamma^{\prime}$ ) and $\sigma: K \rightarrow G L(V)$ (resp. $\sigma^{\prime}: K^{\prime} \rightarrow G L\left(V^{\prime}\right)$ ), where $V$ (resp. $V^{\prime}$ ) is a finite-dimensional complex vector space. We denote by $f_{\rho, \sigma, \sigma^{\prime}}$ the function from $G$ to $V \otimes V^{\prime}$ given by

$$
\begin{equation*}
f_{\rho, \sigma, \sigma^{\prime}}(g)=\left(f_{\sigma} \otimes\left(f_{\sigma^{\prime}}^{\prime} \circ \rho\right)\right)(g)=f_{\sigma}(g) \otimes f_{\sigma^{\prime}}^{\prime}(\rho(g)) \tag{5.5}
\end{equation*}
$$

for all $g \in G$.
Proposition 5.7 The function $f_{\rho, \sigma, \sigma^{\prime}}: G \rightarrow V \otimes V^{\prime}$ given by (5.5) is a mixed automorphic form for $\Gamma$ of type ( $\rho, \sigma, \sigma^{\prime}$ ).

Proof. We must show that $f_{\rho, \sigma, \sigma^{\prime}}$ satisfies the conditions (i), (ii) and (iii) in Definition 5.5 for the discrete group $\Gamma$ and the representation $\sigma \otimes\left(\left.\sigma^{\prime} \circ \rho\right|_{K}\right)$. Given $g \in G, k \in K$ and $\gamma \in \Gamma$, using (5.5), we see that

$$
\begin{aligned}
f_{\rho, \sigma, \sigma^{\prime}}(k g \gamma) & =f(k g \gamma) \otimes f^{\prime}(\rho(k) \rho(g) \rho(\gamma)) \\
& =\sigma(k) f(g) \otimes \sigma^{\prime}(\rho(k)) f^{\prime}(\rho(g)) \\
& =\left(\sigma \otimes\left(\left.\sigma^{\prime} \circ \rho\right|_{K}\right)\right)(k) \cdot\left(f \otimes f^{\prime} \circ \rho\right)(g),
\end{aligned}
$$

which verifies the condition (i). Now, given $Y \in Z(\mathfrak{g})$, by (5.3) we have

$$
\begin{aligned}
Y \cdot f_{\rho, \sigma, \sigma^{\prime}}(g)= & \left.\frac{d}{d t} f_{\rho, \sigma, \sigma^{\prime}}((\exp t Y) g)\right|_{t=0} \\
= & {\left[\frac{d}{d t} f_{\sigma}((\exp t Y) g)\right]_{t=0} \otimes f_{\sigma^{\prime}}^{\prime}(\rho(g)) } \\
& \quad+f_{\sigma}(g) \otimes\left[\frac{d}{d t} f_{\sigma^{\prime}}^{\prime}(\rho((\exp t Y) g))\right]_{t=0} \\
= & {\left[\frac{d}{d t} f_{\sigma}((\exp t Y) g)\right]_{t=0} \otimes f_{\sigma^{\prime}}^{\prime}(\rho(g)) } \\
& \quad+f_{\sigma}(g) \otimes\left[\frac{d}{d t} f_{\sigma^{\prime}}^{\prime}((\exp t d \rho Y) \rho(g))\right]_{t=0}
\end{aligned}
$$

for all $g \in G$. Thus the condition (ii) follows from this and the fact that $f_{\sigma}$ is $Z(\mathfrak{g})$-finite and $f_{\sigma^{\prime}}^{\prime}$ is $Z\left(\mathfrak{g}^{\prime}\right)$-finite. As for the condition (iii), since $f_{\sigma}$ and $f_{\sigma^{\prime}}^{\prime}$ are slowly increasing, we have

$$
\left|f_{\rho, \sigma, \sigma^{\prime}}(g)\right|=\left|f_{\sigma}(g) \otimes f_{\sigma^{\prime}}^{\prime}(\rho(g))\right| \leq C_{1}\|g\|_{\alpha}^{m_{1}} \cdot C_{2}\|\rho(g)\|_{\beta}^{m_{2}}
$$

for some constants $C_{1}, C_{2}$, positive integers $m_{1}, m_{2}$, and representations $\alpha: G \rightarrow G L(W), \beta: G \rightarrow G L\left(W^{\prime}\right)$. However, by (5.4) we have

$$
\|\rho(g)\|_{\beta}=\|g\|_{\beta \circ \rho} \leq C_{3}\|g\|_{\alpha}^{m_{3}}
$$

for some constant $C_{3}$ and positive integer $m_{3}$. Thus we see that

$$
\left|f_{\rho, \sigma, \sigma^{\prime}}(g)\right| \leq C_{1} C_{2} C_{3}\|g\|_{\alpha}^{m_{1}+m_{3}}
$$

and $f_{\rho, \sigma, \sigma^{\prime}}$ is slowly increasing, and therefore the proof of the proposition is complete.

Example 5.8 Let $\rho: G \rightarrow G^{\prime}, K, K^{\prime}, V$ and $V^{\prime}$ be as above. Assume that the symmetric spaces $\mathcal{D}=G / K$ and $\mathcal{D}^{\prime}=G^{\prime} / K^{\prime}$ have $G$-invariant and $G^{\prime}$ invariant complex structures, respectively. This assumption implies that $\mathcal{D}$ and $\mathcal{D}^{\prime}$ are equivalent to bounded symmetric domains (see e.g. [36]). Since $\rho(K) \subset K^{\prime}$, the map $\rho$ induces a holomorphic map $\tau: \mathcal{D} \rightarrow \mathcal{D}^{\prime}$ satisfying $\tau(g z)=\rho(g) \tau(z)$ for all $g \in G$ and $z \in \mathcal{D}$. Let $J: G \times \mathcal{D} \rightarrow G L(V)$ and $J^{\prime}: G^{\prime} \times \mathcal{D}^{\prime} \rightarrow G L\left(V^{\prime}\right)$ be automorphy factors, and set

$$
J_{\rho}(g, z)=J(g, z) \otimes J^{\prime}(\rho(g), \tau(z))
$$

for all $g \in G$ and $z \in \mathcal{D}$. Then the resulting map $J_{\rho}: G \times \mathcal{D} \rightarrow G L(V) \otimes$ $G L\left(V^{\prime}\right)$ satisfies

$$
\begin{equation*}
J_{\rho}\left(g_{1} g_{2}, z\right)=J_{\rho}\left(g_{1}, g_{2} z\right) J_{\rho}\left(g_{2}, z\right) \tag{5.6}
\end{equation*}
$$

for all $g_{1}, g_{2} \in \mathcal{D}$ and $z \in \mathcal{D}$. We define the homomorphisms $\sigma: G \rightarrow G L(V)$ and $\sigma^{\prime}: G^{\prime} \rightarrow G L\left(V^{\prime}\right)$ by

$$
\sigma(g)=J(g, 0), \quad \sigma^{\prime}\left(g^{\prime}\right)=J^{\prime}\left(g^{\prime}, 0^{\prime}\right)
$$

where $0 \in \mathcal{D}$ and $0^{\prime} \in \mathcal{D}^{\prime}$ are the fixed points of $K$ and $K^{\prime}$, respectively. Note that $0^{\prime}=\tau(0)$ because of the condition $\rho(K) \subset K^{\prime}$. These homomorphisms induce the map $\sigma_{\rho}: G \rightarrow G L(V) \otimes G L\left(V^{\prime}\right)$ given by

$$
\sigma_{\rho}(g)=J(g, 0) \otimes J^{\prime}(\rho(g), \tau(0))=\sigma(g) \otimes \sigma^{\prime}(\rho(g))=\left(\sigma \otimes\left(\sigma^{\prime} \circ \rho\right)\right)(g)
$$

We now consider a mixed automorphic form $f: \mathcal{D} \rightarrow V \otimes V^{\prime}$ for $\Gamma$ on $\mathcal{D}$ of type $\left(J, J^{\prime}, \tau, \rho\right)$ in the sense of Definition 5.1, so that $f$ satisfies

$$
f(\gamma z)=J_{\rho}(\gamma, z) f(z)
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{D}$. We define the function $\tilde{f}: G \rightarrow V \otimes V^{\prime}$ by

$$
\widetilde{f}(g)=\sigma_{\rho}(g) f\left(g^{-1} 0\right)
$$

for all $g \in G$. Then for $g \in G, k \in K$ and $\gamma \in \Gamma$ we have

$$
\begin{aligned}
\tilde{f}(k g \gamma) & =\sigma_{\rho}(k g \gamma) f\left(\gamma^{-1} g^{-1} k^{-1} 0\right) \\
& =\sigma_{\rho}(k) \sigma_{\rho}(g) \sigma_{\rho}(\gamma) f\left(\gamma^{-1} g^{-1} 0\right) \\
& =\sigma_{\rho}(k) \sigma_{\rho}(g) \sigma_{\rho}(\gamma) J_{\rho}\left(\gamma^{-1}, g^{-1} 0\right) f\left(g^{-1} 0\right) \\
& =\sigma_{\rho}(k) \sigma_{\rho}(g) \sigma_{\rho}(\gamma) J_{\rho}\left(\gamma^{-1} g^{-1}, 0\right) J_{\rho}\left(g^{-1}, 0\right)^{-1} f\left(g^{-1} 0\right)
\end{aligned}
$$

where we used (5.6). Using this and the relation

$$
J_{\rho}\left(\gamma^{-1} g^{-1}, 0\right) J_{\rho}\left(g^{-1}, 0\right)^{-1}=\sigma_{\rho}(\gamma)^{-1} \sigma_{\rho}(g)^{-1} \sigma_{\rho}(g)
$$

we obtain

$$
\tilde{f}(k g \gamma)=\sigma_{\rho}(k) \sigma_{\rho}(g) f\left(g^{-1} 0\right)=\sigma_{\rho}(k) \widetilde{f}(g)
$$

In fact, it can be shown that $\tilde{f}$ is a mixed automorphic form for $\Gamma$ of type ( $\rho, \sigma, \sigma^{\prime}$ ) in the sense of Definition 5.6.

We shall construct below Poincaré series which are examples of mixed automorphic forms on semisimple Lie groups. Let $\Gamma$ (resp. $\Gamma^{\prime}$ ) be a discrete subgroup of a semisimple Lie group $G$ (resp. $G^{\prime}$ ), and let $K$ (resp. $K^{\prime}$ ) be a maximal compact subgroup of $G$ (resp. $G^{\prime}$ ). Let $\rho: G \rightarrow G^{\prime}$ be a homomorphism such that $\rho(K) \subset K^{\prime}$. If $f: G \rightarrow V$ is a vector-valued function and if $h$ is an element of $G$, we denote by $l(h)$ and $r(h)$ the translation operators given by

$$
l(h) f(g)=f\left(h^{-1} g\right), \quad r(h) f(g)=f(g h)
$$

for all $g \in G$.
Definition 5.9 A vector-valued function $f: G \rightarrow V$ on $G$ is said to be left (resp. right) $K$-finite if the set of left (resp. right) translations

$$
\{l(k) f \mid k \in K\} \quad(\text { resp. } \quad\{r(k) f \mid k \in K\})
$$

of $f$ by elements of $K$ spans a finite-dimensional vector space.
Proposition 5.10 Let $V$ and $V^{\prime}$ be finite-dimensional complex vector spaces, and assume that the following conditions are satisfied:
(i) $f \otimes\left(f^{\prime} \circ \rho\right) \in L^{1}(G) \otimes\left(V \otimes V^{\prime}\right)$, where $L^{1}(G)$ denotes the set of integrable functions on $G$.
(ii) $f$ is $Z(\mathfrak{g})$-finite and $f^{\prime}$ is $Z\left(\mathfrak{g}^{\prime}\right)$-finite.
(iii) $f$ is right $K$-finite and $f^{\prime}$ is right $K^{\prime}$-finite.

Then the series $P_{\rho, f, f^{\prime}}(g)$ defined by

$$
\begin{equation*}
P_{\rho, f, f^{\prime}}(g)=\sum_{\gamma \in \Gamma}\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g \cdot \gamma) \tag{5.7}
\end{equation*}
$$

converges absolutely and uniformly on compact sets. Furthermore, the series

$$
\sum_{\gamma \in \Gamma}\left|\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g \cdot \gamma)\right|
$$

is bounded on $G$ where $|\cdot|$ denotes the norm on $V \otimes V^{\prime}$.
Proof. As in the proof of Proposition 5.7, it can be shown that the function $f \otimes\left(f^{\prime} \circ \rho\right): G \rightarrow V \otimes V^{\prime}$ is $Z(\mathfrak{g})$-finite by using the condition (ii). For $k \in K$ and $g \in G$, we have

$$
\begin{aligned}
r(k)\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g) & =\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g k) \\
& =f(g k) \otimes f^{\prime}(\rho(g) \rho(k)) \\
& =r(k) f(g) \otimes r(\rho(k)) f^{\prime}(\rho(k)) .
\end{aligned}
$$

Hence the condition (iii) implies that the function $f \otimes\left(f^{\prime} \circ \rho\right)$ is right $K$-finite. Therefore the proposition follows from [4, Theorem 23], [5, Theorem 5.4], or [13, Theorem 9.1].

Definition 5.11 The series $P_{\rho, f, f^{\prime}}(g)$ given by (5.7) is called a Poincaré series associated to $\rho, f$ and $f^{\prime}$.

Corollary 5.12 Let $\sigma: K \rightarrow G L(V)$ and $\sigma^{\prime}: K^{\prime} \rightarrow G L\left(V^{\prime}\right)$ be finitedimensional representations of $K$ and $K^{\prime}$, respectively, over $\mathbb{C}$. Assume that the vector-valued functions $f: G \rightarrow V$ and $f^{\prime}: G^{\prime} \rightarrow V^{\prime}$ satisfy the conditions (i), (ii) and (iii) of Proposition 5.10 together with the condition that

$$
f(k g)=\sigma(k) f(g), \quad f^{\prime}\left(k^{\prime} g^{\prime}\right)=\sigma^{\prime}\left(k^{\prime}\right) f^{\prime}\left(g^{\prime}\right)
$$

for $k \in K, g \in G, k^{\prime} \in K^{\prime}$ and $g^{\prime} \in G^{\prime}$. Then the associated Poincaré series $P_{\rho, f, f^{\prime}}$ is a mixed automorphic form for $\Gamma$ of type $\left(\rho, \sigma, \sigma^{\prime}\right)$.

Proof. Since $f \otimes\left(f^{\prime} \circ \rho\right)$ is $Z(\mathfrak{g})$-finite on the left, so is the Poincaré series $P_{\rho, f, f^{\prime}}$. From the definition of $P_{\rho, f, f^{\prime}}(g)$ the right $\Gamma$-invariance of $P_{\rho, f, f^{\prime}}$ follows immediately, and $P_{\rho, f, f^{\prime}}$ is slowly increasing by Proposition 5.10. As in the proof of Proposition 5.7, we have

$$
\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(k g)=\left(\sigma \otimes\left(\left.\sigma^{\prime} \circ \rho\right|_{K}\right)\right)(k)\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g) ;
$$

hence it follows that

$$
P_{\rho, f, f^{\prime}}(k g)=\left(\sigma \otimes\left(\left.\sigma^{\prime} \circ \rho\right|_{K}\right)\right)(k) P_{\rho, f, f^{\prime}}(g),
$$

and the proof of the corollary is complete.
Let $G, G^{\prime}, \mathcal{D}, \mathcal{D}^{\prime}, \rho, \tau, j_{\mathcal{D}}: G \times \mathcal{D} \rightarrow \mathbb{C}$ and $j_{\mathcal{D}^{\prime}}: G^{\prime} \times \mathcal{D}^{\prime} \rightarrow \mathbb{C}$ be as in Section 5.1.

Lemma 5.13 If $\ell$ and $m$ are nonnegative integers with $\ell \geq 2$, then the $\mathbb{C}$ valued function on $G$ given by

$$
g \mapsto j(g, 0)^{\ell} \otimes j_{\mathcal{D}^{\prime}}\left(\rho(g), 0^{\prime}\right)^{m}: G \rightarrow \mathbb{C}
$$

is an element of $L^{1}(G)$.
Proof. Note first that the function $g \mapsto|j(g, 0)|^{\ell}$ (resp. $\left.g^{\prime} \mapsto\left|j_{\mathcal{D}^{\prime}}\left(g^{\prime}, 0^{\prime}\right)\right|^{m}\right)$ is left and right $K$-invariant (resp. $K^{\prime}$-invariant) (see [5, Section 5.8]); hence it can be considered as a function on $\mathcal{D}$ (resp. $\mathcal{D}^{\prime}$ ), and we have

$$
\int_{G}\left|j(g, 0)^{\ell} j_{\mathcal{D}^{\prime}}\left(\rho(g), 0^{\prime}\right)^{m}\right| d g=\int_{\mathcal{D}}|j(z, 0)|^{\ell}\left|j_{\mathcal{D}^{\prime}}\left(\tau(z), 0^{\prime}\right)\right|^{m} d \mu(z)
$$

where $d \mu(z)$ denotes the invariant Bergmann measure on $\mathcal{D}$ (cf. [4, Section $4.3]$ ). If $d z$ is the usual Euclidean measure on $\mathcal{D}$, then we have

$$
d \mu(z)=|j(z, 0)|^{-2} d z
$$

up to a positive factor. Thus we have

$$
\int_{G}\left|j(g, 0)^{\ell} j_{\mathcal{D}^{\prime}}\left(\rho(g), 0^{\prime}\right)^{m}\right| d g=\int_{\mathcal{D}}|j(z, 0)|^{\ell-2}\left|j_{\mathcal{D}^{\prime}}\left(\tau(z), 0^{\prime}\right)\right|^{m} d z
$$

However, both $|j(z, 0)|$ and $\left|j\left(\tau(z), 0^{\prime}\right)\right|$ are bounded by [5, Proposition 1.12]; hence the lemma follows.

Let $F: \mathcal{D} \rightarrow V$ and $F^{\prime}: \mathcal{D}^{\prime} \rightarrow V^{\prime}$ be functions such that $F \otimes\left(F^{\prime} \circ \tau\right)$ : $\mathcal{D} \rightarrow V \otimes V^{\prime}$ is a polynomial function. Given nonnegative integers $\ell, m$ with $\ell \geq 2$, we define the functions $f: G \rightarrow V$ and $f^{\prime}: G^{\prime} \rightarrow V^{\prime}$ by

$$
\begin{equation*}
f(g)=j(g, 0)^{\ell} F(\pi g), \quad f^{\prime}\left(g^{\prime}\right)=j_{\mathcal{D}^{\prime}}\left(g^{\prime}, 0^{\prime}\right)^{m} F^{\prime}\left(\pi^{\prime} g^{\prime}\right) \tag{5.8}
\end{equation*}
$$

for $g \in G$ and $g^{\prime} \in G^{\prime}$, where $0 \in \mathcal{D}$ and $0^{\prime} \in \mathcal{D}^{\prime}$ are the fixed points of $K$ and $K^{\prime}$, respectively, and $\pi: G \rightarrow \mathcal{D}$ and $\pi^{\prime}: G^{\prime} \rightarrow \mathcal{D}^{\prime}$ are canonical projection maps. We set

$$
\begin{equation*}
\sigma(k)=j(k, 0)^{\ell}, \quad \sigma^{\prime}\left(k^{\prime}\right)=j\left(k^{\prime}, 0^{\prime}\right)^{m} \tag{5.9}
\end{equation*}
$$

for $k \in K$ and $k^{\prime} \in K^{\prime}$. Then $\sigma$ and $\sigma^{\prime}$ are representations of $G$ and $G^{\prime}$ in $V$ and $V^{\prime}$, respectively. We set

$$
\begin{equation*}
P_{\rho}^{\ell, m}(g)=\sum_{\gamma \in \Gamma}\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g \gamma) \tag{5.10}
\end{equation*}
$$

for $g \in G$, which is indeed the Poincaré series $P_{\rho, f, f^{\prime}}$ associated to the functions $f$ and $f^{\prime}$ in (5.8) in the sense of Definition 5.11.

Theorem 5.14 The Poincaré series $P_{\rho}^{\ell, m}(g)$ given by (5.10) is a mixed automorphic form for $\Gamma$ of type ( $\rho, \sigma, \sigma^{\prime}$ ).

Proof. For each $g \in G$, using (5.8), we have

$$
\begin{aligned}
\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g) & =\left(j(g, 0)^{\ell} F(\pi g)\right) \otimes\left(j_{\mathcal{D}^{\prime}}\left(\rho(g), 0^{\prime}\right)^{m} F^{\prime}\left(\pi^{\prime}(\rho(g))\right)\right) \\
& =\left(j(g, 0)^{\ell} \cdot j_{\mathcal{D}^{\prime}}\left(\rho(g), 0^{\prime}\right)^{m}\right)\left(F(\pi g) \otimes F^{\prime}(\omega(\pi g))\right)
\end{aligned}
$$

Thus from Lemma 5.13 and the fact that $F \otimes\left(F^{\prime} \circ \omega\right)$ is a polynomial mapping on the bounded symmetric domain $\mathcal{D}$ it follows that

$$
\int_{G}\left|\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g)\right| d g<\infty
$$

hence $f \otimes\left(f^{\prime} \circ \rho\right)$ is an element of $L^{1}(G) \otimes\left(V \otimes V^{\prime}\right)$. Using (5.9) and the relation $j\left(g_{1} g_{2}, 0\right)=j\left(g_{1}, 0\right) j\left(g_{2}, 0\right)$ for $g_{1}, g_{2} \in G$, we have

$$
\begin{aligned}
f(k g) & =j(g k, 0)^{\ell} F(\pi(g k)) \\
& =j(g, 0)^{\ell} j(k, 0)^{\ell} F(\pi g)=\sigma(k) f(g)
\end{aligned}
$$

for $k \in K$ and $g \in G$. Similarly, we have $f^{\prime}\left(k^{\prime} g^{\prime}\right)=\sigma^{\prime}\left(k^{\prime}\right) f^{\prime}\left(g^{\prime}\right)$ for $k^{\prime} \in K^{\prime}$ and $g^{\prime} \in G^{\prime}$. Thus we see that $f$ is $Z_{\mathfrak{g}}$-finite and $f^{\prime}$ is $Z_{\mathfrak{g}^{\prime}}$-finite. For $k \in K$ and $g \in G$ the set of right translates $r(k) F(\pi(g k))$ are polynomials of the same degree as $F$; hence $f$ is right $K$-finite. Similarly, $f^{\prime}$ is right $K^{\prime}$-finite. Thus it follows from Proposition 5.10 that the series

$$
\sum_{\gamma \in \Gamma}\left|\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g \gamma)\right|
$$

is bounded on $G$. In particular, the Poincaré series $P_{\rho}^{\ell, m}$ in (5.10) is slowly increasing. As in the proof of Proposition 5.7, the function $f \otimes\left(f^{\prime} \circ \rho\right)$ is $Z_{\mathfrak{g}}$-finite, and for $k \in K$ and $g \in G$ we have

$$
\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(k g)=\left(\sigma \otimes\left(\left.\sigma^{\prime} \circ \rho\right|_{K}\right)\right)(k)\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g)
$$

hence we see that

$$
P_{\rho}^{\ell, m}(k g)=\left(\sigma \otimes\left(\left.\sigma^{\prime} \circ \rho\right|_{K}\right)\right)(k) P_{\rho}^{\ell, m}(g) .
$$

Therefore $P_{\rho}^{\ell, m}(g)$ is an automorphic form for $\Gamma$ of type ( $\rho, \sigma, \sigma^{\prime}$ ) in the sense of Definition 5.5.

### 5.3 Eisenstein Series

In this section we construct Eisenstein series and show that they are mixed automorphic forms on semisimple Lie groups in the sense of Definition 5.5. For this purpose, instead of the usual semisimple Lie group $G$, we need to consider an algebraic group whose set of real points will coincide with $G$.

Let $\mathbb{G}$ be a connected, semisimple, linear algebraic group defined over a subfield $k$ of $\mathbb{R}$, and let $\mathbb{P}$ be a $k$-parabolic subgroup of $\mathbb{G}$ containing a maximal $k$-split torus $\mathbb{S}$ of $\mathbb{G}$. Let $\mathbb{P}_{0}$ be a minimal $k$-parabolic subgroup of $\mathbb{G}$ such that $\mathbb{S} \subset \mathbb{P}_{0} \subset \mathbb{P}$. We define an ordering on the set $\Sigma_{k}$ of $k$-roots of $\mathbb{G}$ with respect to $\mathbb{S}$ as follows: A $k$-root $\alpha \in \Sigma_{k}$ is positive if and only if the subgroup of $\mathbb{G}$ generated by the $\alpha$-eigenspace of the adjoint representation of $\mathbb{S}$ is contained in $\mathbb{P}_{0}$. We denote by $\Delta_{k}$ the set of simple positive $k$-roots in $\Sigma_{k}$.

If $\Xi$ is a subset of $\Delta_{k}$, we set

$$
\mathbb{S}_{\Xi}=\left(\bigcap_{\alpha \in \Xi} \operatorname{Ker} \alpha\right)^{0},
$$

where $(\cdot)^{0}$ denotes the connected component of the identity. Let $\Theta$ be the subset of $\Delta_{k}$ such that $\mathbb{P}$ is generated by the unipotent radical $\mathbb{U}_{0}$ of $\mathbb{P}_{0}$ and by the centralizer $Z\left(\mathbb{S}_{\Theta}\right)$ of $\mathbb{S}_{\Theta}$. Let $\mathbb{U}_{\Theta}$ be the unipotent radical of $\mathbb{P}$, and let $\mathbb{M}_{\Theta}$ be a subgroup of $\mathbb{G}$ such that $Z_{\mathbb{G}}\left(\mathbb{S}_{\Theta}\right)=\mathbb{S}_{\Theta} \cdot \mathbb{M}_{\Theta}$ with $\mathbb{S}_{\Theta} \cap \mathbb{M}_{\Theta}$ finite. We set

$$
P=\mathbb{P}(\mathbb{R}), \quad A=\mathbb{S}_{\Theta}(\mathbb{R})^{0}, \quad M=\mathbb{M}_{\Theta}(\mathbb{R}), \quad U=\mathbb{U}_{\Theta}(\mathbb{R})
$$

Then we obtain the Langlands decomposition

$$
P=M A U
$$

of $P$ and the corresponding decomposition

$$
G=K P=K M A U
$$

of $G=G(\mathbb{R})$. If $g=k m a u \in G$ with $k \in K, m \in M, a \in A$ and $u \in U$, then $k \cdot m, a$ and $u$ are uniquely determined. We write $a=a(g)$.

Let $\left\{\Lambda_{\alpha}\right\}_{\alpha \in \Delta_{k}}$ be the set of fundamental dominant $k$-weights of $\mathbb{G}$ that satisfy

$$
\left\langle\Lambda_{\alpha}, \beta\right\rangle=d_{\alpha} \delta_{\alpha \beta}
$$

for all $\alpha, \beta \in \Delta_{k}$, where $\delta_{\alpha \beta}$ is the Kronecker delta and $d_{\alpha}$ is a positive real number (see [13, Section 11]). Let $\mathfrak{u}$ be the Lie algebra of $U$ and let $\chi=\operatorname{det} \operatorname{Ad}_{\mathfrak{u}}$ be the character of $P$ with $p^{\chi}=\operatorname{det} \operatorname{Ad}_{\mathfrak{u}} p$ for $p \in P$. We set $\widetilde{\Theta}=\Delta_{k}-\Theta$. Then $\chi$ is a positive linear combination of the $\Lambda_{\alpha}$ for $\alpha \in \widetilde{\Theta}$, that is,

$$
\chi=\sum_{\alpha \in \tilde{\Theta}} e_{\alpha} \Lambda_{\alpha}
$$

with $e_{\alpha}>0$. If $\left\{s_{\alpha}\right\}_{\alpha \in \tilde{\Theta}}$ is a set of complex numbers $s_{\alpha} \in \mathbb{C}$ indexed by the set $\widetilde{\Theta}$, and if $p \in P$, then we set

$$
p^{\Lambda_{s}}=\prod_{\alpha \in \widetilde{\Theta}}\left|p^{\Lambda_{\alpha}}\right|^{s_{\alpha}}
$$

Lemma 5.15 Let $\Gamma$ be a discrete subgroup of $G$ and let $\Gamma_{\infty}$ be a subgroup of $\Gamma \cap M U$. Suppose that there is a set $\left\{s_{\alpha}\right\}_{\alpha \in \tilde{\Theta}}$ of complex numbers satisfying the following conditions:
(i) $a(\gamma)^{\Lambda_{\alpha}} \geq \varepsilon>0$ for all $\gamma \in \Gamma$ and $\alpha \in \widetilde{\Theta}$.
(ii) $M U / \Gamma_{\infty}$ has finite measure.
(iii) $\operatorname{Re} s_{\alpha}>e_{\alpha}$ for all $\alpha \in \widetilde{\Theta}$.

Then the series

$$
E(g, s)=\sum_{\gamma \in \Gamma / \Gamma_{\infty}} a(g \gamma)^{-\Lambda_{s}}
$$

converges uniformly on any compact subset of $G$.
Proof. See Lemma 4 in [4] or Lemma 11.1 in [13] (see also [29]).
Now we consider another semisimple Lie group $G^{\prime}=\mathbb{G}^{\prime}(\mathbb{R})$ associated to a connected algebraic group $\mathbb{G}^{\prime}$ defined over a subfield $k$ of $\mathbb{R}$. We consider the corresponding subgroups $K^{\prime}, P^{\prime}, M^{\prime}, A^{\prime}, U^{\prime}$, etc. defined in a way similar to the case of $G$ above. Thus we have decompositions

$$
P^{\prime}=K^{\prime} A^{\prime} U^{\prime}, \quad G^{\prime}=K^{\prime} P^{\prime}=K^{\prime} M^{\prime} A^{\prime} U^{\prime}
$$

Let $\rho: G \rightarrow G^{\prime}$ be a Lie group homomorphism such that

$$
\rho(K) \subset K^{\prime}, \quad \rho(P) \subset P^{\prime}, \quad \rho(A) \subset A^{\prime}
$$

Theorem 5.16 Let $\Gamma$ and $\Gamma_{\infty}$ be as in Lemma 5.15, and let $f: G \rightarrow V$ and $f^{\prime}: G^{\prime} \rightarrow V^{\prime}$ be smooth vector-valued functions, where $V$ and $V^{\prime}$ are finitedimensional vector spaces. Suppose that there is a set $\left\{s_{\alpha}\right\}_{\alpha \in \tilde{\Theta}}$ of complex numbers satisfying the following conditions:
(i) $a(\gamma)^{\Lambda_{\alpha}} \geq \varepsilon>0$ for all $\gamma \in \Gamma$ and $\alpha \in \widetilde{\Theta}$.
(ii) $M U / \Gamma_{\infty}$ has finite measure.
(iii) $\operatorname{Re} s_{\alpha}>e_{\alpha}$ for all $\alpha \in \widetilde{\Theta}$.
(iv) $\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g \gamma)=\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g)$ for all $\gamma \in \Gamma_{\infty}$.
(v) $\left|f(g p) \| f^{\prime}(\rho(g p))\right| p^{\Lambda_{s}}$ is bounded for $p \in P$ and $g$ belonging to a fixed compact set.
Then the series

$$
\begin{equation*}
E_{\rho, f, f^{\prime}}(g)=\sum_{\gamma \in \Gamma / \Gamma_{\infty}}\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g \gamma) \tag{5.11}
\end{equation*}
$$

converges absolutely and uniformly on any compact set of $G$.
Proof. Since $G=K P$, we have

$$
\begin{aligned}
\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g) \cdot a(g)^{\Lambda_{s}} & =\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(k p) \cdot a(k p)^{\Lambda_{s}} \\
& =\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(k p) \cdot a(p)^{\Lambda_{s}} \\
& =\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(k p) \cdot p^{\Lambda_{s}}
\end{aligned}
$$

for $g=k p$ with $k \in K$ and $p \in P$. Hence by $(\mathrm{v})\left|\left(f \otimes\left(f^{\prime} \circ \rho\right)\right)(g) \cdot a(g)^{\Lambda_{s}}\right|$ is bounded for $g \in G$. Therefore, the series defining $E_{f, f^{\prime}, \rho}$ is majorized by a constant times the series

$$
\sum_{\gamma \in \Gamma / \Gamma_{\infty}} a(g \gamma)^{-\Lambda_{s}}
$$

which converges uniformly on any compact set by Lemma 5.15. Hence the theorem follows.

Definition 5.17 The series $E_{\rho, f, f^{\prime}}(g)$ given by the series in (5.11) is called $a n$ Eisenstein series for $\Gamma$ associated to $\rho, f$ and $f^{\prime}$.

Let $G, P, M, A$, and $U$ be as before. Thus we have decompositions

$$
P=M A U, \quad G=K P=K M A U
$$

Let $\sigma: K \rightarrow G L(V)$ be a representation of $K$ in a finite-dimensional complex vector space $V$. Let $\pi: M U \rightarrow M$ be the natural projection, and let $K_{M}=$ $\pi(K \cap M U)$. Then $K_{M}$ is a maximal compact subgroup of $M$, and $\sigma$ induces the representation $\sigma_{M}$ of $K_{M}$ given by

$$
\sigma_{M}(\pi(k))=\sigma(k)
$$

for all $k \in K \cap M U$. Let $\Gamma$ be an arithmetic subgroup of $G$, and let $\Gamma_{M}=$ $\pi(\Gamma \cap M U)$ be the corresponding arithmetic subgroup of $M$. We denote by $L^{2}\left(M / \Gamma_{M}, \sigma_{M}\right)$ the space of square-integrable functions $\varphi: M \rightarrow V$ satisfying

$$
\varphi(k m \gamma)=\sigma_{M}(k) \varphi(m)
$$

for all $k \in K_{M}, m \in M$ and $\gamma \in \Gamma_{M}$. Any function $\varphi: M \rightarrow V$ satisfying $\varphi(k m)=\sigma_{M}(k) \varphi(m)$ for $k \in K_{M}$ and $m \in M$ can be extended to a function $\varphi_{G}: G \rightarrow V$ on $G$ by the formula

$$
\varphi_{G}(k m a u)=\sigma(k) \varphi(m)
$$

for all $k \in K, m \in M, a \in A$ and $u \in U$. Then $\varphi_{G}$ is $\sigma$-equivariant, that is,

$$
\varphi_{G}(k g)=\sigma(k) \varphi_{G}(g)
$$

for $k \in K$ and $g \in G$. Although a decomposition $g=k m a u$ is not unique, the extension $\varphi_{G}$ is uniquely determined. We shall identify a $\sigma_{M}$-equivariant function $\varphi$ on $M$ and the corresponding $\sigma$-equivariant function $\varphi_{G}$ on $G$. Thus each element of $L^{2}\left(M / \Gamma_{M}, \sigma_{M}\right)$ will be regarded as a function of $G$ into $V$.

Let $\mathfrak{a}_{\mathbb{C}}^{*}$ be the dual space of the complexification $\mathfrak{a}_{\mathbb{C}}$ of the Lie algebra $\mathfrak{a}$ of $A$, and let

$$
\left(\mathfrak{a}_{\mathbb{C}}^{*}\right)^{-}=\left\{\Lambda \in \mathfrak{a}_{\mathbb{C}}^{*} \mid\langle\operatorname{Re} \Lambda+\rho, \alpha\rangle<0 \quad \text { for all } \quad \alpha \in \Sigma^{0}\right\},
$$

where $\Sigma^{0}$ is the set of simple roots of the Lie algebra $\mathfrak{g}$ of $G$. For $\varphi \in$ $L^{2}\left(M / \Gamma_{M}, \sigma_{M}\right)$ and $\Lambda \in \mathfrak{a}_{\mathbb{C}}^{*}$, we set

$$
\varphi_{\Lambda}(x)=\varphi(x) e^{(\Lambda-\rho)(H(x))}
$$

for $x \in G$, where $H(x)$ denotes $\log a(x)$. Then we have

$$
\varphi_{\Lambda}(k g \gamma)=\sigma(k) \varphi_{\Lambda}(g)
$$

for all $g \in G, k \in K$ and $\gamma \in U(\Gamma \cap P)$. Given $\varphi \in L^{2}\left(M / \Gamma_{M}, \sigma_{M}\right)$ and $\Lambda \in\left(\mathfrak{a}_{\mathbb{C}}^{*}\right)^{-}$, the series

$$
E(\Lambda, \varphi, x)=\sum_{\Gamma / \Gamma \cap P} \varphi_{\Lambda}(x \gamma)
$$

is called an Eisenstein series (see [37]; see also [60, 64, 65, 66, 100]).
Let $\chi$ be a representation of $Z(\mathfrak{g})$ in $V$. We denote by $L^{2}\left(M / \Gamma_{M}, \sigma_{M}, \chi\right)$ the subgroup of $L^{2}\left(M / \Gamma_{M}, \sigma_{M}\right)$ consisting of functions $f: G \rightarrow V$ satisfying the condition

$$
\begin{equation*}
(Y \cdot f)(g)=f(g) \chi(Y) \tag{5.12}
\end{equation*}
$$

for all $Y \in Z(\mathfrak{g})$.
Lemma 5.18 If $\varphi \in L^{2}\left(M / \Gamma_{M}, \sigma_{M}, \chi\right)$ and $\gamma \in U(\Gamma \cap P)$, then there are $a$ positive real number $C$ and a positive integer $N$ such that

$$
\sum_{\Gamma / \Gamma \cap P}\left|\varphi_{\Lambda}(x \gamma)\right| \leq C\|x\|^{N}
$$

for all $x \in G$.
Proof. This follows from [37, Lemma 24].
Let $G^{\prime}$ be another semisimple Lie group, and consider the corresponding objects $K^{\prime}, P^{\prime}, M^{\prime}, A^{\prime}, U^{\prime}, \mathfrak{a}^{\prime}, \mathfrak{a}_{\mathbb{C}}^{* *},\left(\mathfrak{a}_{\mathbb{C}}^{\prime *}\right)^{-}$and the representation $\sigma^{\prime}: K^{\prime} \rightarrow$ $G L\left(V^{\prime}\right)$ of $K^{\prime}$ in a finite-dimensional complex vector space $V^{\prime}$. Let $\rho: G \rightarrow G^{\prime}$ be a Lie group homomorphism such that

$$
\rho(K) \subset K^{\prime}, \quad \rho(P) \subset P^{\prime}, \quad \rho(A) \subset A^{\prime}
$$

As in the case of $G$, for $\varphi^{\prime} \in L^{2}\left(M^{\prime} / \Gamma_{M^{\prime}}^{\prime}, \sigma_{M^{\prime}}^{\prime}\right)$ and $\Lambda^{\prime} \in\left(\mathfrak{a}_{\mathbb{C}}^{* *}\right)^{-}$, we set

$$
\varphi_{\Lambda^{\prime}}^{\prime}(y)=\varphi^{\prime}(y) e^{\left(\Lambda^{\prime}-\rho^{\prime}\right)\left(H^{\prime}(y)\right)}
$$

for $y \in G^{\prime}$, where $H^{\prime}(y)$ denotes $\log a^{\prime}(y)$.

Proposition 5.19 Let $\chi$ and $\chi^{\prime}$ be representations of $Z(\mathfrak{g})$ and $Z\left(\mathfrak{g}^{\prime}\right)$ in $V$ and $V^{\prime}$ respectively, and let

$$
\varphi_{\Lambda} \in L^{2}\left(M / \Gamma_{M}, \sigma_{M}, \chi\right), \quad \varphi_{\Lambda^{\prime}}^{\prime} \in L^{2}\left(M^{\prime} / \Gamma_{M^{\prime}}^{\prime}, \sigma_{M^{\prime}}^{\prime}, \chi^{\prime}\right)
$$

with $\Lambda \in\left(\mathfrak{a}_{\mathbb{C}}^{*}\right)^{-}$and $\Lambda^{\prime} \in\left(\mathfrak{a}_{\mathbb{C}}^{* *}\right)^{-}$. Then there are a positive real number $C_{0}$ and a positive integer $N_{0}$ such that

$$
\sum_{\gamma \in \Gamma / \Gamma \cap P}\left|\left(\varphi_{\Lambda} \otimes\left(\varphi_{\Lambda^{\prime}}^{\prime} \circ \rho\right)\right)(x \gamma)\right| \leq C_{0}\|x\|^{N_{0}}
$$

for all $x \in G$.
Proof. By Lemma 5.18 there exist positive real numbers $C, C^{\prime}$ and positive integers $N$, and $N^{\prime}$ such that

$$
\begin{gathered}
\sum_{\gamma \in \Gamma / \Gamma \cap P}\left|\varphi_{\Lambda}(x \gamma)\right| \leq C\|x\|^{N} \\
\sum_{\gamma^{\prime} \in \Gamma^{\prime} / \Gamma^{\prime} \cap P^{\prime}}\left|\varphi_{\Lambda^{\prime}}^{\prime}\left(x^{\prime} \gamma^{\prime}\right)\right| \leq C^{\prime}\left\|x^{\prime}\right\|^{N^{\prime}}
\end{gathered}
$$

for all $x \in G$ and $x^{\prime} \in G^{\prime}$. In particular, we have

$$
\begin{aligned}
\sum_{\gamma \in \Gamma / \Gamma \cap P}\left|\varphi_{\Lambda^{\prime}}^{\prime}(\rho(x \gamma))\right| & =\sum_{\gamma \in \Gamma / \Gamma \cap P}\left|\varphi_{\Lambda^{\prime}}^{\prime}(\rho(x) \rho(\gamma))\right| \\
& \leq C^{\prime}\|\rho(x)\|^{N^{\prime}} \leq C^{\prime}\|\rho\|^{N^{\prime}}\|x\|^{N^{\prime}}
\end{aligned}
$$

for all $x \in G$, since $\rho(\gamma) \in \Gamma^{\prime} / \Gamma^{\prime} \cap P^{\prime}$ whenever $\gamma \in \Gamma / \Gamma \cap P$. Thus we obtain

$$
\begin{aligned}
\sum_{\gamma \in \Gamma / \Gamma \cap P}\left|\left(\varphi_{\Lambda} \otimes\left(\varphi_{\Lambda^{\prime}}^{\prime} \circ \rho\right)\right)(x \gamma)\right| & =\sum_{\gamma \in \Gamma / \Gamma \cap P}\left|\varphi_{\Lambda}(x \gamma)\right| \cdot\left|\varphi_{\Lambda^{\prime}}^{\prime}(\rho(x \gamma))\right| \\
& \leq \sum_{\gamma \in \Gamma / \Gamma \cap P}\left|\varphi_{\Lambda}(x \gamma)\right| \cdot \sum_{\gamma \in \Gamma / \Gamma \cap P}\left|\varphi_{\Lambda^{\prime}}^{\prime}(\rho(x \gamma))\right| \\
& \leq C \cdot C^{\prime} \cdot\|\rho\|^{N^{\prime}} \cdot\|x\|^{N+N^{\prime}} ;
\end{aligned}
$$

hence the proposition follows.
We set

$$
\begin{equation*}
E_{\rho, \varphi, \varphi^{\prime}}\left(\Lambda, \Lambda^{\prime}, x\right)=\sum_{\gamma \in \Gamma / \Gamma \cap P}\left(\varphi_{\Lambda} \otimes\left(\varphi_{\Lambda^{\prime}}^{\prime} \circ \rho\right)\right)(x \gamma) \tag{5.13}
\end{equation*}
$$

for $x \in G$, which is an Eisenstein series for $\Gamma$ associated to $\rho, \varphi_{\Lambda}$, and $\varphi_{\Lambda^{\prime}}^{\prime}$ in the sense of Definition 5.17 with $\Gamma_{\infty}=\Gamma \cap M U=\Gamma \cap P$ (see [37, p. 6]).

Theorem 5.20 The Eisenstein series $E_{\rho, \varphi, \varphi^{\prime}}\left(\Lambda, \Lambda^{\prime}, x\right)$ given by (5.13) is a mixed automorphic form for $\Gamma$ of type $\left(\rho, \sigma, \sigma^{\prime}\right)$.

Proof. Recall that $\varphi_{\Lambda}$ can be regarded as a function $\varphi_{\Lambda}: G \rightarrow V$ on $G$ satisfying $\varphi_{\Lambda}(k m a u)=\sigma(k) \varphi_{\Lambda}(m)$. Thus we have

$$
\varphi_{\Lambda}(k g)=\sigma(k) \varphi_{\Lambda}(g)
$$

for all $k \in K$ and $g \in G$. Similarly, we consider $\varphi_{\Lambda^{\prime}}^{\prime}$ as a $V^{\prime}$-valued function on $G^{\prime}$ satisfying

$$
\varphi_{\Lambda^{\prime}}^{\prime}\left(k^{\prime} g^{\prime}\right)=\sigma^{\prime}\left(k^{\prime}\right) \varphi_{\Lambda^{\prime}}^{\prime}\left(g^{\prime}\right)
$$

for all $k^{\prime} \in K^{\prime}$ and $g^{\prime} \in G^{\prime}$. Thus we see that

$$
\left(\varphi_{\Lambda} \otimes\left(\varphi_{\Lambda^{\prime}}^{\prime} \circ \rho\right)\right)(k g)=\left(\sigma \otimes\left(\left.\sigma^{\prime} \circ \rho\right|_{K}\right)\right)(k)\left(\varphi_{\Lambda} \otimes\left(\varphi_{\Lambda^{\prime}}^{\prime} \circ \rho\right)\right)(g)
$$

for all $k \in K$ and $g \in G$, which implies

$$
E_{\rho, \varphi, \varphi^{\prime}}\left(\Lambda, \Lambda^{\prime}, k g\right)=\left(\sigma \otimes\left(\left.\sigma^{\prime} \circ \rho\right|_{K}\right)\right)(k) E_{\rho, \varphi, \varphi^{\prime}}\left(\Lambda, \Lambda^{\prime}, g\right)
$$

by (5.13). On the other hand, using (5.13) and Proposition 5.19, we obtain

$$
\left|E_{\rho, \varphi, \varphi^{\prime}}\left(\Lambda, \Lambda^{\prime}, x\right)\right| \leq \sum_{\gamma \in \Gamma / \Gamma \cap P}\left|\left(\varphi_{\Lambda} \otimes\left(\varphi_{\Lambda^{\prime}}^{\prime} \circ \rho\right)\right)(x \gamma)\right| \leq C_{0}\|x\|^{N_{0}}
$$

for some $C_{0}, N_{0}>0$, and consequently the function $x \mapsto E_{\rho, \varphi, \varphi^{\prime}}\left(\Lambda, \Lambda^{\prime}, x\right)$ is slowly increasing. Using (5.12), we have

$$
\left(Y \cdot \varphi_{\Lambda}\right)(g)=\varphi_{\Lambda}(g) \chi(Y), \quad\left(Y^{\prime} \cdot \varphi_{\Lambda^{\prime}}^{\prime}\right)\left(g^{\prime}\right)=\varphi_{\Lambda^{\prime}}^{\prime}\left(g^{\prime}\right) \chi^{\prime}\left(Y^{\prime}\right)
$$

for $Y \in Z(\mathfrak{g}), Y^{\prime} \in Z\left(\mathfrak{g}^{\prime}\right), g \in G$ and $g^{\prime} \in G^{\prime}$; hence it follows that $\varphi_{A}$ is $Z(\mathfrak{g})$-finite and $\varphi_{\Lambda^{\prime}}^{\prime}$ is $Z\left(\mathfrak{g}^{\prime}\right)$-finite. Thus, as in the proof of Proposition 5.7, we see that the function $\varphi_{\Lambda} \otimes\left(\varphi_{\Lambda^{\prime}}^{\prime} \circ \rho\right)$ is $Z(\mathfrak{g})$-finite. Therefore $E_{\rho, \varphi, \varphi^{\prime}}$ is also $Z(\mathfrak{g})$-finite, and the theorem follows.

### 5.4 Whittaker Vectors

We shall first extend the notion of mixed automorphic forms on semisimple Lie groups constructed in Section 5.2 to real reductive groups and describe Eisenstein series for such automorphic forms. We also discuss Whittaker vectors and Poincaré series for mixed automorphic forms on real reductive groups.

Let $G$ be a real reductive group $G$ of rank one, and let $G=N A K$ be its Iwasawa decomposition. Let $P=M A N$ be the associated Langlands decomposition of a minimal parabolic subgroup $P$ of $G$. If $g \in G$, then we write

$$
g=n(g) a(g) k(g)
$$

with $n(g) \in N, a(g) \in A$ and $k(g) \in K$. Let $\mathfrak{g}, \mathfrak{k}, \mathfrak{m}, \mathfrak{a}, \mathfrak{n}$ denote the Lie algebras of $G, K, M, A, N$, respectively, and let

$$
\rho(H)=\frac{1}{2} \operatorname{Tr}\left(\left.\operatorname{ad}(H)\right|_{\mathfrak{n}}\right)
$$

for $H \in \mathfrak{a}$.
Let $\left(\pi_{\xi, \nu}, H^{\xi, \nu}\right)$ be the principal series representation of $G$ corresponding to an element $\nu \in\left(\mathfrak{a}_{\mathbb{C}}\right)^{*}$ and a unitary representation $\xi$ of $M$ in $H_{\xi}$. Thus $H^{\xi, \nu}$ is the space of all square-integrable functions $f: K \rightarrow H_{\xi}$ such that

$$
\begin{equation*}
f(m k)=\xi(m) f(k) \tag{5.14}
\end{equation*}
$$

for $m \in M$ and $k \in K$ with

$$
\begin{equation*}
\pi_{\xi, \nu}(g) f(x)=a(x g)^{\nu+\rho} f(k(x g)) \tag{5.15}
\end{equation*}
$$

for $g \in G$ and $x \in K$. Let $Z(\mathfrak{g})$ be the center of the universal enveloping algebra $U(\mathfrak{g})$ of $\mathfrak{g}$. Let $V$ be a finite-dimensional complex inner product space, and let $\sigma: K \rightarrow G L(V)$ be a representation of $K$ in $V$. Then an automorphic form on the real reductive group $G$ for $\Gamma$ and $\sigma$ is a left $\Gamma$-invariant and $Z(\mathfrak{g})$-finite analytic function $f: G \rightarrow V$ satisfying the following conditions:
(i) $f(x k)=\sigma(k) f(x)$ for all $x \in G$ and $k \in K$,
(ii) $f$ is slowly increasing, that is, there exist positive real numbers $C$ and $C^{\prime}$ such that

$$
\|f(x)\| \leq C^{\prime} \cdot a|x|^{C}
$$

for all $x \in G$, where $a|x|^{C}=e^{C|\rho(\log a(x))|}$.
Let $G^{\prime}$ be another real reductive group of rank one, and let $K^{\prime}$ and $P^{\prime}=$ $M^{\prime} A^{\prime} N^{\prime}$ be a maximal compact subgroup and a Langlands decomposition of a minimal parabolic subgroup of $G^{\prime}$, respectively. Let $\varphi: G \rightarrow G^{\prime}$ be a homomorphism such that $\varphi(K) \subset K^{\prime}, \varphi(P) \subset P^{\prime}, \varphi(A) \subset A^{\prime}$ and $\varphi(N) \subset$ $N^{\prime}$, and let $\Gamma^{\prime}$ be a discrete subgroup of $G^{\prime}$ of finite covolume with $\varphi(\Gamma) \subset$ $\Gamma^{\prime}$ satisfying the assumptions in $[66, \S 2]$. We also consider a representation $\sigma^{\prime}: K^{\prime} \rightarrow G L\left(V^{\prime}\right)$ of $K^{\prime}$ in a finite-dimensional complex vector space $V^{\prime}$, so that $\sigma \otimes\left(\sigma^{\prime} \circ \varphi\right)$ is a representation of $K$ in $V \otimes V^{\prime}$.

Definition 5.21 $A$ mixed automorphic form for $\Gamma$ of type ( $\varphi, \sigma, \sigma^{\prime}$ ) on the real reductive group $G$ is an automorphic form $f: G \rightarrow V \otimes V^{\prime}$ for $\Gamma$ and the representation $\sigma \otimes\left(\sigma^{\prime} \circ \varphi\right)$ of $K$.

Proposition 5.22 Let $f: G \rightarrow V$ (resp. $f^{\prime}: G^{\prime} \rightarrow V^{\prime}$ ) be an automorphic form for $\Gamma$ (resp. $\Gamma^{\prime}$ ) and $\sigma\left(\right.$ resp $\left.\sigma^{\prime}\right)$. Then the function $f \otimes\left(f^{\prime} \circ \varphi\right): G \rightarrow$ $V \otimes V^{\prime}$ is an automorphic form for $\Gamma$ and $\sigma \otimes\left(\sigma^{\prime} \circ \varphi\right)$.

Proof. The proof is essentially the same as in Proposition 5.7.
Given an element $\nu^{\prime} \in\left(\mathfrak{a}_{\mathbb{C}}^{\prime}\right)^{*}$ and a unitary representation $\xi^{\prime}$ of $M^{\prime}$ in $H_{\xi^{\prime}}$, let $\left(H^{\xi^{\prime}, \nu^{\prime}}, \pi_{\xi^{\prime}, \nu^{\prime}}\right)$ be the associated principal series representation of $G^{\prime}$. Let $\left(\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}, \widehat{\pi}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\right)$ be the induced representation of $G$ associated to the representation $\xi \otimes(\xi \circ \varphi)$ of $M$ in $H_{\xi} \otimes H_{\xi^{\prime}}$ and an element $\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi$
of $\left(\mathfrak{a}_{\mathbb{C}}\right)^{*}$, where $d \varphi: \mathfrak{a}_{\mathbb{C}} \rightarrow \mathfrak{a}_{\mathbb{C}}^{\prime}$ is the linear map corresponding to the map $\left.\varphi\right|_{A}: A \rightarrow A^{\prime}$. Thus, using (5.14) and (5.15), we see that $\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ consists of square-integrable functions $\psi: K \rightarrow H_{\xi} \otimes H_{\xi^{\prime}}$ such that

$$
\psi(m k)=\left(\xi \otimes\left(\xi^{\prime} \circ \varphi\right)\right)(m) \psi(k)
$$

for all $m \in M$ and $k \in K$, and we have

$$
\widehat{\pi}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(g) \psi(x)=a(x g)^{\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi+\rho} \psi(k(x g))
$$

for all $g \in G$ and $x \in K$.
Now we denote by $H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ the complex linear space generated by functions of the form

$$
f \otimes\left(f^{\prime} \circ \varphi\right): K \rightarrow H_{\xi} \otimes H_{\xi^{\prime}}
$$

for some $f \in H^{\xi, \nu}$ and $f^{\prime} \in H^{\xi^{\prime}, \nu^{\prime}}$, and define the action of $G$ on $H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ by

$$
\begin{equation*}
\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(g)\right)\left(f \otimes\left(f^{\prime} \circ \varphi\right)\right)=\left(\left(\pi_{\xi, \nu} \otimes\left(\pi_{\xi^{\prime}, \nu^{\prime}} \circ \varphi\right)\right)(g)\left(f \otimes f^{\prime}\right)\right) \circ(1 \otimes \varphi) \tag{5.16}
\end{equation*}
$$

for all $g \in G$. Thus, if $\psi=\sum_{i=1}^{m} f_{i} \otimes\left(f_{i}^{\prime} \circ \varphi\right) \in H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ with $f_{i} \in H^{\xi, \nu}$ and $f_{i}^{\prime} \in H^{\xi^{\prime}, \nu^{\prime}}$, then by (5.14) and (5.15) we have

$$
\begin{aligned}
\psi(m k) & =\sum_{i=1}^{m} f_{i}(m k) \otimes f_{i}^{\prime}(\varphi(m k))=\sum_{i=1}^{m} \xi(m) f_{i}(k) \otimes \xi^{\prime}(\varphi(m)) f_{i}^{\prime}(\varphi(k)) \\
& =\sum_{i=1}^{m}\left(\xi \otimes\left(\xi^{\prime} \circ \varphi\right)\right)(m)\left(f_{i} \otimes\left(f_{i}^{\prime} \circ \varphi\right)\right)(k)=\left(\xi \otimes\left(\xi^{\prime} \circ \varphi\right)\right)(m) \psi(k)
\end{aligned}
$$

for all $m \in M$ and $k \in K$, and

$$
\begin{aligned}
\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(g) \psi\right)(x) & =\sum_{i=1}^{m}\left(\pi_{\xi, \nu}(g) f_{i}\right)(x) \otimes\left(\pi_{\xi^{\prime}, \nu^{\prime}}(\varphi(g)) f_{i}^{\prime}\right)(\varphi(x)) \\
& =\sum_{i=1}^{m} a(x g)^{\nu+\rho} f_{i}(k(x g)) \otimes a^{\prime}(\varphi(x g))^{\nu^{\prime}+\rho^{\prime}} f_{i}^{\prime}\left(k^{\prime}(\varphi(x g))\right) \\
& =\sum_{i=1}^{m} a(x g)^{\nu+\rho} f_{i}(k(x g)) \otimes a^{\prime}(\varphi(x g))^{\nu^{\prime}+\rho^{\prime}} f_{i}^{\prime}(\varphi(k(x g))) \\
& =a(x g)^{\nu+\rho} a^{\prime}(\varphi(x g))^{\nu^{\prime}+\rho^{\prime}} \sum_{i=1}^{m}\left(f_{i} \otimes\left(f_{i}^{\prime} \circ \varphi\right)\right)(k(x g)) \\
& =a(x g)^{\nu+\rho} \varphi(a(x g))^{\nu^{\prime}+\rho^{\prime}} \sum_{i=1}^{m}\left(f_{i} \otimes\left(f_{i}^{\prime} \circ \varphi\right)\right)(k(x g)) \\
& =a(x g)^{\nu+\rho+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi} \sum_{i=1}^{m}\left(f_{i} \otimes\left(f_{i}^{\prime} \circ \varphi\right)\right)(k(x g)) \\
& =a(x g)^{\nu+\rho+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi} \psi(k(x g))
\end{aligned}
$$

for all $g \in G$ and $x \in K$. Therefore $\left(H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}, \pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\right)$ is in fact a subrepresentation of ( $\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}, \widehat{\pi}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}$ ), and it has the structure of a ( $\mathfrak{g}, K$ )-module.

We define the linear map

$$
\delta_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}: H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}} \rightarrow H_{\xi} \otimes H_{\xi^{\prime}}
$$

by

$$
\begin{equation*}
\delta_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\left(f \otimes\left(f^{\prime} \circ \varphi\right)\right)=\left(f \otimes\left(f^{\prime} \circ \varphi\right)\right)(1) \tag{5.17}
\end{equation*}
$$

for $f \in H^{\xi, \nu}$ and $f^{\prime} \in H^{\xi^{\prime}, \nu^{\prime}}$. Let $H_{K}^{\xi, \nu} \subset H^{\xi, \nu}\left(\right.$ resp. $H_{K^{\prime}}^{\xi^{\prime}, \nu^{\prime}} \subset H^{\xi^{\prime}, \nu^{\prime}}$ ) denote the subspace of $K$-finite (resp. $K^{\prime}$-finite) vectors, and let $H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ be the subspace of $H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ generated by elements of the form $f \otimes\left(f^{\prime} \circ \varphi\right)$ with $f \in H_{K}^{\xi, \nu}$ and $f^{\prime} \in H_{K^{\prime}}^{\xi^{\prime}, \nu^{\prime}}$. For $\psi \in H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$, we set

$$
\begin{equation*}
E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}\right)(\psi)=\sum_{\gamma \in \Gamma_{N} \backslash \Gamma} \delta_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(\gamma) \psi\right) \tag{5.18}
\end{equation*}
$$

Now we consider an element $\psi \in H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ given by

$$
\begin{equation*}
\psi=\sum_{i=1}^{m} f_{i} \otimes\left(f_{i}^{\prime} \circ \varphi\right) \tag{5.19}
\end{equation*}
$$

with $f_{i} \in H_{K}^{\xi, \nu}$ and $f_{i}^{\prime} \in H_{K^{\prime}}^{\xi^{\prime}, \nu^{\prime}}$, then by (5.17) and (5.18) we see that $E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}\right)(\psi)$ is an element of $H_{\xi} \otimes H_{\xi^{\prime}}$ given by

$$
\begin{align*}
E_{\varphi}(P & \left., \xi, \xi^{\prime}, \nu, \nu^{\prime}\right)(\psi)  \tag{5.20}\\
& =\sum_{\gamma \in \Gamma_{N} \backslash \Gamma} \delta_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(\gamma g) \psi\right) \\
& =\sum_{\gamma \in \Gamma_{N} \backslash \Gamma} \sum_{i=1}^{m}\left(\pi_{\xi, \nu}(\gamma) f_{i}\right)(1) \otimes\left(\pi_{\xi^{\prime}, \nu^{\prime}}(\varphi(\gamma)) f_{i}^{\prime}\right)(\varphi(1))
\end{align*}
$$

For $g \in G$ and $\eta \in\left(H_{\xi} \otimes H_{\xi^{\prime}}\right)^{*}$, we set

$$
\begin{array}{r}
E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)(g)=E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}\right)\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(g) \psi\right), \\
E_{\varphi}^{\eta}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)(g)=\eta\left(E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)(g)\right), \tag{5.22}
\end{array}
$$

where $E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}\right)$ is as in (5.18). If $\psi \in H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ is as in (5.19), let $V_{\xi}^{\psi} \subset H_{\xi}\left(\right.$ resp. $\left.V_{\xi^{\prime}}^{\psi} \subset H_{\xi^{\prime}}\right)$ be the subspace spanned by the set

$$
\left\{f_{i}(k) \mid k \in K, 1 \leq i \leq m\right\} \quad\left(\text { resp. } \quad\left\{f_{i}^{\prime}\left(k^{\prime}\right) \mid k^{\prime} \in K^{\prime}, 1 \leq i \leq m\right\}\right)
$$

Since the function $f_{i}$ (resp. $f_{i}^{\prime}$ ) is $K$-finite (resp. $K^{\prime}$-finite), it follows that $V_{\xi}^{\psi}$ (resp. $V_{\xi^{\prime}}^{\psi}$ ) is a finite-dimensional complex vector space. Let $\sigma_{\xi}^{\psi}$ (resp. $\sigma_{\xi^{\prime}}^{\psi}$ ) be the representation of $K$ (resp. $K^{\prime}$ ) on $V_{\xi}^{\psi}$ (resp. $V_{\xi^{\prime}}^{\psi}$ ) given by

$$
\sigma_{\xi}^{\psi}(k) f_{i}\left(k_{1}\right)=f_{i}\left(k_{1} k\right) \quad\left(\text { resp. } \quad \sigma_{\xi^{\prime}}^{\psi}\left(k^{\prime}\right) f_{i}^{\prime}\left(k_{1}^{\prime}\right)=f_{i}^{\prime}\left(k_{1}^{\prime} k^{\prime}\right)\right)
$$

for all $k, k_{1} \in K$ (resp. $k^{\prime}, k_{1}^{\prime} \in K^{\prime}$ ). Then we have

$$
E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)(g) \in V_{\xi}^{\psi} \otimes V_{\xi^{\prime}}^{\psi}
$$

for all $g \in G$.
Proposition 5.23 Let $\psi \in H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ be as in (5.19). Then the function $E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right): G \rightarrow V_{\xi}^{\psi} \otimes V_{\xi^{\prime}}^{\psi}$ given by (5.21) is a mixed automorphic form of type $\left(\varphi, \sigma_{\xi}^{\psi}, \sigma_{\xi^{\prime}}^{\psi}\right)$ for $\Gamma$.
Proof. From (5.18) and (5.21) we see easily that $E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)$ is left $\Gamma$-invariant. If $\psi \in H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ is as in (5.19), then by (5.20) we have

$$
\begin{align*}
E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)(g)=\sum_{i=1}^{m} \sum_{\gamma \in \Gamma_{N} \backslash \Gamma} a(x g)^{\nu+\rho} f_{i}(k(\gamma g))  \tag{5.23}\\
\otimes a^{\prime}(\varphi(\gamma g))^{\nu^{\prime}+\rho^{\prime}} f_{i}^{\prime}(\varphi(k(\gamma g)))
\end{align*}
$$

for each $g \in G$. However, the sum

$$
\sum_{\gamma \in \Gamma_{N} \backslash \Gamma} a(x g)^{\nu+\rho} f_{i}(k(\gamma g)) a^{\prime}(\varphi(\gamma g))^{\nu^{\prime}+\rho^{\prime}} f_{i}^{\prime}(\varphi(k(\gamma g))
$$

in (5.23) is an Eisenstein series in the sense of Definition 5.17, and therefore it is $Z(\mathfrak{g})$-finite and slowly increasing by Theorem 5.20 . On the other hand, for $k_{0} \in K$ we have

$$
\begin{aligned}
& E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)\left(g k_{0}\right) \\
& =\sum_{i=1}^{m} \sum_{\gamma \in \Gamma_{N} \backslash \Gamma} a\left(x g k_{0}\right)^{\nu+\rho} f_{i}\left(k\left(\gamma g k_{0}\right)\right) \\
& \otimes a^{\prime}\left(\varphi\left(\gamma g k_{0}\right)\right)^{\nu^{\prime}+\rho^{\prime}} f_{i}^{\prime}\left(\varphi\left(k\left(\gamma g k_{0}\right)\right)\right) \\
& =\sum_{i=1}^{m} \sum_{\gamma \in \Gamma_{N} \backslash \Gamma} a(x g)^{\nu+\rho} f_{i}\left(k(\gamma g) k_{0}\right) \\
& \quad \otimes a^{\prime}\left(\varphi(\gamma g) \varphi\left(k_{0}\right)\right)^{\nu^{\prime}+\rho^{\prime}} f_{i}^{\prime}\left(\varphi\left(k(\gamma g) \varphi\left(k_{0}\right)\right)\right) \\
& =\sum_{i=1}^{m} \sum_{\gamma \in \Gamma_{N} \backslash \Gamma} a(x g)^{\nu+\rho} f_{i}\left(k(\gamma g) k_{0}\right) \\
& =\sum_{i=1}^{m} a_{\gamma \in \Gamma_{N} \backslash \Gamma} a(x g)^{\nu+\rho} \sigma_{\xi}^{\psi}\left(k_{0}\right) f_{i}(k(\gamma g)) \\
& \otimes a^{\prime}\left(\varphi(\gamma g) \varphi\left(k_{0}\right)\right)^{\nu^{\prime}+\rho^{\prime}} f_{i}^{\prime}\left(\varphi\left(k(\gamma g) \varphi\left(k_{0}\right)\right)\right) \\
& \nu^{\prime}+\rho^{\prime} \\
& \sigma_{\xi^{\prime}}^{\psi}\left(\varphi\left(k_{0}\right)\right) f_{i}^{\prime}(\varphi(k(\gamma g))) .
\end{aligned}
$$

Hence we obtain

$$
E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)\left(g k_{0}\right)=\left(\sigma_{\xi}^{\psi} \otimes\left(\sigma_{\xi^{\prime}}^{\psi} \circ \varphi\right)\right)\left(k_{0}\right) E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)(g)
$$

and therefore the proposition follows.
From Proposition 5.23 it follows that the function $E_{\varphi}^{\eta}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)$ : $G \rightarrow \mathbb{C}$ given by (5.22) is also a mixed automorphic form for $\Gamma$ and that both of the functions $E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)$ and $E_{\varphi}^{\eta}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)$ are Eisenstein series for mixed automorphic forms for $\Gamma$ in the sense of Definition 5.17. We denote by $\mathcal{A}\left(\Gamma \backslash G, H_{\xi} \otimes H_{\xi^{\prime}}\right)$ the space of $\left(H_{\xi} \otimes H_{\xi^{\prime}}\right)$-valued automorphic forms for $\Gamma$. Then $\mathcal{A}\left(\Gamma \backslash G, H_{\xi} \otimes H_{\xi^{\prime}}\right)$ is a ( $\mathfrak{g}, K$ )-module, and the map

$$
H_{\varphi, K, K}^{\xi, \xi^{\prime}}, \nu \nu^{\prime} \rightarrow \mathcal{A}\left(\Gamma \backslash G, H_{\xi} \otimes H_{\xi^{\prime}}\right), \quad \psi \mapsto E_{\varphi}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)
$$

is a homomorphism of $(\mathfrak{g}, K)$-modules.
We shall now discuss the construction of Whittaker vectors and describe Poincaré series for mixed automorphic forms. Let $G=N A K, P=M A N$ and other objects be as before. We fix $H_{0} \in \mathfrak{a}$ such that $\alpha\left(H_{0}\right)=1$ and set $a_{t}=\exp \left(t H_{0}\right)$ for $t \in \mathbb{R}$. If $\nu \in\left(\mathfrak{a}_{\mathbb{C}}\right)^{*}$ and if $a=\exp H$ with $H \in \mathfrak{a}$, then we write $a^{\nu}=e^{\nu(H)}$ as usual. Let $H_{\infty}^{\xi, \nu}$ be the space of $C^{\infty}$-vectors in $H^{\xi, \nu}$, and define the map $\delta_{\xi, \nu}: H_{\infty}^{\xi, \nu} \rightarrow H_{\xi}$ by $\delta_{\xi, \nu}(f)=f(1)$, which is a continuous ( $P, M$ )-homomorphism with $M$ acting by $\xi, \mathfrak{a}$ by $\nu+\rho$, and $\mathfrak{n}$ by 0 . For $\lambda \geq 1$ denote by $S_{\lambda}\left(H^{\xi, \nu}\right) \subset H^{\xi, \nu}$ the associated Gevrey space in the sense of Goodman and Wallach [30], which satisfies the inclusion relations

$$
H_{K}^{\xi, \nu} \subset S_{\lambda}\left(H^{\xi, \nu}\right) \subset H_{\infty}^{\xi, \nu}
$$

We fix a nontrivial character $\chi$ on $N$.
Theorem 5.24 There exists a weakly holomorphic family of continuous maps $\mathcal{W}(\xi, \nu): S_{\lambda}\left(H^{\xi, \nu}\right) \rightarrow H_{\xi}$ for $1 \leq \lambda \leq 3 / 2$ satisfying the following conditions:
(i) $\mathcal{W}(\xi, \nu)\left(\pi_{\xi, \nu}(n) v\right)=\chi(n) \mathcal{W}(\xi, \nu)(v)$ for all $n \in N$ and $v \in S_{\lambda}\left(H^{\xi}\right)$.
(ii) There exists a nonzero holomorphic function $I_{\xi}:\left(\mathfrak{a}_{\mathbb{C}}\right)^{*} \rightarrow \mathbb{C}$ such that

$$
\lim _{t \rightarrow-\infty} a_{t}^{-(\nu+\rho)} \mathcal{W}(\xi, \nu)\left(\pi_{\xi, \nu}\left(a_{t}\right) v\right)=I_{\xi}(\nu) \delta_{\xi, \nu}(v)
$$

uniformly on compact subsets of $\left(\mathfrak{a}_{\mathbb{C}}\right)^{*}$.
Proof. See [93, Theorem 1.1].
Let $\left(\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}, \widehat{\pi}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\right)$ and $\left(H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}, \pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\right)$ be the representations of $G$ described above. For $\lambda \geq 1$ let $S_{\lambda}\left(\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right) \subset \widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ be the associated Gevrey space, and set

$$
\begin{equation*}
S_{\lambda}\left(H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right)=S_{\lambda}\left(\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right) \cap H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}} \tag{5.24}
\end{equation*}
$$

Thus, if $H_{\varphi, \infty}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ denotes the subspace of $H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ generated by elements of the form $f \otimes\left(f^{\prime} \circ \varphi\right)$ with $f \in H_{\infty}^{\xi, \nu}$ and $f^{\prime} \in H_{\infty}^{\xi^{\prime}, \nu^{\prime}}$, then we have

$$
H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}} \subset S_{\lambda}\left(H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right) \subset H_{\varphi, \infty}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}
$$

Now the Whittaker vector for mixed automorphic forms is given by the next lemma.

Lemma 5.25 Let $\chi$ be a nontrivial character of $N$, and let $S_{\lambda}\left(H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right)$ be as in (5.24). If $1 \leq \lambda \leq 3 / 2$, then there exists a linear map

$$
\mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right): S_{\lambda}\left(H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right) \rightarrow H_{\xi} \otimes H_{\xi^{\prime}}
$$

satisfying the following conditions:
(i) $\mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(n)\right) \psi=\chi(n) \mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right) \psi$ for all $n \in N$ and $\psi \in S_{\lambda}\left(H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right)$.
(ii) There is a nonzero holomorphic function $I_{\xi, \xi^{\prime}}^{\varphi}: \mathfrak{a}_{\mathbb{C}}^{*} \rightarrow \mathbb{C}$ such that

$$
\begin{aligned}
& \lim _{t \rightarrow-\infty} a_{t}^{-\left(\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi+\rho\right)} \mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)\left(\widehat{\pi}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\left(a_{t}\right)\right) \psi \\
&=I_{\xi, \xi^{\prime}}^{\varphi}\left(\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right) \delta_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(\psi)
\end{aligned}
$$

for all $\psi \in S_{\lambda}\left(H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right)$.
Proof. Applying Theorem 5.24 to the representation $\left(\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}, \widehat{\pi}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\right)$ of $G$ associated to the representation $\xi \otimes(\xi \circ \varphi)$ of $M$ and $\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi \in\left(\mathfrak{a}_{\mathbb{C}}\right)^{*}$, we obtain the linear map

$$
\widehat{\mathcal{W}}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right): S_{\lambda}\left(\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right) \rightarrow H_{\xi} \otimes H_{\xi^{\prime}}
$$

such that

$$
\widehat{\mathcal{W}}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)\left(\widehat{\pi}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(n)\right) \psi=\chi(n) \widehat{\mathcal{W}}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right) \psi
$$

for all $n \in N$ and $\psi \in S_{\lambda}\left(\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right)$, and

$$
\begin{aligned}
\lim _{t \rightarrow-\infty} a_{t}^{-\left(\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi+\rho\right)} \widehat{\mathcal{W}}^{\varphi} & \left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)\left(\widehat{\pi}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\left(a_{t}\right)\right) \psi \\
& =I_{\xi, \xi^{\prime}}^{\varphi}\left(\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right) \delta_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(\psi)
\end{aligned}
$$

for some holomorphic function $I_{\xi, \xi^{\prime}}^{\varphi}:\left(\mathfrak{a}_{\mathbb{C}}\right)^{*} \rightarrow \mathbb{C}$. Since $H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ is a subrepresentation of $\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ of $G$, the lemma follows by restricting $\widehat{\mathcal{W}}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)$ to $H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ of $\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$.

Given $\psi \in S_{\lambda}\left(H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right)$, let $V_{\varphi, \xi, \xi^{\prime}}^{\psi}$ be the subspace of $H_{\xi} \otimes H_{\xi^{\prime}}$ spanned by the set

$$
\left\{\mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right) \pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(g) \psi \mid g \in G\right\}
$$

and let $\sigma_{\varphi, \xi, \xi^{\prime}}^{\psi}$ be the representation of $K$ on $V_{\varphi, \xi, \xi^{\prime}}^{\psi}$ given by

$$
\sigma_{\varphi, \xi, \xi^{\prime}}^{\psi}(k) \mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right) \pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(g) \psi=\mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right) \pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(g k) \psi .
$$

For $g \in G$ we set

$$
\begin{equation*}
\mathcal{P}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi, \psi}(g)=\sum_{\gamma \in \Gamma_{N} \backslash \Gamma} \mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right) \cdot\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(\gamma g)\right)(\psi) \in V_{\varphi, \xi, \xi^{\prime}}^{\psi} \tag{5.25}
\end{equation*}
$$

In order to discuss the convergence of $\mathcal{P}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi, \psi}$ let $\alpha$ be a simple root of $(P, A)$, and fix an element $H_{0} \in \mathfrak{a}$ such that $\alpha\left(H_{0}\right)=1$. Let $\theta$ be a Cartan involution of $\mathfrak{g}$, and fix a nondegenerate $G$-invariant real-valued bilinear form $B$ on $\mathfrak{g}$ such that $B\left(H_{0}, H_{0}\right)=1$ and $-B(X, \theta X)<0$ for all $X \in \mathfrak{g}$. Let $\langle$, be the bilinear form on $\left(\mathfrak{a}_{\mathbb{C}}\right)^{*}$ that is dual to $\left.B\right|_{\mathfrak{a}_{C} \times \mathfrak{a}_{\mathbb{C}}}$, and set

$$
\mathfrak{a}_{\mathbb{C}}^{*}(\lambda)^{+}=\left\{\mu \in\left(\mathfrak{a}_{\mathbb{C}}\right)^{*} \mid \operatorname{Re}\langle\mu, \alpha\rangle>\langle\lambda, \alpha\rangle\right\}
$$

for $\lambda \in \mathfrak{a}^{*}$.
Theorem 5.26 Assume that $\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi \in \mathfrak{a}_{\mathbb{C}}^{*}(\rho)^{+}$. Then the function $\mathcal{P}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi, \psi}$ on $G$ given by (5.25) satisfies the following conditions:
(i) The series in (5.25) defining $\mathcal{P}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi, \psi}$ converges uniformly on compact subsets of $G$.
(ii) $\mathcal{P}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi, \psi}$ is left $\Gamma$-invariant.
(iii) $\mathcal{P}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi, \psi}(g k)=\sigma_{\varphi, \xi, \xi^{\prime}}^{\psi}(k) \mathcal{P}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi, \psi}(g)$ for all $g \in G$ and $k \in K$.

Proof. Let $\widehat{\mathcal{W}}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)$ be as in the proof of Lemma 5.25. Then by Lemma 2.1 in [93] the statement in (i) is true for $\widehat{\mathcal{W}}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)$. Thus (i) follows from the fact that $\mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)$ is the restriction of $\widehat{\mathcal{W}}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)$ to $S_{\lambda}\left(H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right)$. As for (iii), we have

$$
\begin{aligned}
\mathcal{P}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi, \psi}(g k) & =\sum_{\gamma \in \Gamma_{N} \backslash \Gamma} \mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(\gamma g k)\right)(\psi) \\
& =\sum_{\gamma \in \Gamma_{N} \backslash \Gamma} \sigma_{\varphi, \xi, \xi^{\prime}}^{\psi}(k) \mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)\left(\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(\gamma g)(\psi)\right)\right. \\
& =\sigma_{\varphi, \xi, \xi^{\prime}}^{\psi}(k) \mathcal{P}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi, \psi}(g)
\end{aligned}
$$

for all $k \in K$. Since (ii) is clear from (5.25), the proof of the theorem is complete.

From Theorem 5.26 it follows that the function

$$
\mathcal{P}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi, \psi}: G \rightarrow V_{\varphi, \xi, \xi^{\prime}}^{\psi}
$$

given by (5.25) satisfies all the conditions for an automorphic form for $\Gamma$ and $\sigma_{\varphi, \xi, \xi^{\prime}}^{\psi}$ except the condition that it is slowly increasing. Since $\sigma_{\varphi, \xi, \xi^{\prime}}^{\psi}$ can be considered as an analogue of $\sigma_{\xi}^{\psi} \otimes\left(\sigma_{\xi^{\prime}}^{\psi} \circ \varphi\right)$ in the proof of Proposition 5.23, the series $\mathcal{P}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi, \psi}(g)$ can be regarded as a generalized Poincaré series for mixed automorphic forms, and it provides an analogue of the Poincaré series of Miatello and Wallach [93].

### 5.5 Fourier Coefficients of Eisenstein Series

In this section we express the Fourier coefficients of the Eisenstein series for mixed automorphic forms described in Section 5.4 in terms of Jacquet integrals by using Whittaker vectors.

We shall use the same notations as in the previous sections. Let $\chi$ be a nontrivial character of $N$, and set

$$
\begin{align*}
\mathrm{Wh}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}=\left\{\mu \in\left(H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right)^{*} \mid \mu\right. & \circ\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(n)\right)  \tag{5.26}\\
& =\chi(n) \mu \text { for all } n \in N\}
\end{align*}
$$

Thus, if $\eta: H_{\xi} \times H_{\xi^{\prime}} \rightarrow \mathbb{C}$ is a linear map and $\mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)$ is the Whittaker vector described in Lemma 5.25, then we have

$$
\eta \circ\left(\mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)\right) \in \mathrm{Wh}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi,}
$$

Let $s^{*}$ be an element of the normalizer $M^{*}$ of $A$ in $K$, and define the linear map

$$
J_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}: H_{\varphi, \infty}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}} \rightarrow H_{\xi} \otimes H_{\xi^{\prime}}
$$

by the integral

$$
\begin{equation*}
J_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}=\int_{N} \chi(n)^{-1} \delta_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi} \circ\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\left(s^{*} n\right)\right) d n \tag{5.27}
\end{equation*}
$$

where $\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}$ and $\delta_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}$ are as in (5.16) and (5.17), respectively. The integral in (5.27) can be considered as an analogue of the Jacquet integral (cf. [45]) for mixed automorphic forms. Note that, if $s^{*}$ is replaced by $m s^{*}$ with $m \in M$, then $J_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}$ should be replaced by $\left(\xi \otimes\left(\xi^{\prime} \circ \varphi\right)\right)(m) J_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}$.

Let $\mu \in \mathrm{Wh}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi,,}$, and extend $\chi$ to a map $\chi: G \rightarrow \mathbb{C}^{\times}$by setting $\chi(n a k)=\chi(n)$ for all $n \in N, a \in A$ and $k \in K$. Then $\mu$ is a quasi-invariant distribution on $N$ with multiplier

$$
G \times N \rightarrow \mathbb{C}^{\times}, \quad(g, n) \mapsto \chi(g)^{-1}
$$

in the sense of $[122, \S 5.2]$.

Lemma 5.27 If $\mu \in \mathrm{Wh}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi,,}$, then there exists a linear map $S: H_{\xi} \otimes$ $H_{\xi^{\prime}} \rightarrow \mathbb{C}$ such that

$$
\mu=S \circ\left(J_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \gamma^{\prime}, \varphi}\right),
$$

where $J_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \chi^{\prime}, \varphi}$ is as in (5.27).
Proof. Since $\mu$ is a quasi-invariant distribution on $N$ with multiplier $(g, n) \mapsto$ $\chi(g)^{-1}$, from [122, Theorem 5.2.2.1] it follows that there is a unique element $\widetilde{z} \in\left(H_{\xi} \otimes H_{\xi^{\prime}}\right)^{*}$ such that

$$
\chi(g)^{-1} \widetilde{z}=\widetilde{z}
$$

for all $g \in A K=N \backslash G$ and

$$
\mu(f)=\left\langle\int_{N} \chi(n)^{-1} f(n) d n, \widetilde{z}\right\rangle
$$

for $f \in H_{\varphi, \infty}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$. However, since $a(n)=1$ and $a^{\prime}(\varphi(n))=1$, we have

$$
f(n)=\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(n)\right) f(1)=\delta_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(n) f\right)
$$

Thus the $\operatorname{map} S: H_{\xi} \otimes H_{\xi^{\prime}} \rightarrow \mathbb{C}$ defined by $S(v)=\langle v, \widetilde{z}\rangle$ for each $v \in H_{\xi} \otimes H_{\xi^{\prime}}$ satisfies the desired condition.

Let $s$ be a nontrivial element of the Weyl group $W(G, A)$ of $(G, A)$, and let $s^{*} \in K$ be an element of the normalizer $M^{*}$ of $A$ in $K \operatorname{such}$ that $\left.\operatorname{ad}\left(s^{*}\right)\right|_{\mathfrak{a}}=s$. Then we set

$$
\begin{equation*}
\left(A_{s}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right) \psi\right)(k)=\int_{N} \delta_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\left(s^{*} n k\right) \psi\right) d n \tag{5.28}
\end{equation*}
$$

for $\psi \in H_{\varphi, \infty}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ and $k \in K$, and define the representation $\xi^{s}$ of $M$ and the element $s \nu$ of $\left(\mathfrak{a}_{\mathbb{C}}\right)^{*}$ by

$$
\begin{equation*}
\xi^{s}(m)=\xi\left(\left(s^{*}\right)^{-1} m s^{*}\right), \quad s \nu=\left(\operatorname{ad}\left(s^{*-1}\right)(H)\right) \tag{5.29}
\end{equation*}
$$

for all $m \in M$ and $H \in\left(\mathfrak{a}_{\mathbb{C}}\right)^{*}$. Similarly, we can consider the representation $\xi^{\prime \varphi(s)}$ of $M^{\prime}$ and the element $\varphi(s) \nu^{\prime}$ of $\left(\mathfrak{a}_{\mathbb{C}}^{\prime}\right)^{*}$.

Proposition 5.28 For each $\mu \in \mathrm{Wh}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}$ there exist elements $\eta, \eta^{\prime} \in$ $\left(H_{\xi} \otimes H_{\xi}^{\prime}\right)^{*}$ such that

$$
\begin{aligned}
& \mu=\eta \circ \Xi_{\xi, \xi^{\prime}}\left(\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)^{-1} \mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right) \\
&+\eta^{\prime} \circ \Xi_{\xi^{s}, \xi^{\prime \varphi(s)}}\left(s \nu+\left(\varphi(s) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)^{-1} \\
& \mathcal{W}^{\varphi}\left(\xi^{s}, \xi^{\prime \varphi(s)}, s \nu, \varphi(s) \nu^{\prime}\right) \circ A_{s}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right),
\end{aligned}
$$

where $A_{s}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right), \xi^{s}$ and s $\nu$ are as in (5.28) and (5.29).

Proof. Let $\eta_{1}, \ldots, \eta_{d}$ be a basis for $\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$, and let

$$
\begin{aligned}
& \widehat{\mathrm{Wh}}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}=\left\{\widehat{\mu} \in\left(\widehat{H}_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}\right)^{*} \mid \widehat{\mu} \circ\left(\widehat{\pi}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(n)\right)\right. \\
&=\chi(n) \widehat{\mu} \text { for all } n \in N\} .
\end{aligned}
$$

Then, as in the proof of Theorem A.1.10 in [93], the $2 d$ functionals

$$
\begin{aligned}
& \eta_{1} \circ \Xi_{\xi, \xi^{\prime}}\left(\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)^{-1} \mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right), \\
& \eta_{1} \circ \Xi_{\xi^{s}, \xi^{\prime} \varphi(s)}\left(s \nu+\left(\varphi(s) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)^{-1} \\
& \mathcal{W}^{\varphi}\left(\xi^{s}, \xi^{\prime \varphi(s)}, s \nu, \varphi(s) \nu^{\prime}\right) \circ A_{s}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right), \\
& \ldots \cdots \cdots, \\
& \eta_{d} \circ \Xi_{\xi, \xi^{\prime}}\left(\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)^{-1} \mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right), \\
& \eta_{d} \circ \Xi_{\xi^{s}, \xi^{\prime \varphi(s)}}\left(s \nu+\left(\varphi(s) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)^{-1} \\
& \mathcal{W}^{\varphi}\left(\xi^{s}, \xi^{\prime \varphi(s)}, s \nu, \varphi(s) \nu^{\prime}\right) A_{s}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)
\end{aligned}
$$

form a basis for $\widehat{W h}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}$. Thus, if $\widehat{\mu} \in \widehat{W h}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi,,}$, there exist elements $\widehat{\eta}, \widehat{\eta}^{\prime} \in\left(H_{\xi} \otimes H_{\xi^{\prime}}\right)^{*}$ such that

$$
\begin{aligned}
& \widehat{\mu}=\widehat{\eta} \circ \Xi_{\xi, \xi^{\prime}}\left(\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)^{-1} \mathcal{W}^{\varphi}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right) \\
& +\widehat{\eta}^{\prime} \circ \Xi_{\xi^{s}, \xi^{\prime} \varphi(s)}\left(s \nu+\left(\varphi(s) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)^{-1} \\
& \quad \mathcal{W}^{\varphi}\left(\xi^{s}, \xi^{\prime \varphi(s)}, s \nu, \varphi(s) \nu^{\prime}\right) \circ A_{s}\left(\xi, \xi^{\prime}, \nu, \nu^{\prime}\right)
\end{aligned}
$$

Now the proposition follows from the fact that each $\mu \in \mathrm{Wh}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}$ is a restriction of an element $\widehat{\mu} \in \widehat{\mathrm{Wh}}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}$.

Let $\mathcal{A}(\Gamma \backslash G)$ be the space of $\mathbb{C}$-valued automorphic forms for $\Gamma$, and let $V \subset \mathcal{A}(\Gamma \backslash G)$ be a $(\mathfrak{g}, K)$-module. If $T: H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}} \rightarrow V$ is a homomorphism of $(\mathfrak{g}, K)$-modules, we set

$$
\begin{equation*}
I_{g}(\psi)=\int_{\Gamma \cap N \backslash N} \chi(n)^{-1}(T(\psi))(n g) d n \tag{5.30}
\end{equation*}
$$

for $\psi \in H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ and $g \in G$.
Lemma 5.29 If $J_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}$ is as in (5.27), then for each $\psi \in H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ and $g \in G$ the integral in (5.30) can be written in the form

$$
I_{g}(\psi)=\eta\left(J_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi,, \varphi}\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(g) \psi\right)\right)
$$

for some element $\eta \in\left(H_{\xi} \otimes H_{\xi^{\prime}}\right)^{*}$.

Proof. Since $T$ is a homomorphism of ( $\mathfrak{g}, K$ )-modules and the action of $G$ on $V \subset \mathcal{A}(\Gamma \backslash G)$ is a right regular representation, if $n_{0} \in N$, then by using (5.30) for the identity element 1 of $G$ we obtain

$$
\begin{aligned}
I_{1}\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\left(n_{0}\right) \psi\right) & =\int_{\Gamma \cap N \backslash N} \chi(n)^{-1}(T(\psi))\left(n n_{0}\right) d n \\
& =\chi\left(n_{0}\right) \int_{\Gamma \cap N \backslash N} \chi(n)^{-1}(T(\psi))(n) d n=\chi\left(n_{0}\right) I_{1}(\psi) .
\end{aligned}
$$

Thus, using Lemma 5.27, we see that there is an element $\eta \in\left(H_{\xi} \otimes H_{\xi^{\prime}}\right)^{*}$ such that

$$
I_{1}(\psi)=\eta\left(J_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}(\psi)\right) .
$$

On the other hand, using the relation

$$
T\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(g) \psi\right)(x)=(T \psi)(x g)
$$

for all $g, x \in G$, we obtain

$$
I_{g}(\psi)=\int_{\Gamma \cap N \backslash N} \chi(n)^{-1} T\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(g) \psi\right)(n) d n=I_{1}\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(g) \psi\right),
$$

and hence the lemma follows.
Let $Q=M_{Q} A_{Q} N_{Q}$ be the Langlands decomposition of another parabolic subgroup $Q$ of $G$, so that there is an element $k \in K$ with $Q=k P k^{-1}$. Since we are now dealing with two parabolic subgroups $P$ and $Q$, we shall use $P$ and $Q$ as subscripts on the left for various objects associated to respective parabolic subgroups, for example ${ }_{P} H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ for $H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$. Given a function $\psi$ on $G$, we set

$$
\begin{equation*}
\left(L_{k} \psi\right)(x)=\psi\left(k^{-1} x\right) \tag{5.31}
\end{equation*}
$$

for all $k, x \in G$. Let $\xi^{k}$ be the representation of $M_{Q}$ and $k \nu$ the element of $\left(\mathfrak{a}_{Q}\right)_{\mathbb{C}}^{*}$ corresponding to $\xi$ and $\nu$, respectively, where $\mathfrak{a}_{Q}$ is the Lie algebra of $A_{Q}$.

Lemma 5.30 If $Q=k P k^{-1}$ with $k \in K$, then the operator $L_{k}$ in (5.31) determines a linear map from ${ }_{P} H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ to ${ }_{Q} H_{\varphi}^{\xi^{k}, \xi^{\prime \varphi(k)}, k \nu, \varphi(k) \nu^{\prime}}$.

Proof. Let $\psi=\sum_{i=1}^{m} f_{i} \otimes\left(f_{i}^{\prime} \circ \varphi\right) \in{ }_{P} H_{\varphi}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$ with $f_{i} \in{ }_{P} H^{\xi, \nu}$ and $f_{i}^{\prime} \in$ ${ }_{P} H^{\xi^{\prime}, \nu^{\prime}}$. Then by (5.31) we see that

$$
\begin{aligned}
L_{k}(\psi)(x) & =\sum_{i=1}^{m} f_{i}\left(k^{-1} x\right) \otimes f_{i}^{\prime}\left(\varphi(k)^{-1} \varphi(x)\right) \\
& =\sum_{i=1}^{m}\left(\left(L_{k} f_{i}\right) \otimes\left(\left(L_{\varphi(k)} f_{i}^{\prime}\right) \circ \varphi\right)\right)(x)
\end{aligned}
$$

for all $x \in G$. However, we have

$$
L_{k} f_{i} \in{ }_{Q} H^{\xi^{k}, k \nu}, \quad L_{\varphi(k)} f_{i}^{\prime} \in{ }_{Q} H^{\xi^{\prime \varphi(k)}, \varphi(k) \nu^{\prime}}
$$

and therefore $L_{k}(\psi)(x) \in{ }_{Q} H_{\varphi}^{\xi^{k}, \xi^{\prime \varphi(k)}, k \nu, \varphi(k) \nu^{\prime}}$; hence the lemma follows.
Now we describe the Fourier coefficient of the Eisenstein series

$$
E_{\varphi}^{\eta}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)(g)
$$

for mixed automorphic forms in (5.22) corresponding to a character of $N_{Q}$ in the next theorem.

Theorem 5.31 Let $E_{\varphi}^{\eta}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)(g)$ be the Eisenstein series in (5.22) associated to a linear map $\eta: H_{\xi} \otimes H_{\xi^{\prime}} \rightarrow \mathbb{C}$ and an element $\psi \in{ }_{P} H_{\varphi, K, K^{\prime}}^{\xi, \xi^{\prime}, \nu, \nu^{\prime}}$, and let $\chi_{Q}$ be a character on $N_{Q}$. Then there exists a meromorphic function

$$
\Psi_{\varphi, \xi, \xi^{\prime}}^{P, Q}:\left(\mathfrak{a}_{Q}\right)_{\mathbb{C}}^{*} \rightarrow \operatorname{Hom}_{\mathbb{C}}\left(\left(H_{\xi} \otimes H_{\xi^{\prime}}\right)^{*},\left(H_{\xi^{k}} \otimes H_{\xi^{\prime \varphi}(k)}\right)^{*}\right)
$$

such that

$$
\begin{aligned}
& \int_{\Gamma \cap N_{Q} \backslash N_{Q}} \chi_{Q}(n)^{-1}\left(E_{\varphi}^{\eta}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)(n g)\right) d n \\
&=\left(\Psi_{\varphi, \xi, \xi^{\prime}}^{P, Q}\left(s k \nu+\left(\varphi(s k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)\right)(\eta) \\
& \times\left(J_{\xi^{k}, \xi^{\prime} \varphi(k), k \nu, \varphi(k) \nu^{\prime}}^{\left.\chi,\left(\pi_{\xi^{k}, \xi^{\prime \prime}(k), k \nu, \varphi(k) \nu^{\prime}}^{\varphi}(g) L_{k} \psi\right)\right)}\right.
\end{aligned}
$$

for all $g \in G$.
Proof. If $\chi_{P}$ is the character of $N_{P}$ corresponding to $\chi_{Q}$, then the Jacquet integral $J_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi_{P}^{P}, \varphi}$ on $N_{P}$ corresponds to $J_{\xi^{k}, \xi^{\prime} \varphi(k)}^{\chi Q, \varphi}$ on $N_{Q}$. Therefore by Lemma 5.29 there is a linear map $\Delta: H_{\xi} \otimes H_{\xi^{\prime}} \rightarrow \mathbb{C}$ such that

$$
\begin{aligned}
\int_{\Gamma \cap N_{Q} \backslash N_{Q}} & \chi_{Q}(n)^{-1}\left(E_{\varphi}^{\eta}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)(n g)\right) d n \\
& =\Delta\left(J_{\xi^{k}, \xi^{\varphi}(k), k \nu, \varphi(k) \nu^{\prime}}^{\chi_{Q}, \varphi}\left(\pi_{\xi^{k}, \xi^{\prime \varphi}(k), k \nu, \varphi(k) \nu^{\prime}}^{\varphi}(g) L_{k} \psi\right)\right)
\end{aligned}
$$

On the other hand, if we consider the case of $Q=P$ and define $\Lambda(\eta) \in$ $\mathrm{Wh}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}$ by

$$
\begin{aligned}
& \int_{\Gamma \cap N_{P} \backslash N_{P}} \chi_{P}(n)^{-1}\left(E_{\varphi}^{\eta}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)(n g)\right) d n \\
& \quad=\int_{\Gamma \cap N_{P} \backslash N_{P}} \chi_{P}(n)^{-1} \eta\left(\sum_{\gamma \in \Gamma_{N} \backslash \Gamma} \delta_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(\gamma n g) \psi\right)\right) d n \\
& =\Lambda(\eta)\left(\pi_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\varphi}(g) \psi\right),
\end{aligned}
$$

then $\Lambda(\eta)$ is an element of $\mathrm{Wh}_{\xi, \xi^{\prime}, \nu, \nu^{\prime}}^{\chi, \varphi}$ in (5.26) and $\Lambda$ is a linear function of $\eta$; hence by Proposition 5.28 there exist meromorphic functions

$$
\Xi_{1}^{P, Q}, \Xi_{2}^{P, Q}:\left(\mathfrak{a}_{Q}\right)_{\mathbb{C}}^{*} \rightarrow \operatorname{Hom}_{\mathbb{C}}\left(\left(H_{\xi} \otimes H_{\xi^{\prime}}\right)^{*},\left(H_{\xi^{k}} \otimes H_{\xi^{\prime \varphi}(k)}\right)^{*}\right)
$$

such that

$$
\begin{aligned}
& \int_{\Gamma \cap N_{Q} \backslash N_{Q}} \chi_{Q}(n)^{-1}\left(E_{\varphi}^{\eta}\left(P, \xi, \xi^{\prime}, \nu, \nu^{\prime}, \psi\right)(n g)\right) d n \\
& =\Xi_{1}^{P, Q}\left(k \nu+\left(\varphi(k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)(\eta) \\
& \quad \times\left(\mathcal{W}^{\varphi}\left(\xi^{k}, \xi^{\prime \varphi(k)}, k \nu, \varphi(k) \nu^{\prime}\right)\left(\pi_{\left.\xi^{k}, \xi^{\prime \varphi(k)}, k \nu, \varphi(k)\right) \nu^{\prime}}^{\varphi}(g) L_{k} \psi\right)\right. \\
& +\Xi_{2}^{P, Q}\left(s k \nu+\left(\varphi(s k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)(\eta) \\
& \quad \times\left(\mathcal{W}^{\varphi}\left(\left(\xi^{k}\right)^{s},\left(\xi^{\prime \varphi(k)}\right)^{\varphi(s)}, s k \nu, \varphi(s k) \nu^{\prime}\right)\right. \\
& \quad \circ A_{s}\left(\xi^{k}, \xi^{\prime \varphi(k)}, k \nu, \varphi(k) \nu^{\prime}\right)\left(\pi_{\xi^{k}, \xi^{\prime \varphi(k)}, k \nu, \varphi(k) \nu^{\prime}}^{\varphi}(g) L_{k} \psi\right)
\end{aligned}
$$

However, it can be shown that

$$
\begin{aligned}
& A_{s}\left(\xi^{k}, \xi^{\prime \varphi(k)}, k \nu, \varphi(k) \nu^{\prime}\right) \circ \pi_{\xi^{k}, \xi^{\prime} \varphi(k), k \nu, \varphi(k) \nu^{\prime}}^{\varphi} \\
& \quad=\pi_{\left(\xi^{k}\right)^{s},\left(\xi^{\prime} \varphi(k)\right) \varphi(s), s k \nu, \varphi(s k) \nu^{\prime}}^{\varphi} \circ A_{s}\left(\xi^{k}, \xi^{\prime \varphi(k)}, k \nu, \varphi(k) \nu^{\prime}\right)
\end{aligned}
$$

Using this and applying Lemma 5.25 for $g=a_{t}$, we have

$$
\begin{aligned}
& \Xi_{1}^{P, Q}( k \nu+ \\
&\left.\left(\varphi(k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)(\eta) \\
&\left(\mathcal{W}^{\varphi}\left(\xi^{k}, \xi^{\prime \varphi(k)}, k \nu, \varphi(k) \nu^{\prime}\right)\left(\pi_{\left.\xi^{k}, \xi^{\prime} \varphi(k), k \nu, \varphi(k)\right) \nu^{\prime}}^{\varphi}\left(a_{t}\right) L_{k} \psi\right)\right. \\
&+ \Xi_{2}^{P, Q}\left(s k \nu+\left(\varphi(s k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)(\eta) \\
& \times\left(\mathcal{W}^{\varphi}\left(\left(\xi^{k}\right)^{s},\left(\xi^{\prime \varphi(k)}\right)^{\varphi(s)}, s k \nu, \varphi(s k) \nu^{\prime}\right)\right. \\
& \quad \circ A_{s}\left(\xi^{k}, \xi^{\prime \varphi(k)}, k \nu, \varphi(k) \nu^{\prime}\right)\left(\pi_{\xi^{k}, \xi^{\prime} \varphi(k), k \nu, \varphi(k) \nu^{\prime}}^{\varphi}\left(a_{t}\right) L_{k} \psi\right) \\
& \approx \Xi_{1}^{P, Q}\left(k \nu+\left(\varphi(k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)(\eta) a_{t}^{k \nu+\left(\varphi(k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi+\rho} \\
& \quad \times I_{\xi^{k}, \xi^{\prime} \varphi(k)}^{\varphi}\left(\nu+\left(\nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right) \delta_{\left.\xi^{k}, \xi^{\prime \varphi}(k), k \nu, \varphi(k)\right) \nu^{\prime}}^{\varphi}\left(L_{k} \psi\right) \\
&+ \Xi_{2}^{P, Q}\left(s k \nu+\left(\varphi(s k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)(\eta) \\
& \quad \times a_{t}^{k \nu+\left(\varphi(k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi+\rho} I_{\xi^{s k}, \xi^{\prime} \varphi(s k)}^{\varphi}\left(s k \nu+\left(\varphi(s k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right) \\
& \quad \times \delta_{\left(\xi^{k}\right) s,\left(\xi^{\prime} \varphi(k)\right) \varphi(s), s k \nu, \varphi(s k) \nu^{\prime}}^{\varphi}\left(A_{s}\left(\xi^{k}, \xi^{\prime \varphi(k)}, k \nu, \varphi(k) \nu^{\prime}\right)\left(L_{k} \psi\right)\right)
\end{aligned}
$$

as $t \rightarrow \infty$. On the other hand, we have

$$
\begin{aligned}
\delta_{\left(\xi^{k}\right)^{s},\left(\xi^{\prime \varphi(k)}\right)^{\varphi(s)}, s k \nu, \varphi(s k) \nu^{\prime}}^{\varphi}\left(A _ { s } \left(\xi^{k},\right.\right. & \left.\left.\xi^{\prime \varphi(k)}, k \nu, \varphi(k) \nu^{\prime}\right)\left(L_{k} \psi\right)\right) \\
& =J_{\left(\xi^{k}\right)^{s},\left(\xi^{\prime \varphi(k)}\right)^{\chi(s)}, s k \nu, \varphi(s k) \nu^{\prime}}^{\chi,,}\left(L_{k} \psi\right)
\end{aligned}
$$

Hence we obtain

$$
\begin{aligned}
& \Delta\left(J_{\xi^{k}, \xi^{\prime} \varphi(k), k \nu, \varphi(k) \nu^{\prime}}^{\chi Q,,}\left(\pi_{\xi^{k}, \xi^{\prime} \varphi(k), k \nu, \varphi(k) \nu^{\prime}}^{\varphi}\left(a_{t}\right) L_{k} \psi\right)\right) \\
& =\Delta\left(J_{\xi^{k}, \xi^{\prime} \varphi(k), k \nu, \varphi(k) \nu^{\prime}}^{\chi, a_{t}^{k \nu}} a_{t}^{k \nu+\left(\varphi(k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi+\rho} L_{k} \psi\right) \\
& \approx \Xi_{1}^{P, Q}\left(k \nu+\left(\varphi(k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)(\eta) a_{t}^{k \nu+\left(\varphi(k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi+\rho} \\
& \quad \times I_{\xi^{k}, \xi^{\prime} \varphi(k)}^{\varphi}\left(k \nu+\left(\varphi(k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right) \delta_{\left.\xi^{k}, \xi^{\prime \varphi}(k), k \nu, \varphi(k)\right) \nu^{\prime}}^{\varphi}\left(L_{k} \psi\right) \\
& +\Xi_{2}^{P, Q}\left(s k \nu+\left(\varphi(s k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)(\eta) a_{t}^{s k \nu+\left(\varphi(s k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi+\rho} \\
& \quad \times I_{\xi^{s k}, \xi^{\prime \varphi}(s k)}^{\varphi}\left(s k \nu+\left(\varphi(s k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right) \\
& \quad \times J_{\left(\xi^{k}\right)^{s},,\left(\xi^{\prime \varphi(k)}\right) \varphi(s), s k \nu, \varphi(s k) \nu^{\prime}}^{\chi Q, \varphi}\left(L_{k} \psi\right)
\end{aligned}
$$

as $t \rightarrow \infty$. By comparing the coefficients, we have

$$
\begin{aligned}
\Delta=I_{\xi^{s k}, \xi^{\prime} \varphi(s k)}^{\varphi}(s k \nu & \left.+\left(\varphi(s k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right) \\
& \times \Xi_{2}^{P, Q}\left(s k \nu+\left(\varphi(s k) \nu^{\prime}+\rho^{\prime}\right) \circ d \varphi\right)(\eta)
\end{aligned}
$$

Thus the function $\Psi_{\varphi, \xi, \xi^{\prime}}^{P, Q}$ on $\left(\mathfrak{a}_{Q}\right)_{\mathbb{C}}^{*}$ given by

$$
\Psi_{\varphi, \xi, \xi^{\prime}}^{P, Q}(\nu)=I_{\xi^{s k}, \xi^{\prime \varphi}(s k)}^{\varphi}(\nu) \cdot \Xi_{2}^{P, Q}(\nu)
$$

is a meromorphic function, and the proof of the theorem is complete.

## Families of Abelian Varieties

In earlier chapters we studied elliptic varieties and their connections with mixed automorphic forms. An elliptic variety can be described by a family of abelian varieties parametrized by an algebraic curve. The abelian varieties involved were products of elliptic curves. In this chapter we consider more general families of abelian varieties parametrized by an arithmetic quotient of a Hermitian symmetric domain.

Let $\mathcal{H}_{n}$ be the Siegel upper half space of degree $n$ on which the symplectic group $S p(n, \mathbb{R})$ acts as usual. If $\Gamma^{\prime}$ is an arithmetic subgroup of $S p(n, \mathbb{R})$, then the associated quotient space $\Gamma^{\prime} \backslash \mathcal{H}_{n}$ can be regarded as the moduli space for a certain family of polarized abelian varieties, known as a universal family (see e.g. [24, 42, 63]). Such a family of abelian varieties can be considered as a fiber variety over the Siegel modular variety $X^{\prime}=\Gamma^{\prime} \backslash \mathcal{H}_{n}$, and the geometry of a Siegel modular variety and the associated universal family of abelian varieties is closely connected with various topics in number theory including the theory of Siegel modular forms, theta functions and Jacobi forms.

Let $G=\mathbb{G}(\mathbb{R})$ be a semisimple Lie group of Hermitian type that can be realized as the set of real points of a linear algebraic group $\mathbb{G}$ defined over $\mathbb{Q}$. Thus the quotient $\mathcal{D}=G / K$ of $G$ by a maximal compact subgroup $K$ has the structure of a Hermitian symmetric domain. Let $\tau: \mathcal{D} \rightarrow \mathcal{H}_{n}$ be a holomorphic map, and let $\rho: G \rightarrow S p(n, \mathbb{R})$ be a homomorphism of Lie groups such that $\tau(g z)=\rho(g) \tau(z)$ for all $z \in \mathcal{D}$ and $g \in G$. Let $\Gamma$ be a torsion-free arithmetic subgroup of $G$ such that $\rho(\Gamma) \subset \Gamma^{\prime}$, and let $X=\Gamma \backslash \mathcal{D}$ be the corresponding arithmetic variety. Then the holomorphic map $\tau$ induces a morphism $\tau_{X}: X \rightarrow X^{\prime}$ of arithmetic varieties, and by pulling the fiber variety over $X^{\prime}$ back via $\tau_{X}$ we obtain a fiber variety over $X$ whose fibers are again polarized abelian varieties (see Section 6.1 for details). Such fiber varieties over an arithmetic variety are called Kuga fiber varieties (see [61, 108]), and various geometric and arithmetic aspects of Kuga fiber varieties have been investigated in numerous papers (see e.g. [1, 2, 31, 62, 69, 74, 84, 96, $108,113]$ ). A Kuga fiber variety is also an example of a mixed Shimura variety in more modern language (cf. [94]). Various objects connected with Siegel modular varieties and the associated universal families of abelian varieties can be generalized to the corresponding objects connected with more general locally symmetric varieties and the associated Kuga fiber varieties.

In Section 6.1 we review the construction of Kuga fiber varieties associated to equivariant holomorphic maps of symmetric domains. In Section 6.2 we describe canonical automorphy factors and kernel functions for semisimple Lie groups of Hermitian type as well as for generalized Jacobi groups. Section 6.3 is concerned with the interpretation of holomorphic forms of the highest degree on a Kuga fiber variety as mixed automorphic forms on symmetric domains involving canonical automorphy factors. The construction of an embedding of a Kuga fiber variety into a complex projective space is discussed in Section 6.4. This involves Jacobi forms of the type that will be considered in Chapter 7.

### 6.1 Kuga Fiber Varieties

In this section we review the construction of Kuga fiber varieties associated to equivariant holomorphic maps of symmetric domains. They are fiber bundles over locally symmetric spaces whose fibers are polarized abelian varieties. More details can be found in [61] and [108].

Let $G$ be a Zariski-connected semisimple real algebraic group of Hermitian type defined over $\mathbb{Q}$. Thus $G$ is the set of real points $\mathbb{G}(\mathbb{R})$ of a semisimple algebraic group $\mathbb{G}$ defined over $\mathbb{Q}$, and the associated Riemannian symmetric space $\mathcal{D}=G / K$, where $K$ is a maximal compact subgroup of $G$, has a $G$ invariant complex structure. Such a space can be identified with a bounded symmetric domain in $\mathbb{C}^{k}$ for some $k$ (see e.g. [36]), and is called a Hermitian symmetric domain. Let $G^{\prime}$ be another group of the same type, and let $\mathcal{D}^{\prime}$ be the associated Hermitian symmetric domain. We assume that there exist a holomorphic map $\tau: \mathcal{D} \rightarrow \mathcal{D}^{\prime}$ and a homomorphism $\rho: G \rightarrow G^{\prime}$ of Lie groups such that

$$
\tau(g z)=\rho(g) \tau(z)
$$

for all $g \in G$ and $z \in \mathcal{D}$. In this case we say that $\tau$ is equivariant with respect to $\rho$ or that $(\tau, \rho)$ is an equivariant pair. To construct Kuga fiber varieties we need to consider equivariant pairs when $G^{\prime}$ is a symplectic group. Such equivariant pairs were classified by Satake (see [108]).

Example 6.1 Let $W$ be a real vector space of dimension $\nu$ defined over $\mathbb{Q}$, and let $S$ be a nondegenerate symmetric bilinear form of signature $(p, q)$ for some positive integer $p$ defined over $\mathbb{Q}$. Let $\mathcal{T}(W)=\bigoplus_{r=0}^{\infty} W^{\otimes r}$ be the tensor algebra of $W$, and let $\mathfrak{A}_{S}$ be the two-sided ideal of $\mathcal{T}(W)$ generated by the set

$$
\{x \otimes x-S(x, x) \mid x \in W\} .
$$

Then the Clifford algebra of $(W, S)$ is given by

$$
\mathcal{C}=\mathcal{C}(V, S)=\mathcal{T}(W) / \mathfrak{A}_{S}
$$

Let $\left\{e_{1}, \ldots, e_{\nu}\right\}$ with $\nu=p+q$ be an orthogonal basis of $V$ such that

$$
S\left(e_{i}, e_{j}\right)=\delta_{i j} \alpha_{i}
$$

for some $\alpha_{1}, \ldots, \alpha_{\nu} \in \mathbb{R}$, where $\delta_{i j}$ is the Kronecker delta. If $W$ is identified with its image in $\mathcal{C}$, then it is known that $\operatorname{dim} \mathcal{C}=2^{\nu}$ and that the set

$$
\{1\} \cup\left\{e_{i_{1}} \cdots e_{i_{\nu}} \mid 1 \leq i_{1}<\cdots<i_{r} \leq \nu, 1 \leq r \leq \nu\right\}
$$

is a basis of $\mathcal{C}$. Thus $\mathcal{C}$ is an associative algebra generated by $e_{1}, \ldots, e_{\nu}$ satisfying the conditions

$$
e_{i}^{2}=\alpha_{i}, \quad e_{i} e_{j}+e_{j} e_{i}=0
$$

for $1 \leq i, j \leq \nu$ with $i \neq j$. We set

$$
\begin{aligned}
\mathcal{C}^{+} & \left.=\left\langle e_{i_{1}} \cdots e_{i_{\nu}}\right| 1 \leq i_{1}<\cdots<i_{r} \leq \nu, r \text { even }\right\rangle_{\mathbb{R}} \\
\mathcal{C}^{-} & \left.=\left\langle e_{i_{1}} \cdots e_{i_{\nu}}\right| 1 \leq i_{1}<\cdots<i_{r} \leq \nu, r \text { odd }\right\rangle_{\mathbb{R}}
\end{aligned}
$$

Then $\mathcal{C}^{+}$is a subalgebra of $\mathcal{C}$ of dimension $2^{\nu-1}$, and we have

$$
\mathcal{C}=\mathcal{C}^{+} \oplus \mathcal{C}^{-}, \quad\left(\mathcal{C}^{+}\right)^{2}=\left(\mathcal{C}^{-}\right)^{2}=\mathcal{C}^{+}, \quad \mathcal{C}^{+} \mathcal{C}^{-}=\mathcal{C}^{-} \mathcal{C}^{+}=\mathcal{C}^{-}
$$

Let $\iota$ be the canonical involution of $\mathcal{C}$ defined by $e_{i}^{\iota}=e_{i}$ for $1 \leq i \leq n$. Then the spin group is given by

$$
\operatorname{Spin}(W, S)=\left\{g \in \mathcal{C}^{+} \mid g^{\iota} g=1, g W g^{-1}=W\right\}
$$

Given $\operatorname{Spin}(W, S)$, we set

$$
\phi(g) x=g x g^{-1}
$$

for all $x \in W$. Then we have $\phi(g) \in S O(W, S)$, and the map

$$
\phi: \operatorname{Spin}(W, S) \rightarrow S O(W, S)
$$

is a two-fold covering of $S O(W, S)$. Let a be an element $\mathcal{C}^{+}$with $a^{\iota}=-a$, and let $b_{1}$ and $b_{2}$ be elements of $\mathcal{C}^{+}$and $\mathcal{C}^{ \pm}$, respectively, such that

$$
b_{1}^{2}+(-1)^{q(q+1) / 2} b_{2}^{2}=-1, \quad b_{1} b_{2}+b_{2} b_{1}=0
$$

and the bilinear map

$$
(x, y) \mapsto \operatorname{tr}\left(b_{1} a x^{\iota} y\right)+\operatorname{tr}\left(b_{2} a x^{\iota} e_{-} y\right)
$$

for $x, y \in \mathcal{C}^{+}$is symmetric and positive definite. We set

$$
A(x, y)=\operatorname{tr}\left(a x^{\iota} y\right), \quad I(x)=x b_{1}+e_{-} x b_{2} .
$$

for all $x, y \in \mathcal{C}^{+}$, where $e_{-}=e_{p+1} \cdots e_{\nu}$. Then $A$ is a nondegenerate alternating bilinear form on $\mathcal{C}^{+}$, and $I$ is a complex structure on $\mathcal{C}^{+}$such that $(x, y) \mapsto A(x, I y)$ is symmetric and positive definite and

$$
A(g x, g y)=A(x, y), \quad I(g x)=g I(x)
$$

for all $g \in \operatorname{Spin}(W, S)$ and $x, y \in \mathcal{C}^{+}$(see [106, Section 2]). Thus we see that the left multiplication map

$$
\widetilde{\rho}(g): x \mapsto g x
$$

determines a homomorphism

$$
\widetilde{\rho}: \operatorname{Spin}(W, S) \rightarrow S p\left(\mathcal{C}^{+}, A\right)
$$

Now we assume that $p=2$, that is the signature of $S$ is $(2, q)$. Then it is known (see [106]) that the symmetric space $\mathcal{D}=G / K$ associated to a maximal compact subgroup of the spin group $G=\operatorname{Spin}(W, S)$ has a $G$-invariant complex structure. We choose a basis of $\mathcal{C}^{+}$in such a way that $\operatorname{Sp}\left(\mathcal{C}^{+}, A\right)$ can be identified with $\operatorname{Sp}\left(2^{\nu}, \mathbb{R}\right)$ with $\nu=2+q$ and denote by

$$
\rho: \operatorname{Spin}(W, S) \rightarrow S p\left(2^{\nu}, \mathbb{R}\right)
$$

the homomorphism induced by $\widetilde{\rho}$. Then we can consider a holomorphic map $\tau: \mathcal{D} \rightarrow \mathcal{H}_{2 \nu}$ be that is equivariant with respect to $\rho$.

Let $V$ be a real vector space of dimension $2 n$ defined over $\mathbb{Q}$. A complex structure on $V$ is an element $I \in G L(V)$ such that $I^{2}=-1_{V}$ with $1_{V}$ denoting the identity map on $V$. Equipped with such a complex structure $I$, the real vector space $V$ can be converted to a complex vector space if the complex multiplication operation is defined by

$$
\begin{equation*}
(a+b i) \cdot v=a v+b I v \tag{6.1}
\end{equation*}
$$

for all $a+b i \in \mathbb{C}$ and $v \in V$. Let $\beta$ be a nondegenerate alternating bilinear form on $V$ defined over $\mathbb{Q}$. Then the symplectic group

$$
S p(V, \beta)=\left\{g \in G L(V) \mid \beta\left(g v, g v^{\prime}\right)=\beta\left(v, v^{\prime}\right) \text { for all } v, v^{\prime} \in V\right\}
$$

is of Hermitian type, and the associated Hermitian symmetric domain can be identified with the set $\mathcal{H}=\mathcal{H}(V, \beta)$ of all complex structures $I$ on $V$ such that the bilinear form $V \times V \rightarrow \mathbb{R},\left(v, v^{\prime}\right) \mapsto \beta\left(v, I v^{\prime}\right)$ is symmetric and positive definite. The group $S p(V, \beta)$ acts on $\mathcal{H}$ by

$$
g \cdot I=g I g^{-1}
$$

for all $g \in S p(V, \beta)$ and $I \in \mathcal{H}$. Let $\left\{e_{1}, \ldots, e_{2 n}\right\}$ be a symplectic basis of $(V, \beta)$, that is, a basis of $V$ satisfying the condition

$$
\beta\left(e_{i}, e_{j}\right)= \begin{cases}1 & \text { if } i=j+n \\ -1 & \text { if } i=j-n \\ 0 & \text { otherwise }\end{cases}
$$

for $1 \leq i, j \leq 2 n$. Then with respect to such a basis $S p(V, \beta)$ can be identified with the real symplectic group $S p(n, \mathbb{R})$ of degree $n$. We also note that $\mathcal{H}$ can be identified with the Siegel upper half space

$$
\mathcal{H}_{n}=\left\{\left.Z \in M_{n}(\mathbb{C})\right|^{t} Z=Z, \quad \operatorname{Im} Z \gg 0\right\}
$$

of degree $n$ consisting of $n \times n$ complex matrices with positive definite imaginary part and that the symplectic group $S p(n, \mathbb{R})$ on $\mathcal{H}_{n}$ by

$$
\begin{equation*}
g(Z)=(A Z+B)(C Z+D)^{-1} \tag{6.2}
\end{equation*}
$$

for all $Z \in \mathcal{H}_{n}$ and $g=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right) \in S p(n, \mathbb{R})$.
We now consider an equivariant pair $(\tau, \rho)$ for the special case of $G^{\prime}=$ $S p(V, \beta)$. Thus we have the homomorphism $\rho: G \rightarrow S p(V, \beta)$ and the holomorphic map $\tau: \mathcal{D} \rightarrow \mathcal{H}_{n}$ satisfying the condition $\tau(g z)=\rho(g) \tau(z)$ for all $g \in G$ and $z \in \mathcal{D}$. Let $G \ltimes_{\rho} V$ be the semidirect product of $G$ and $V$ with respect to the action of $G$ on $V$ via $\rho$. This means that $G \ltimes{ }_{\rho} V$ consists of the elements $(g, v) \in G \times V$ and its multiplication operation is given by

$$
\begin{equation*}
(g, v) \cdot\left(g^{\prime}, v^{\prime}\right)=\left(g g^{\prime}, \rho(g) v^{\prime}+v\right) \tag{6.3}
\end{equation*}
$$

for $g, g^{\prime} \in G$ and $v, v^{\prime} \in V$. Then $G \ltimes{ }_{\rho} V$ acts on $\mathcal{D} \times V$ by

$$
\begin{equation*}
(g, v) \cdot(z, w)=(g z, \rho(g) w+v) \tag{6.4}
\end{equation*}
$$

for all $(g, v) \in G \ltimes{ }_{\rho} V$ and $(z, w) \in \mathcal{D} \times V$. Let $\Gamma$ be a torsion-free arithmetic subgroup of $G$. Then the corresponding quotient space $X=\Gamma \backslash \mathcal{D}$ has the structure of a complex manifold as well as the one of a locally symmetric space. It is also called an arithmetic variety taking into account the fact that it can be regarded as a quasi-projective complex algebraic variety (cf. [5]). Let $L$ be a lattice in $V$ with $V_{\mathbb{Q}}=L \otimes_{\mathbb{Z}} \mathbb{Q}$ such that

$$
\begin{equation*}
\beta(L, L) \subset \mathbb{Z}, \quad \rho(\Gamma) L \subset L \tag{6.5}
\end{equation*}
$$

If $(\gamma, \ell),\left(\gamma^{\prime}, \ell^{\prime}\right) \in G \ltimes_{\rho} V$ with $\gamma, \gamma^{\prime} \in \Gamma$ and $\ell, \ell^{\prime} \in L$, then by (6.3) we have

$$
(\gamma, \ell) \cdot\left(\gamma^{\prime}, \ell^{\prime}\right)=\left(\gamma \gamma^{\prime}, \rho(\gamma) \ell^{\prime}+\ell\right)
$$

Using this and the condition $\rho(\Gamma) L \subset L$, we see that $(\gamma, \ell) \cdot\left(\gamma^{\prime}, \ell^{\prime}\right) \in \Gamma \times L$; hence we obtain the subgroup $\Gamma \ltimes_{\rho} L$ of $G \ltimes_{\rho} V$. Thus the action of $G \ltimes_{\rho} V$ in (6.4) induces the action of $\Gamma \ltimes_{\rho} L$ on $\mathcal{D} \times V$. We denote the associated quotient space by

$$
\begin{equation*}
Y=\Gamma \ltimes_{\rho} L \backslash \mathcal{D} \times V . \tag{6.6}
\end{equation*}
$$

Then the natural projection map $\mathcal{D} \times V \rightarrow \mathcal{D}$ induces the map $\pi: Y \rightarrow X$, which has the structure of a fiber bundle over $X$ whose fiber is isomorphic to the quotient space $V / L$.

We want to discuss next the complex structure on the fiber bundle $Y$ over $X$ given by (6.6). Let $z_{0}$ be a fixed element of $\mathcal{D}$, and let $I_{0}$ be the complex structure on $V$ corresponding to the element $\tau\left(z_{0}\right)$ of $\mathcal{H}_{n}$. Let $V_{\mathbb{C}}=V \otimes_{\mathbb{R}} \mathbb{C}$ be the complexification of $V$, and denote by $V_{+}$and $V_{-}$the subspaces of $V_{\mathbb{C}}$ defined by

$$
\begin{equation*}
V_{ \pm}=\left\{v \in V_{\mathbb{C}} \mid I_{0} v= \pm i v\right\} \tag{6.7}
\end{equation*}
$$

so that we have

$$
\begin{equation*}
V_{\mathbb{C}}=V_{+} \oplus V_{-}, \quad V_{+}=\bar{V}_{-} \tag{6.8}
\end{equation*}
$$

Using the fact that $\mathcal{H}_{n}$ can be identified with the set of complex structures on $V$, we see that each element $z \in \mathcal{D}$ determines a complex vector space $\left(V, I_{\tau(z)}\right)$, where $I_{\tau(z)}$ is the complex structure on $V$ corresponding to $\tau(z) \in$ $\mathcal{H}_{n}$. Then each element $v$ in $\left(V, I_{\tau(z)}\right)$ determines an element

$$
\begin{equation*}
\xi(z, v)=v_{z}=v_{+}-\tau(z) v_{-}=v_{+}-I_{\tau(z)} v_{-} \tag{6.9}
\end{equation*}
$$

of the subspace $V_{+}$of $V_{\mathbb{C}}$, where the elements $v_{ \pm}$denote the $V_{ \pm}$-components of $v \in V \subset V_{\mathbb{C}}=V_{+} \oplus V_{-}$. We consider the map

$$
\eta: \mathcal{D} \times V \rightarrow \mathcal{D} \times V_{+}
$$

defined by

$$
\begin{equation*}
\eta(z, v)=(z, \xi(z, v)) \tag{6.10}
\end{equation*}
$$

for all $(z, v) \in \mathcal{D} \times V$. Then it can be shown that $\eta$ is a bijection, and therefore the action in (6.4) determines an action of $G \ltimes_{\rho} V$ on $\mathcal{D} \times V_{+}$given by

$$
\begin{equation*}
(g, v) \cdot(z, u)=\eta\left((g, v) \cdot\left(\eta^{-1}(z, u)\right)\right) \tag{6.11}
\end{equation*}
$$

for all $(g, v) \in G \ltimes_{\rho} V$ and $(z, u) \in \mathcal{D} \times V_{+}$.
We consider the natural projection map $\widetilde{\pi}: \mathcal{D} \times V \rightarrow \mathcal{D}$ as the trivial vector bundle over $\mathcal{D}$ with fiber $V$. Then by using the isomorphism $\eta: \mathcal{D} \times V \cong$ $\mathcal{D} \times V_{+}$given by (6.10) the complex structure on $\mathcal{D} \times V_{+}$can be carried over to a complex structure $\mathcal{I}$ on the vector bundle $\mathcal{D} \times V$ over $\mathcal{D}$. Note that the complex structure on $\mathcal{D} \times V_{+}$is determined by the $G$-invariant complex structure on the Hermitian symmetric domain $\mathcal{D}$ and the complex structure $I_{0}=I_{\tau\left(z_{0}\right)}$ on $V$. Let $\widetilde{\pi}^{\prime}: \mathcal{D} \times V_{+} \rightarrow \mathcal{D}$ be the natural projection map, which may be regarded as the trivial vector bundle over $\mathcal{D}$ with fiber $V_{+}$. If $z \in \mathcal{D}$, the fibers of $\widetilde{\pi}$ and $\widetilde{\pi}^{\prime}$ over $z$ can be written as

$$
\widetilde{\pi}^{-1}(z)=\{z\} \times V \cong V, \quad \widetilde{\pi}^{\prime-1}(z)=\{z\} \times V_{+} \cong V_{+}
$$

hence we have

$$
\left.\eta\right|_{\tilde{\pi}^{-1}(z)}=\{z\} \times V_{+} .
$$

Noting that the complex structure on $V_{+}$is $I_{0}$, we see that

$$
\left(\left.\eta\right|_{\tilde{\pi}^{-1}(z)}\right) \circ\left(\left.\mathcal{I}\right|_{\tilde{\pi}^{-1}(z)}\right)=I_{0} \circ\left(\left.\eta\right|_{\tilde{\pi}^{-1}(z)}\right)
$$

for the fiber $\widetilde{\pi}^{-1}(z)$ of the bundle $\widetilde{\pi}: \mathcal{D} \times V \rightarrow \mathcal{D}$ over each $z \in \mathcal{D}$.

Proposition 6.2 Let $g$ be an element of $G$ such that

$$
\rho(g)=\left(\begin{array}{cc}
A & B  \tag{6.12}\\
C & D
\end{array}\right) \in S p(V, \beta)
$$

with respect to the decomposition $V_{\mathbb{C}}=V_{+} \oplus V_{-}$of $V_{\mathbb{C}}=V \otimes_{\mathbb{R}} \mathbb{C}$ in (6.8). Then the action in (6.11) can be written as

$$
\begin{equation*}
(g, v) \cdot(z, \xi(z, w))=\left(g z,{ }^{t}(C \tau(z)+D)^{-1} \xi(z, w)+\xi(g z, v)\right) \tag{6.13}
\end{equation*}
$$

for all $z \in \mathcal{D}$ and $v, w \in V$.
Proof. Given $g \in G, z \in \mathcal{D}$ and $v, w \in V$, using (6.3), (6.9) and (6.11), we see that

$$
\begin{align*}
(g, v) \cdot(z, \xi(z, w)) & =(g z, \xi(g z, \rho(g) w+v))  \tag{6.14}\\
& =(g z, \xi(g z, \rho(g) w))+\xi(g z, v)) .
\end{align*}
$$

If $\rho(g)$ is as in (6.12), we have

$$
\rho(g) w=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\binom{w_{+}}{w_{-}}=\binom{A w_{+}+B w_{-}}{C w_{+}+D w_{-}}
$$

hence we obtain

$$
(\rho(g) w)_{+}=A w_{+}+B w_{-}, \quad(\rho(g) w)_{-}=C w_{+}+D w_{-} .
$$

Using this and (6.9), we have

$$
\begin{align*}
\xi(g z, \rho(g) w) & =\left(A w_{+}+B w_{-}\right)-\tau(g z)\left(C w_{+}+D w_{-}\right)  \tag{6.15}\\
& =(A-\tau(g z) C) w_{+}+(B-\tau(g z) D) w_{-} \\
& =(1,-\tau(g z))\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\binom{w_{+}}{w_{-}} \\
& =(1,-\tau(g z)) \rho(g) w .
\end{align*}
$$

Since $\rho(g) \in S p(V, \beta)$, its inverse is given by

$$
\rho(g)^{-1}=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)^{-1}=\left(\begin{array}{cc}
{ }^{t} D & -{ }^{t} B \\
-{ }^{t} C & { }^{t} A
\end{array}\right)
$$

Using this, (6.2), and the fact that the matrices $\tau(z), \tau(g z) \in \mathcal{H}_{n}$ are symmetric, we see that

$$
\begin{align*}
(1,-\tau(g z)) & =\left(1,-{ }^{t}(\tau(g z))\right)  \tag{6.16}\\
& =\left(1,-{ }^{t}(C \tau(z)+D)^{-1 t}(A \tau(z)+B)\right) \\
& ={ }^{t}(C \tau(z)+D)^{-1}\left(\tau(z)^{t} C+{ }^{t} D,-\tau(z)^{t} A-{ }^{t} B\right) \\
& ={ }^{t}(C \tau(z)+D)^{-1}(1,-\tau(z))\left(\begin{array}{cc}
{ }^{t} D & -{ }^{t} B \\
-{ }^{t} C & { }^{t} A
\end{array}\right) \\
& ={ }^{t}(C \tau(z)+D)^{-1}(1,-\tau(z)) \rho(g)^{-1} .
\end{align*}
$$

By substituting this into (6.15) we obtain

$$
\begin{align*}
\xi(g z, \rho(g) w) & ={ }^{t}(C \tau(z)+D)^{-1}(1,-\tau(z)) w  \tag{6.17}\\
& ={ }^{t}(C \tau(z)+D)^{-1} \xi(z, w)
\end{align*}
$$

hence the proposition follows by combining this with (6.14).
Corollary 6.3 The complex structure $\mathcal{I}$ on $\mathcal{D} \times V$ described above is invariant under the action of $G \ltimes_{\rho} V$.

Proof. Let $z=\left(z_{1}, \ldots, z_{k}\right)$ and $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$ be global complex coordinate systems for $\mathcal{D}$ and $V$, respectively, associated to the complex structure $\mathcal{I}$ on $\mathcal{D} \times V$. Given $(g, v) \in G \ltimes_{\rho} V$, we denote by

$$
\begin{aligned}
z \circ(g, v) & =\left(z_{1} \circ(g, v), \ldots, z_{k} \circ(g, v)\right), \\
\xi \circ(g, v) & =\left(\xi_{1} \circ(g, v), \ldots, \xi_{n} \circ(g, v)\right)
\end{aligned}
$$

the corresponding transformed coordinate systems. Then by (6.13) we have

$$
\begin{gather*}
(z \circ(g, v))(z, w)=g z  \tag{6.18}\\
(\xi \circ(g, v))(z, w)={ }^{t}(C \tau(z)+D)^{-1} \xi(z, w)+\xi(g z, v) . \tag{6.19}
\end{gather*}
$$

Since the complex structure on $\mathcal{D}$ determined by $\mathcal{I}$ is $G$-invariant, the formula (6.18) shows that the transformed coordinates $z_{j} \circ(g, v)$ are holomorphic functions of $z_{1}, \ldots, z_{k}$. Similarly, the coordinates $z_{j}$ are holomorphic functions of $z_{1} \circ(g, v), \ldots, z_{k} \circ(g, v)$. On the other hand, from (6.19) we see that the transformed coordinates $\xi_{j} \circ(g, v)$ are holomorphic functions of $z$ and $\xi$ and that the coordinates $\xi_{j}$ are holomorphic functions of $z$ and $\xi \circ(g, v)$; hence the lemma follows.

By Corollary 6.3 the complex structure $\mathcal{I}$ on $\mathcal{D} \times V$ induces the complex structure $\mathcal{I}_{Y}$ on the fiber bundle $Y$ over $X$ in (6.6); hence its fiber $V / L$ becomes a complex torus. In addition, the alternating bilinear form $\beta$ on $V$ determines the structure of a polarized abelian variety on the complex torus $V / L$. Thus $Y$ may be regarded as a family of abelian varieties parametrized by the locally symmetric space $X$ and is known as a Kuga fiber variety.

Lemma 6.4 The complex structure $\mathcal{I}$ on $\mathcal{D} \times V$ described above satisfies

$$
\left.\mathcal{I}\right|_{\tilde{\pi}^{-1}(z)}=I_{\tau(z)}
$$

for each $z \in \mathcal{D}$, where $I_{\tau(z)}$ is the complex structure on $V$ corresponding to the element $\tau(z) \in \mathcal{H}_{n}$.

Proof. Since the complex structure on $V_{+}$is $I_{0}$, it suffices to show that

$$
\xi\left(z, I_{\tau(z)} w\right)=I_{0} \xi(z, w)
$$

for all $w \in V$. Let $z_{0}$ be the element of $\mathcal{D}$ such that the complex structure $I_{0}$ corresponds to $\tau\left(z_{0}\right) \in \mathcal{H}_{n}$ as before, and let $g \in G$ be the element with $z=g z_{0}$. Then we have

$$
I_{\tau(z)}=I_{\rho(g) \tau\left(z_{0}\right)}=\rho(g) I_{\tau\left(z_{0}\right)} \rho(g)^{-1}=\rho(g) I_{0} \rho(g)^{-1} .
$$

Using this, (6.9) and (6.16), we have

$$
\begin{aligned}
\xi\left(z, I_{\tau(z)} w\right) & =(1,-\tau(z)) I_{\tau(z)} w \\
& =\left(1,-\tau\left(g z_{0}\right)\right) \rho(g) I_{0} \rho(g)^{-1} w \\
& ={ }^{t}(C \tau(z)+D)^{-1}\left(1,-\tau\left(z_{0}\right)\right) \rho(g)^{-1} \rho(g) I_{0} \rho(g)^{-1} w \\
& =I_{0}{ }^{t}(C \tau(z)+D)^{-1}\left(1,-\tau\left(z_{0}\right)\right) \rho(g)^{-1} w \\
& =I_{0} \xi(z, w)
\end{aligned}
$$

and therefore the lemma follows.
Using the notation in (6.9), the action of $G \ltimes_{\rho} V$ on $\mathcal{D} \times V_{+}$given by (6.11) can be written in the form

$$
\begin{equation*}
(g, v) \cdot(z, u)=\left(g z,{ }^{t}(C \tau(z)+D)^{-1} u+v_{g z}\right) \tag{6.20}
\end{equation*}
$$

for all $v \in V,(z, u) \in \mathcal{D} \times V_{+}$and $g \in G$ with $\rho(g)=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right) \in S p(V, \beta)$. Thus the Kuga fiber variety in (6.6) can be written as

$$
\begin{equation*}
Y=\Gamma \ltimes_{\rho} L \backslash \mathcal{D} \times V_{+}, \tag{6.21}
\end{equation*}
$$

where the quotient is taken with respect to the action given by (6.20).
Given $g \in G$, we define the map $\phi_{g}: V \rightarrow V$ by

$$
\begin{equation*}
\phi_{g}(v)=\rho(g) v \tag{6.22}
\end{equation*}
$$

for all $v \in V$. Then we see easily that $\phi_{g}$ is an $\mathbb{R}$-linear isomorphism. Using the fact that

$$
I_{\tau(g z)}=I_{\rho(g) \tau(z)}=\rho(g) I_{\tau(z)} \rho(g)^{-1}
$$

for each $z \in \mathcal{D}$, we have

$$
\begin{aligned}
\left(I_{\tau(g z)} \circ \phi_{g}\right)(v) & =\rho(g) I_{\tau(z)} \rho(g)^{-1} \rho(g) v \\
& =\rho(g) I_{\tau(z)} v=\left(\phi_{g} \circ I_{\tau(z)}\right)(v)
\end{aligned}
$$

for all $z \in \mathcal{D}$ and $v \in V$. Thus it follows that

$$
\begin{equation*}
I_{\tau(g z)} \circ \phi_{g}=\phi_{g} \circ I_{\tau(z)} \tag{6.23}
\end{equation*}
$$

for all $z \in \mathcal{D}$.

Lemma 6.5 Given $z \in \mathcal{D}$ and $g \in G$, let $\left(V, I_{\tau(z)}\right)$ and $\left(V, I_{\tau(g z)}\right)$ be the complex vector spaces with respect to the complex structures $I_{\tau(z)}$ and $I_{\tau(g z)}$, respectively. Then the $\mathbb{R}$-linear isomorphism $\phi_{g}: V \rightarrow V$ given by (6.22) induces the $\mathbb{C}$-linear isomorphism

$$
\phi_{g}:\left(V, I_{\tau(z)}\right) \rightarrow\left(V, I_{\tau(g z)}\right)
$$

defined also by (6.22).
Proof. Given $a+b i \in \mathbb{C}$, using (6.1) and (6.23), we have

$$
\begin{aligned}
\phi_{g}((a+b i) \cdot v) & =\phi_{g}\left(a v+b I_{\tau(z)} v\right)=a \phi_{g}(v)+b\left(\phi_{g} \circ I_{\tau(z)}\right) v \\
& =a \phi_{g}(v)+b I_{\tau(g z)} \phi_{g}(v)=(a+b i) \cdot \phi_{g}(v)
\end{aligned}
$$

for all $v \in V$; hence the lemma follows.
By Lemma 6.5 the element of $\left(V, I_{\tau(g z)}\right)$ corresponding to the element $v$ in $\left(V, I_{\tau(z)}\right)$ is $\phi_{g}(v)=\rho(g) v$. This means that as an element of $\left(V, I_{\tau(g z)}\right)$ the element $v_{g z}$ in (6.20) should be considered as

$$
\left.(\rho(g) v)_{g z}=\xi(g z, \rho(g) v)\right)={ }^{t}(C \tau(z)+D)^{-1} v_{z}
$$

where we used the calculation in (6.17). Therefore we can now rewrite (6.20) in the form

$$
\begin{equation*}
(g, v) \cdot(z, u)=\left(g z,{ }^{t}(C \tau(z)+D)^{-1}\left(u+v_{z}\right)\right) \tag{6.24}
\end{equation*}
$$

for all $(g, v) \in G \ltimes_{\rho} V$ and $(z, u) \in \mathcal{D} \times V_{+}$.
Example 6.6 We consider the case where the real vector space is $V=\mathbb{R}^{2 n}=$ $\mathbb{R}^{n} \times \mathbb{R}^{n}$, so that $V_{+}=\mathbb{C}^{n}$. Given $(r, s) \in \mathbb{R}^{n} \times \mathbb{R}^{n}=V$, we choose the complex structure on $V$ in such a way that $(s,-r) \in V_{+} \oplus V_{-}=V_{\mathbb{C}}$. Then by (6.9) we have

$$
(r, s)_{z}=s+\tau(z) r
$$

for $z \in \mathcal{D}$; hence (6.24) can be written as

$$
(g,(r, s)) \cdot(z, u)=\left(g z,{ }^{t}(C \tau(z)+D)^{-1}(u+\tau(z) r+s)\right)
$$

for $u \in \mathbb{C}^{n}$ and $g \in G$ with $\rho(g)=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right) \in S p(V, \beta)$.
In order to consider another interpretation of the Kuga fiber variety $Y$ in (6.21), we consider the case of $G_{0}=\operatorname{Sp}(V, \beta), \mathcal{D}_{0}=\mathcal{H}_{n}$ and $\Gamma_{0}=S p(L, \beta)$, and assume that $\rho_{0}: G_{0} \rightarrow S p(V, \beta)$ and $\tau_{0}: \mathcal{D}_{0} \rightarrow \mathcal{H}_{n}$ are the respective identity maps. If we denote by $Y_{0}$ the Kuga fiber variety determined by the equivariant pair ( $\tau_{0}, \rho_{0}$ ) and the discrete subgroup $\Gamma_{0} \ltimes_{\rho_{0}} L$ of $G_{0} \ltimes_{\rho_{0}} V$, then we obtain the complex torus bundle $\pi_{0}: Y_{0} \rightarrow X_{0}$ over the Siegel modular variety $X_{0}=\Gamma_{0} \backslash \mathcal{H}_{n}$. Let $Y$ be the Kuga fiber variety in (6.6) or (6.21) associated to the equivariant pair $(\tau, \rho)$ and the discrete group $\Gamma \ltimes_{\rho} L$ considered before. Using (6.5), we see that $\rho(\Gamma) \subset \Gamma_{0}$; hence the map $\tau: \mathcal{D} \rightarrow \mathcal{H}_{n}$ induces the map $\tau_{X}: X \rightarrow X_{0}$. Then the Kuga fiber variety $Y$ can also be obtained by pulling the bundle $Y_{0}$ back via $\tau_{X}$.

### 6.2 Automorphy Factors and Kernel Functions

In this section we review the notion of canonical automorphy factors and canonical kernel functions for semisimple Lie groups of Hermitian type and those for generalized Jacobi groups by following closely the descriptions of Satake given in [108] (see also [99]). A generalized Jacobi group can be constructed by using a Heisenberg group and an equivariant pair which determines a Kuga fiber variety considered in Section 6.1. Canonical automorphy factors for generalized Jacobi groups will be used later to define Jacobi forms.

Let $G=\mathbb{G}(\mathbb{R})$ be a semisimple real algebraic group of Hermitian type as in Section 6.1, and let $K$ be a maximal compact subgroup of $G$. Then the Riemannian symmetric space $\mathcal{D}=G / K$ has a $G$-invariant complex structure $\mathcal{I}$ which determines a complex structure on the tangent space $T_{z}(\mathcal{D})$ for each $z \in \mathcal{D}$. Let $\mathfrak{k}$ be the Lie algebra of $K$, and let $\mathfrak{g}=\mathfrak{k}+\mathfrak{p}$ be the corresponding Cartan decomposition of $\mathfrak{g}$. Let $z_{0} \in \mathcal{D}$ be the fixed point of $K$, and let $\mathcal{I}_{0}$ be the complex structure on $T_{z_{0}}(\mathcal{D})=\mathfrak{p}$. We set

$$
\begin{equation*}
\mathfrak{p}_{ \pm}=\left\{X \in \mathfrak{p}_{\mathbb{C}} \mid \mathcal{I}_{0}(X)= \pm i X\right\} \tag{6.25}
\end{equation*}
$$

and denote by $P_{+}$and $P_{-}$the $\mathbb{C}$-subgroups of $G_{\mathbb{C}}$ corresponding to the subspaces $\mathfrak{p}_{+}$and $\mathfrak{p}_{-}$, respectively, of $\mathfrak{g}_{\mathbb{C}}$. Then we have

$$
\begin{equation*}
P_{+} \cap K_{\mathbb{C}} P_{-}=\{1\}, \quad G \subset P_{+} K_{\mathbb{C}} P_{-}, \quad G \cap K_{\mathbb{C}} P_{-}=K \tag{6.26}
\end{equation*}
$$

(see for example [108, Lemma II.4.2], [99]). If $g \in P_{+} K_{\mathbb{C}} P_{-} \subset G_{\mathbb{C}}$, we denote by $(g)_{+} \in P_{+},(g)_{0} \in K_{\mathbb{C}}$ and $(g)_{-} \in P_{-}$the components of $g$ such that

$$
g=(g)_{+}(g)_{0}(g)_{-} .
$$

We denote by $\left(G_{\mathbb{C}} \times \mathfrak{p}_{+}\right)_{*}$ the subset of $G_{\mathbb{C}} \times \mathfrak{p}_{+}$consisting of elements $(g, z)$ such that $g \exp z \in P_{+} K_{\mathbb{C}} P_{-}$. Then the canonical automorphy factor is the $\operatorname{map} J:\left(G_{\mathbb{C}} \times \mathfrak{p}_{+}\right)_{*} \rightarrow K_{\mathbb{C}}$ defined by

$$
\begin{equation*}
J(g, z)=(g \exp z)_{0} \tag{6.27}
\end{equation*}
$$

for $(g, z) \in\left(G_{\mathbb{C}} \times \mathfrak{p}_{+}\right)_{*}$. If $(g, z) \in\left(G_{\mathbb{C}} \times \mathfrak{p}_{+}\right)_{*}$, we also define the element $g(z) \in \mathfrak{p}_{+}$by

$$
\begin{equation*}
\exp g(z)=(g \exp z)_{+} \tag{6.28}
\end{equation*}
$$

Furthermore, for $z, z^{\prime} \in \mathfrak{p}_{+}$with $\left(\exp \bar{z}^{\prime}\right)^{-1} \exp z \in P_{+} K_{\mathbb{C}} P_{-}$, we set

$$
\begin{equation*}
\kappa\left(z, z^{\prime}\right)=J\left(\left(\exp \bar{z}^{\prime}\right)^{-1}, z\right)^{-1}=\left(\left(\left(\exp \bar{z}^{\prime}\right)^{-1} \exp z\right)_{0}\right)^{-1} \in K_{\mathbb{C}} \tag{6.29}
\end{equation*}
$$

Thus we obtain a $K_{\mathbb{C}}$-valued function $\kappa(\cdot, \cdot)$ defined on an open subset of $\mathfrak{p}_{+} \times \mathfrak{p}_{+}$called the canonical kernel function for $G$, and it satisfies the relations

$$
\kappa\left(z^{\prime}, z\right)={\overline{\kappa\left(z, z^{\prime}\right)}}^{-1}, \quad \kappa\left(z_{0}, z\right)=\kappa\left(z, z_{0}\right)=1
$$

$$
\kappa\left(g(z), \bar{g}\left(z^{\prime}\right)\right)=J(g, z) \kappa\left(z, z^{\prime}\right) \overline{J(\bar{g}, w)}^{-1}
$$

for $z, z^{\prime} \in \mathfrak{p}_{+}$and $g \in G_{\mathbb{C}}$ for which $\kappa\left(z, z^{\prime}\right)$ and $\kappa\left(g(z), \bar{g}\left(z^{\prime}\right)\right)$ are defined (see e.g. [108, Section II.5]).

Let $(V, \beta)$ be the real symplectic space of dimension $2 n$ defined over $\mathbb{Q}$ as is described in Section 6.1. We extend $\beta$ to a bilinear form on $V_{\mathbb{C}}$ and denote by $\beta_{I_{0}}: V_{\mathbb{C}} \times V_{\mathbb{C}} \rightarrow \mathbb{C}$ the bilinear map defined by

$$
\beta_{I_{0}}\left(v, v^{\prime}\right)=\beta\left(v, I_{0} v^{\prime}\right)
$$

for all $v, v^{\prime} \in V_{\mathbb{C}}$. Then we have $\beta_{I_{0}}=i \beta$ on $V_{+} \times V_{+}$and $\beta_{I_{0}}=-i \beta$ on $V_{-} \times V_{-}$. Thus each of $\left.\beta_{I_{0}}\right|_{V_{+} \times V_{+}}$and $\left.\beta_{I_{0}}\right|_{V_{-} \times V_{-}}$is both symmetric and alternating; hence we have

$$
\left.\beta_{I_{0}}\right|_{V_{+} \times V_{+}}=0,\left.\quad \beta_{I_{0}}\right|_{V_{-} \times V_{-}}=0
$$

Let $\mathcal{H}=\mathcal{H}(V, \beta)$ be as in Section 6.1, which can be identified with the Siegel upper half space $\mathcal{H}_{n}$ of degree $n$. Since $I_{0} \in \mathcal{H}$, from the definition of $\mathcal{H}$ it follows that both $\left.\beta_{I_{0}}\right|_{V_{+} \times V_{-}}$and $\left.\beta_{I_{0}}\right|_{V_{-} \times V_{+}}$are positive definite. Therefore we can identify $V_{-}$with the dual $V_{+}^{*}$ of $V_{+}$. Now we define a Hermitian form $\widetilde{\beta}: V_{\mathbb{C}} \times V_{\mathbb{C}} \rightarrow \mathbb{C}$ on $V_{\mathbb{C}}$ by

$$
\widetilde{\beta}\left(v, v^{\prime}\right)=i \beta\left(\bar{v}, v^{\prime}\right)
$$

for all $v, v^{\prime} \in V_{\mathbb{C}}$. Then $\widetilde{\beta}$ is positive definite on $V_{+} \times V_{+}$, negative definite on $V_{-} \times V_{-}$, and is zero on $V_{+} \times V_{-}$and $V_{-} \times V_{+}$.

Let $\left\{u_{1}, \ldots, u_{n}\right\}$ be an orthonormal basis of $V_{+}$with respect to the restriction of the positive definite form $\widetilde{\beta}$ to $V_{+} \times V_{+}$, and define the elements $u_{n+1}, \ldots, u_{2 n}$ by $u_{j+n}=\bar{u}_{j}$ for $1 \leq j \leq n$. Then we have

$$
\begin{gathered}
i \beta\left(u_{n+j}, u_{j}\right)=i \beta\left(\bar{u}_{j}, u_{j}\right)=\widetilde{\beta}\left(u_{j}, u_{j}\right)=1 \\
i \beta\left(u_{k}, u_{n+k}\right)=i \beta\left(u_{k}, \bar{u}_{k}\right)=-i \beta\left(\bar{u}_{k}, u_{k}\right)=-\widetilde{\beta}\left(u_{k}, u_{k}\right)=1
\end{gathered}
$$

for $1 \leq j, k \leq n$. On the other hand, using Lemma 1.1(iii), we obtain

$$
\begin{gathered}
i \beta\left(u_{j}, u_{k}\right)=\widetilde{\beta}\left(\bar{u}_{j}, u_{k}\right)=0 \\
i \beta\left(u_{n+j}, u_{n+k}\right)=i \beta\left(\bar{u}_{j}, \bar{u}_{k}\right)=\widetilde{\beta}\left(u_{j}, \bar{u}_{k}\right)=0
\end{gathered}
$$

for $1 \leq j, k \leq n$. Thus $\left\{u_{1}, \ldots, u_{2 n}\right\}$ is a symplectic basis for $\left(V_{\mathbb{C}}, i \beta\right)$, and we have $S p\left(V_{\mathbb{C}}, i \beta\right)=S p\left(V_{\mathbb{C}}, \beta\right)$.

Now we discuss the canonical automorphy factor for $G=S p(V, \beta)$. We shall regard the elements of $S p(V, \beta)$ and the elements of its Lie algebra as matrices using the basis $\left\{u_{1}, \ldots, u_{2 n}\right\}$ of $V_{\mathbb{C}}$ described above. Indeed, we have $G=S p(n, \mathbb{R})$ with respect to this basis. Thus, for example, $\mathfrak{p}_{+}$and $P_{+}$can be written in the form

$$
\begin{gathered}
\mathfrak{p}_{+}=\left\{\left.\left(\begin{array}{ll}
0 & Z \\
0 & 0
\end{array}\right) \right\rvert\, Z \in S_{n}(\mathbb{C})\right\}, \\
P_{+}=\exp \mathfrak{p}_{+}=\left\{\left.\left(\begin{array}{ll}
1 & Z \\
0 & 1
\end{array}\right) \right\rvert\, Z \in S_{n}(\mathbb{C})\right\},
\end{gathered}
$$

where $S_{n}(\mathbb{C})$ denotes the set of complex symmetric $n \times n$ matrices. Similarly, we have

$$
\begin{gathered}
\mathfrak{p}_{-}=\left\{\left.\left(\begin{array}{ll}
0 & 0 \\
Z & 0
\end{array}\right) \right\rvert\, Z \in S_{n}(\mathbb{C})\right\}, \\
P_{-}=\exp \mathfrak{p}_{-}=\left\{\left.\left(\begin{array}{ll}
1 & 0 \\
Z & 1
\end{array}\right) \right\rvert\, Z \in S_{n}(\mathbb{C})\right\} .
\end{gathered}
$$

We shall identify $\mathfrak{p}_{+}$with $S_{m}(\mathbb{C})$ using the correspondence $\left(\begin{array}{cc}0 & Z \\ 0 & 0\end{array}\right) \mapsto Z$. Thus we may write

$$
\exp Z=\left(\begin{array}{ll}
1 & Z \\
0 & 1
\end{array}\right) \in P_{+}
$$

for $Z \in \mathfrak{p}_{+}=S_{m}(\mathbb{C})$, and $G_{\mathbb{C}}$ acts on $\mathfrak{p}_{+}$by

$$
g Z=\exp ^{-1}\left((g \exp Z)_{+}\right) \in \mathfrak{p}_{+}
$$

for all $g \in G_{\mathbb{C}}$, where $\exp ^{-1}(W)$ for $W \in P_{+}$denotes the $(1,2)$-block of the $2 \times 2$ block matrix $W$. Let $g^{\prime}$ be an element of $G_{\mathbb{C}}=S p\left(V_{\mathbb{C}}, \beta\right)$ whose matrix representation is of the form $g^{\prime}=\left(\begin{array}{cc}A^{\prime} & B^{\prime} \\ C^{\prime} & D^{\prime}\end{array}\right)$. Then $g^{\prime} \in P_{+} K_{\mathbb{C}} P_{-}$if and only if $D^{\prime}$ is nonsingular, and in this case its decomposition is given by

$$
g^{\prime}=\left(\begin{array}{cc}
1 & B^{\prime} D^{\prime-1} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
{ }^{t} D^{\prime-1} & 0 \\
0 & D^{\prime}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
D^{\prime-1} C^{\prime} & 1
\end{array}\right)
$$

Lemma 6.7 Let $g=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right) \in G_{\mathbb{C}}, Z \in \mathfrak{p}_{+}=S_{n}(\mathbb{C})$, and let

$$
J^{S}:\left(G_{\mathbb{C}} \times \mathfrak{p}_{+}\right)_{*} \rightarrow K_{\mathbb{C}}
$$

be the canonical automorphy factor for the symplectic group $G=S p(V, \beta)$. If $C Z+D$ is nonsingular, then we have

$$
\begin{align*}
g Z & =(A Z+B)(C Z+D)^{-1}, \\
J^{S}(g, Z) & =\left(\begin{array}{cc}
t \\
(C Z+D)^{-1} & 0 \\
0 & (C Z+D)
\end{array}\right) . \tag{6.30}
\end{align*}
$$

Proof. Given $g \in G_{\mathbb{C}}$ and $Z \in \mathfrak{p}_{+}$as above, we have

$$
g \exp Z=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\left(\begin{array}{ll}
1 & Z \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
A & A Z+B \\
C & C Z+D
\end{array}\right) .
$$

Since $C Z+D$ is nonsingular, we see that the element $g \exp Z$ belongs to $P_{+} K_{\mathbb{C}} P_{-}$and that its decomposition is given by

$$
\begin{aligned}
& g \exp Z=(g \exp Z)_{+}(g \exp Z)_{0}(g \exp Z)_{-}, \\
& (g \exp Z)_{+}=\binom{1(A Z+B)(C Z+D)^{-1}}{0} \\
& (g \exp Z)_{0}=\left(\begin{array}{cc}
{ }^{t}(C Z+D)^{-1} & 0 \\
0 & (C Z+D)
\end{array}\right) \\
& (g \exp Z)_{-}=\left(\begin{array}{cc}
1 & 0 \\
(C Z+D)^{-1} C & 1
\end{array}\right)
\end{aligned}
$$

Thus we have

$$
J^{S}(g, Z)=(g \exp p)_{0}=\left(\begin{array}{cc}
t \\
(C Z+D)^{-1} & 0 \\
0 & (C Z+D)
\end{array}\right)
$$

and $g Z$ is the $(1,2)$-block $(A Z+B)(C Z+D)^{-1}$ of the matrix $(g \exp p)_{+}$.
Since the Siegel upper half space $\mathcal{H}_{n}$ is as the set of complex symmetric $n \times$ $n$ matrices with positive definite imaginary part, there is a natural embedding of $\mathcal{H}_{n}$ into $\mathfrak{p}_{+}=S_{m}(\mathbb{C})$. If $g=\left(\begin{array}{c}A \\ C\end{array} \underset{D}{B}\right) \in S p(V, \beta)$ and $Z \in \mathcal{H}_{n}$, then $C Z+D$ is nonsingular; hence, using Lemma 6.7 we obtain the usual action $Z \mapsto$ $(A Z+B)(C Z+D)^{-1}$ of $G$ on $\mathcal{H}_{n}$. On the other hand, given $g \in G$ and $Z \in \mathcal{H}_{n}$, the associated complex $n \times n$ matrix $J^{S}(g, Z)$ can be regarded as a linear map of $V_{\mathbb{C}}$ into itself.

Corollary 6.8 (i) Let $Z \in \mathcal{H}_{n}$ and

$$
g=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right) \in S p(V, \beta)
$$

Then the restriction $J_{+}^{S}(g, Z)$ of the linear map $J^{S}(g, Z): V_{\mathbb{C}} \rightarrow V_{\mathbb{C}}$ to the subspace $V_{+}$of $V_{\mathbb{C}}$ is given by

$$
\begin{equation*}
J_{+}^{S}(g, Z)={ }^{t}(C Z+D)^{-1} . \tag{6.31}
\end{equation*}
$$

(ii) Let $\kappa^{S}$ be the canonical kernel function for the symplectic group $S p(V, \beta)$, and let $\kappa_{+}^{S}$ be its restriction to $V_{+}$of the type described in (i). Then we have

$$
\begin{equation*}
\kappa_{+}^{S}\left(Z, Z^{\prime}\right)=1-Z \bar{Z}^{\prime} \tag{6.32}
\end{equation*}
$$

for all $Z, Z^{\prime} \in \mathcal{H}_{n}$, where 1 denotes the $n \times n$ identity matrix.
Proof. The formula (6.31) follows immediately from (6.30). On the other hand, applying Lemma 6.7 to the group

$$
\left(\exp \bar{Z}^{\prime}\right)^{-1}=\left(\begin{array}{cc}
1 & 0 \\
-\bar{Z}^{\prime} & 1
\end{array}\right)
$$

with $Z^{\prime} \in \mathcal{H}_{n}$, we see that

$$
\kappa_{+}^{S}\left(Z, Z^{\prime}\right)=\left(\begin{array}{cc}
1-Z \bar{Z}^{\prime} & 0 \\
0 & 1-\bar{Z}^{\prime} Z
\end{array}\right)
$$

where we used (6.29) and the fact that

$$
{ }^{t}\left(1-\bar{Z}^{\prime} Z\right)=1-{ }^{t} Z^{t} \bar{Z}^{\prime}=1-Z \bar{Z}^{\prime}
$$

This implies (6.32), and hence the proof of the lemma is complete.
Let $(\tau, \rho)$ be an equivariant pair which determines Kuga fiber varieties considered in Section 6.1. Thus $\tau: \mathcal{D} \rightarrow \mathcal{H}_{n}$ is a holomorphic map that is equivariant with respect to the homomorphism $\rho: G \rightarrow S p(V, \beta)$ of Lie groups. We denote by $\widetilde{G}$ the group of all elements of $G \times V \times \mathbb{R}$ whose multiplication operation is defined by

$$
\begin{equation*}
(g, v, t)\left(g^{\prime}, v^{\prime}, t^{\prime}\right)=\left(g g^{\prime}, \rho(g) v^{\prime}+v, t+t^{\prime}+\beta\left(v, \rho(g) v^{\prime}\right) / 2\right) \tag{6.33}
\end{equation*}
$$

for all $(g, v, t),\left(g^{\prime}, v^{\prime}, t^{\prime}\right) \in G \times V \times \mathbb{R}$. Thus the subgroup $\{0\} \times V \times \mathbb{R}$ of $\widetilde{G}$ is the Heisenberg group associated to the symplectic space $(V, \beta)$. The group $\widetilde{G}$ is the group of Harish-Chandra type in the sense of Satake [108] and can be considered as a generalized Jacobi group since it reduces to a usual Jacobi group when $\rho$ is the identity map on $S p(V, \beta)$ (see for example [8, 124]). Let $K$ be a maximal compact subgroup of $G$ with $\mathcal{D}=G / K$, and let $\mathfrak{g}$ and $\mathfrak{k}$ be the Lie algebras of $G$ and $K$, respectively. If $\mathfrak{g}=\mathfrak{k}+\mathfrak{p}$ is the corresponding Cartan decomposition of $\mathfrak{g}$, we recall that $\mathfrak{p}_{+}$and $\mathfrak{p}_{-}$are subspaces of $\mathfrak{p}_{\mathbb{C}}$ defined by (6.25). If the subspaces $V_{+}$and $V_{-}$of $V_{\mathbb{C}}$ are as in (6.7), we set

$$
\begin{equation*}
\tilde{\mathfrak{p}}_{+}=\mathfrak{p}_{+} \oplus V_{+}, \quad \tilde{\mathfrak{p}}_{-}=\mathfrak{p}_{+} \oplus V_{-}, \tag{6.34}
\end{equation*}
$$

and let $\widetilde{P}_{+}, \widetilde{P}_{-}$be the corresponding subgroup of $\widetilde{G}_{\mathbb{C}}=G_{\mathbb{C}} \times V_{\mathbb{C}} \times \mathbb{C}$, respectively. If $\widetilde{K}_{\mathbb{C}}=K_{\mathbb{C}} \times\{0\} \times \mathbb{C}$, we have $\widetilde{G} \subset \widetilde{P}_{+} \widetilde{K}_{\mathbb{C}} \widetilde{P}_{-}$. Thus each element $\widetilde{g} \in \widetilde{G}$ has a decomposition of the form

$$
\widetilde{g}=(\widetilde{g})_{+} \cdot(\widetilde{g})_{0} \cdot(\widetilde{g})_{-}
$$

with $(\widetilde{g})_{+} \in \widetilde{P}_{+},(\widetilde{g})_{0} \in \widetilde{K}_{\mathbb{C}}$ and $(\widetilde{g})_{-} \in \widetilde{P}_{-}$. The canonical automorphy factor $\widetilde{J}$ for the group $\widetilde{G}$ and the action of $\widetilde{G}$ on $\widetilde{\mathfrak{p}}_{+}=\mathfrak{p}_{+} \oplus V_{+}$is defined by

$$
\begin{gather*}
\widetilde{J}((g, v, t),(z, w))=((g, v, t) \exp (z, w))_{0}  \tag{6.35}\\
\exp ((g, v, t) \cdot(z, w))=((g, v, t) \exp (z, w))_{+} \tag{6.36}
\end{gather*}
$$

assuming that $(g, v, t) \exp (z, w) \in \widetilde{P}_{+} \widetilde{K}_{\mathbb{C}} \widetilde{P}_{-}$. Here $\exp (z, w)$ is an element of $\widetilde{G}$ and is given by

$$
\begin{equation*}
\exp (z, w)=(\exp z, w, 0) \tag{6.37}
\end{equation*}
$$

for all $z \in \mathfrak{p}_{+}$and $w \in V_{+}$. Since $\mathcal{D}$ is embedded into $\mathfrak{p}_{+}$, the quotient space $\widetilde{\mathcal{D}}=\widetilde{G} / \widetilde{K}=\mathcal{D} \times V_{+}$can be embedded into $\widetilde{\mathfrak{p}}_{+}=\mathfrak{p}_{+} \oplus V_{+}$. Thus (6.36) defines the action of $\widetilde{G}$ on $\widetilde{\mathcal{D}}$. We also define the canonical kernel function $\widetilde{\kappa}(\cdot, \cdot): \widetilde{\mathfrak{p}}_{+} \times \widetilde{\mathfrak{p}}_{+} \rightarrow \widetilde{K}_{\mathbb{C}}$ by

$$
\begin{align*}
\widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right) & =\widetilde{J}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)^{-1}  \tag{6.38}\\
& =\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1} \exp (z, w)\right)_{0}^{-1}
\end{align*}
$$

for $(z, w),\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathfrak{p}}_{+}$such that

$$
\begin{equation*}
\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1} \exp (z, w) \in \widetilde{P}_{+} \widetilde{K}_{\mathbb{C}} \widetilde{P}_{-} \tag{6.39}
\end{equation*}
$$

The condition (6.39) is satisfied for $(z, w),\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}}$; hence we obtain a canonical kernel function on $\widetilde{\mathcal{D}} \times \widetilde{\mathcal{D}}$.

Lemma 6.9 The canonical kernel function $\widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)$ is holomorphic in $(z, w)$ and satisfies the relations

$$
\begin{gathered}
\widetilde{\kappa}\left(\left(z^{\prime}, w^{\prime}\right),(z, w)\right)={\overline{\widetilde{\kappa}}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)^{-1}}^{-1} \\
\widetilde{\kappa}\left(\widetilde{g} \cdot(z, w), \widetilde{g} \cdot\left(z^{\prime}, w^{\prime}\right)\right)=\widetilde{J}(\widetilde{g},(z, w)) \widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right) \overline{\widetilde{J}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right)^{-1}} \\
\text { for }(z, w),\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}} \text { and } \widetilde{g} \in \widetilde{G} .
\end{gathered}
$$

Proof. The first relation follows immediately from (6.38). In order to verify the second relation, let $(z, w),\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}}$ and $\widetilde{g} \in \widetilde{G}$. Then, using (6.35) and (6.36), we see that

$$
\begin{aligned}
\widetilde{g} \exp (z, w) & =\exp (\widetilde{g} \cdot(z, w)) \widetilde{J}(\widetilde{g},(z, w)) p_{1} \\
\widetilde{g} \exp \left(z^{\prime}, w^{\prime}\right) & =\exp \left(\widetilde{g} \cdot\left(z^{\prime}, w^{\prime}\right)\right) \widetilde{J}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right) p_{2}
\end{aligned}
$$

for some $p_{1}, p_{2} \in \widetilde{P}_{-}$. Since $\overline{\widetilde{g}}=\widetilde{g}$, we have

$$
\begin{align*}
\exp & {\overline{\left(z^{\prime}, w^{\prime}\right)}}^{-1} \exp (z, w)  \tag{6.40}\\
& =\exp {\overline{\left(z^{\prime}, w^{\prime}\right)}}^{-1} \overline{\widetilde{g}}^{-1} \widetilde{g}^{-1} \exp (z, w) \\
& =\bar{p}_{2}^{-1} \overline{\widetilde{J}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right)^{-1}} \exp \overline{\left(\widetilde{g} \cdot\left(z^{\prime}, w^{\prime}\right)\right)}
\end{align*}
$$

which shows that

$$
\exp \overline{\left(z^{\prime}, w^{\prime}\right)}{ }^{-1} \exp (z, w) \in \widetilde{P}_{+} \widetilde{K}_{\mathbb{C}} \widetilde{P}_{-}
$$

Thus, by (6.38) and (6.40) the $\widetilde{K}_{\mathbb{C}}$-component of $\exp \overline{\left(z^{\prime}, w^{\prime}\right)}-1 \exp (z, w)$ is given by

$$
\begin{aligned}
& \widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)^{-1} \\
& \quad=\overline{\widetilde{J}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right)^{-1}} \exp {\overline{\left(\widetilde{g} \cdot\left(z^{\prime}, w^{\prime}\right)\right)^{-1}}}^{-1} \exp (\widetilde{g} \cdot(z, w)) \widetilde{J}(\widetilde{g},(z, w))
\end{aligned}
$$

hence we obtain

$$
\begin{aligned}
\exp \overline{\left(\widetilde{g} \cdot\left(z^{\prime}, w^{\prime}\right)\right)^{-1}} & \exp (\widetilde{g} \cdot(z, w))^{-1} \\
& =\widetilde{J}(\widetilde{g},(z, w)) \widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right) \overline{\widetilde{J}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right)^{-1}}
\end{aligned}
$$

Now the second relation is obtained from this and (6.38).
We shall now describe below the action of $\widetilde{G}$ on $\widetilde{\mathcal{D}}$ and the canonical automorphy factor for $\widetilde{G}$ defined by (6.36) more explicitly. Given $(g, v, t) \in \widetilde{G}$ and $(z, w) \in \widetilde{\mathcal{D}} \subset \mathfrak{p}_{+} \oplus V_{+}$, we set

$$
\begin{gather*}
(g, v, t) \cdot(z, w)=\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}}  \tag{6.41}\\
\widetilde{J}((g, v, t),(z, w))=\left(J_{1}, 0, J_{2}\right) \in \widetilde{K}_{\mathbb{C}}=K_{\mathbb{C}} \times\{0\} \times \mathbb{C} . \tag{6.42}
\end{gather*}
$$

Using (6.35), (6.36), (6.37), (6.41) and (6.42), we obtain a decomposition of the form

$$
\begin{equation*}
(g, v, t) \exp (z, w)=\left(\exp z^{\prime}, w^{\prime}, 0\right)\left(J_{1}, 0, J_{2}\right)\left(p_{-}, w_{-}, 0\right) \in \widetilde{P}_{+} \widetilde{K}_{\mathbb{C}} \widetilde{P}_{-} \tag{6.43}
\end{equation*}
$$

for some $\left(p_{-}, w_{-}, 0\right) \in \widetilde{P}_{-}$. Using the multiplication rule on $\widetilde{G}$ in (6.33), we see that the right hand side of (6.43) reduces to

$$
\left(\left(\exp z^{\prime}\right) J_{1}, w^{\prime}, J_{2}\right)\left(p_{-}, w_{-}, 0\right)=\left(g^{\prime \prime}, v^{\prime \prime}, t^{\prime \prime}\right)
$$

where

$$
\begin{aligned}
g^{\prime \prime} & =\left(\exp z^{\prime}\right) J_{1} p_{-} \\
v^{\prime \prime} & =w^{\prime}+\rho\left(\left(\exp z^{\prime}\right) J_{1}\right) w_{-} \\
t^{\prime \prime} & =J_{2}+\beta\left(w^{\prime}, \rho\left(\left(\exp z^{\prime}\right) J_{1}\right) w_{-}\right) / 2
\end{aligned}
$$

On the other hand, the left hand side of (6.43) can be written as

$$
\begin{aligned}
(g, v, t) \exp (z, w) & =(g, v, t)(\exp z, w, 0) \\
& =(g \exp z, v+\rho(g) w, t+\beta(v, \rho(g) w) / 2)
\end{aligned}
$$

Hence we obtain

$$
\begin{gather*}
g \exp z=\left(\exp z^{\prime}\right) J_{1} p_{-}  \tag{6.44}\\
v+\rho(g) w=w^{\prime}+\left(\exp z^{\prime}\right) J_{1} w_{-}  \tag{6.45}\\
t+\beta(v, \rho(g) w) / 2=J_{2}+\beta\left(w^{\prime}, \rho\left(\left(\exp z^{\prime}\right) J_{1}\right) w_{-}\right) / 2
\end{gather*}
$$

for $(g, v, t) \in \widetilde{G}=G \times V \times \mathbb{R}$ and $(z, w) \in \widetilde{\mathcal{D}}=\mathcal{D} \times V_{+}$.

Proposition 6.10 Given $(z, w) \in \widetilde{\mathcal{D}}$, we set

$$
\rho\left(J_{1}(z, w)\right)=\left(\begin{array}{cc}
J_{+}(z, w) & 0 \\
0 & J_{-}(z, w)
\end{array}\right) \in S p(V, \beta)
$$

where we identified $S p(V, \beta)$ with $S p(n, \mathbb{R})$ by fixing a symplectic basis of $V$. Then the action of $\widetilde{G}$ on $\widetilde{\mathcal{D}}$ is given by

$$
\begin{equation*}
(g, v, t) \cdot(z, w)=\left(g(z), v_{g z}+J_{+}(z, w) w\right) \tag{6.46}
\end{equation*}
$$

for all $(g, v, t) \in \widetilde{G}$.
Proof. Consider the elements $(g, v, t) \in \widetilde{G}$ and $(z, w) \in \widetilde{\mathcal{D}}$, and assume that

$$
(g, v, t) \cdot(z, w)=\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}}
$$

as in (6.41). Since $\exp g(z)=(g \exp z)_{+}$by (6.28), from (6.44) we obtain

$$
\exp z^{\prime}=\exp g(z), \quad J_{1}=(g \exp z)_{-}
$$

Hence it follows that $z^{\prime}=g(z)$, and

$$
J_{1}((g, v, t),(z, w))=J(g, z)
$$

where $J$ is the canonical automorphy factor for the group $G$ given in (6.27). Now we consider the matrix representations

$$
\rho(\exp z)=\left(\begin{array}{cc}
1 & \tau(z) \\
0 & 1
\end{array}\right), \quad \rho(g)=\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right), \quad \rho\left(J_{1}\right)=\left(\begin{array}{cc}
J_{+} & 0 \\
0 & J_{-}
\end{array}\right)
$$

for $z \in \mathfrak{p}_{-}$relative to the decomposition $V=V_{+} \oplus V_{-}$. Applying $\rho$ to both sides of the relation (6.44), we obtain

$$
\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\left(\begin{array}{cc}
1 & \tau(z) \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
1 & \tau\left(z^{\prime}\right) \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
J_{+} & 0 \\
0 & J_{-}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
M & 1
\end{array}\right)
$$

for some matrix $M$. Thus we have

$$
\binom{A A \tau(z)+B}{C C \tau(z)+D}=\left(\begin{array}{cc}
J_{+}+\tau\left(z^{\prime}\right) J_{-} M \tau\left(z^{\prime}\right) J_{-} \\
J_{-} M & J_{-}
\end{array}\right) .
$$

Hence we see that

$$
\begin{gathered}
J_{+}=A-\tau\left(z^{\prime}\right) C, \quad J_{-}=C \tau(z)+D \\
\tau\left(z^{\prime}\right)=(A \tau(z)+B)(C \tau(z)+D)^{-1}
\end{gathered}
$$

On the other hand the matrix form of the relation (6.45) is given by

$$
\binom{v_{+}}{v_{-}}+\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right)\binom{w}{0}=\binom{w^{\prime}}{0}+\left(\begin{array}{cc}
1 & \tau\left(z^{\prime}\right) \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
J_{+} & 0 \\
0 & J_{-}
\end{array}\right)\binom{0}{w_{-}}
$$

which implies that

$$
v_{+}+A w=w^{\prime}+\tau\left(z^{\prime}\right) J_{-} w_{-}, \quad v_{-}+C w=J_{-} w_{-} .
$$

Therefore we obtain

$$
\begin{aligned}
w^{\prime} & =\left(v_{+}+A w\right)-\tau\left(z^{\prime}\right)\left(v_{-}+C w\right) \\
& =\left(v_{+}-\tau\left(z^{\prime}\right) v_{-}\right)+\left(A-\tau\left(z^{\prime}\right) C\right) w=v_{z^{\prime}}+J_{+} w
\end{aligned}
$$

hence we have $\left(z^{\prime}, w^{\prime}\right)=\left(g(z), v_{g z}+J_{+} w\right)$.
Corollary 6.11 Let $J_{+}^{S}$ be the restriction of the canonical automorphy factor for $\operatorname{Sp}(V, \beta)$ to $V_{+}$given in Corollary 6.8. Then, for $(g, v, t) \in \widetilde{G}$ and $(z, w) \in$ $\widetilde{\mathcal{D}}$, we have

$$
\begin{equation*}
(g, v, t) \cdot(z, w)=\left(g z, v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w\right) \tag{6.47}
\end{equation*}
$$

In particular, if

$$
\rho(g)=\left(\begin{array}{ll}
A_{\rho} & B_{\rho} \\
C_{\rho} & D_{\rho}
\end{array}\right) \in S p(V, \beta)
$$

then we have

$$
\begin{equation*}
(g, v, t) \cdot(z, w)=\left(g z, v_{g z}+{ }^{t}\left(C_{\rho} \tau(z)+D_{\rho}\right)^{-1} w\right) \tag{6.48}
\end{equation*}
$$

Proof. From (6.27), for $g \in G$ and $z \in \mathcal{D}$, we have

$$
\rho\left(J_{1}\right)=\rho\left(J_{1}(g, z)\right)=\rho\left((g \exp z)_{0}\right)=(\rho(g) \exp \tau(z))_{0} .
$$

Thus we see that

$$
\rho\left(J_{1}\right)(g, z)=J^{S}(\rho(g), \tau(z))
$$

where $J^{S}$ is the canonical automorphy factor for the symplectic group $S p(V, \beta)$ given in (6.30). Therefore, if $J_{+}$is as in Proposition 6.10, we have

$$
\begin{equation*}
J_{+}(g, z)=J_{+}^{S}(\rho(g), \tau(z)) \tag{6.49}
\end{equation*}
$$

Using this and Proposition 6.10, we obtain (6.47). Then (6.48) is obtained by using (6.31).

From the multiplication operation on $\widetilde{G}$ given in (6.33) we see that the induced operation on $G \times V$ by the natural projection $\widetilde{G} \rightarrow G \times V$ is exactly the one on $G \ltimes_{\rho} V$ considered in Section 6.1. On the other hand, by (6.49) the restriction of the action of $\widetilde{G}$ on $\mathcal{D} \times V_{+}$given by (6.46) to $G \times V$ can be written in the form

$$
\begin{aligned}
(g, v) \cdot(z, w) & =\left(g z, v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w\right) \\
& =\left(g z, v_{g z}+{ }^{t}\left(C_{\rho} \tau(z)+D_{\rho}\right)^{-1} w\right)
\end{aligned}
$$

for all $(z, w) \in \mathcal{D} \times V_{+}$and $(g, v) \in G \times V \subset \widetilde{G}$ with $\rho(g)=\left(\begin{array}{cc}A_{\rho} & B_{\rho} \\ C_{\rho} & D_{\rho}\end{array}\right) \in$ $S p(V, \beta)$, which coincides with the action in (6.20) that was used for the construction of the Kuga fiber variety $Y$ in (6.21).

Lemma 6.12 If $(g, v, t) \cdot(z, w)=\left(z^{\prime}, w^{\prime}\right)$, then we have

$$
\beta(v, \rho(g) w)-\beta\left(v_{z^{\prime}}, C w\right)=\beta\left(v, J_{1} w\right),
$$

where the matrix $C$ is the $(2,1)$ block of $\rho(g)$ as in the proof of Lemma 6.10.
Proof. Using $v_{z^{\prime}}=v_{+}-\tau\left(z^{\prime}\right) v_{-}$and the matrix representation of $\rho(g)$, we have

$$
\beta(v, \rho(g) w)-\beta\left(v_{z^{\prime}}, C w\right)=\beta(v, A w+C w)-\beta\left(\left(\begin{array}{cc}
1 & -\tau\left(z^{\prime}\right) \\
0 & 1
\end{array}\right) v+v_{-}, C w\right)
$$

Since $C w \in V_{-}$and $\left.\beta\right|_{V_{-} \times V_{-}}=0$, using the fact that $\beta$ is invariant under $\rho(G)$, we obtain

$$
\begin{aligned}
\beta(v, \rho(g) w)-\beta\left(v_{z^{\prime}}, C w\right) & =\beta(v, A w)+\beta(v, C w)-\beta\left(v,\left(\begin{array}{cc}
1 & \tau\left(z^{\prime}\right) \\
0 & 1
\end{array}\right) C w\right) \\
& =\beta(v, A w)+\beta(v, C w)-\beta\left(v, C w+\tau\left(z^{\prime}\right) C w\right) \\
& =\beta\left(v, A w-\tau\left(z^{\prime}\right) C w\right)
\end{aligned}
$$

Now the lemma follows from the fact that $J_{1} w=J_{+} w=A w-\tau\left(z^{\prime}\right) C w$.
Proposition 6.13 The canonical automorphy factor $\widetilde{J}$ for $\widetilde{G}$ is given by

$$
\begin{equation*}
\widetilde{J}((g, v, t),(z, w))=\left(J_{1}((g, v),(z, w)), 0, J_{2}((g, v, t),(z, w))\right) \tag{6.50}
\end{equation*}
$$

for all $(g, v, t) \in \widetilde{G}$ and $(z, w) \in \widetilde{\mathcal{D}}$, where $J_{1}$ is the canonical automorphy factor $J$ for the group $G$ given by (6.27) and

$$
\begin{align*}
J_{2}((g, v, t),(z, w))=t+\beta\left(v, v_{g z}\right) & / 2+\beta\left(v, J_{1} w\right)  \tag{6.51}\\
+ & \beta\left(\rho(g) w, J_{1} w\right) / 2
\end{align*}
$$

Proof. If $C$ is as in Lemma 6.12, then we have $(v+\rho(g) w)_{-}=v_{-}+C w$. Using this and the fact that $\left.\beta\right|_{V_{+} \times V_{+}}=0$, we see that

$$
\begin{aligned}
& J_{2}=t+\beta(v, \rho(g) w) / 2-\beta\left(w^{\prime}, \rho\left(\left(\exp z^{\prime}\right) J_{1}\right) w_{-}\right) / 2 \\
&=t+\beta(v, \rho(g) w) / 2-\beta\left(w^{\prime}, v+\rho(g) w-w^{\prime}\right) / 2 \\
&= t+\beta(v, \rho(g) w) / 2-\beta\left(v_{z^{\prime}}+J_{+} w, v+\rho(g) w\right) / 2 \\
&= t+\beta(v, \rho(g) w) / 2-\beta\left(v_{z^{\prime}}, v\right) / 2-\beta\left(v_{z^{\prime}}, \rho(g) w\right) / 2 \\
& \quad-\beta\left(J_{+} w, v_{-}+C w\right) / 2 \\
&=t+\beta(v, \rho(g) w) / 2-\beta\left(v_{z^{\prime}}, v\right) / 2-\beta\left(v_{z^{\prime}}, \rho(g) w\right) / 2 \\
& \quad \quad-\beta\left(J_{+} w, v_{-}\right) / 2-\beta\left(J_{+} w, C w\right) / 2
\end{aligned}
$$

Using Lemma 6.12, we thus obtain

$$
\begin{aligned}
J_{2} & =t+\beta\left(v, J_{1} w\right) / 2-\beta\left(v_{z^{\prime}}, v\right) / 2-\beta\left(J_{+} w, v_{-}\right) / 2-\beta\left(J_{+} w, C w\right) / 2 \\
& =t+\beta\left(v, J_{1} w\right)-\beta\left(v_{z^{\prime}}, v\right) / 2-\beta\left(J_{+} w, C w\right) / 2
\end{aligned}
$$

Since $\rho(g) w=A w+C w$ with $A w \in V_{+}$, we have

$$
\beta\left(J_{+} w, C w\right)=\beta\left(J_{+} w, \rho(g) w\right)=\beta\left(J_{1} w, \rho(g) w\right)=-\beta\left(\rho(g) w, J_{1} w\right)
$$

Therefore the proposition follows by using this and the relation $\beta\left(v_{z^{\prime}}, v\right)=$ $\beta\left(v_{g z}, v\right)=-\beta\left(v, v_{g z}\right)$.

Now we define the complex-valued function $\mathcal{J}: \widetilde{G} \times \widetilde{\mathcal{D}} \rightarrow \mathbb{C}$ by

$$
\begin{align*}
\mathcal{J}((g, v, t),(z, w)) & =\mathbf{e}\left(J_{2}((g, v, t),(z, w))\right)  \tag{6.52}\\
= & \mathbf{e}\left(t+\beta\left(v, v_{g z}\right) / 2+\beta\left(v, J_{1} w\right)\right. \\
& \left.+\beta\left(\rho(g) w, J_{1} w\right) / 2\right)
\end{align*}
$$

for all $(g, v, t) \in \widetilde{G}$, where $\mathbf{e}(\cdot)=e^{2 \pi i(\cdot)}$.
Proposition 6.14 The function $\mathcal{J}$ is an automorphy factor, that is, it satisfies the relation

$$
\begin{equation*}
\mathcal{J}\left(\widetilde{g} \widetilde{g}^{\prime}, \widetilde{z}\right)=\mathcal{J}\left(\widetilde{g}, \widetilde{g}^{\prime} \widetilde{z}\right) \mathcal{J}(\widetilde{g}, \widetilde{z}) \tag{6.53}
\end{equation*}
$$

for $\widetilde{g}=(g, v, t), \widetilde{g}^{\prime}=\left(g^{\prime} \cdot v^{\prime}, t^{\prime}\right) \in \widetilde{G}$ and $\widetilde{z}=(z, w) \in \widetilde{\mathcal{D}}$.
Proof. Let $\widetilde{g}, \widetilde{g}^{\prime} \in \widetilde{G}$ and $\widetilde{z} \in \widetilde{\mathcal{D}}$. Since the map

$$
\widetilde{J}=\left(J_{1}, 0, J_{2}\right): \widetilde{G} \times \widetilde{\mathcal{D}} \rightarrow \widetilde{K}_{\mathbb{C}}
$$

is an automorphy factor, using the multiplication rule (6.33) in $\widetilde{G}$, we obtain

$$
\begin{aligned}
\left(J_{1}\left(\widetilde{g} \widetilde{g}^{\prime}, \widetilde{z}\right), 0, J_{2}\left(\widetilde{g} \widetilde{g}^{\prime}, \widetilde{z}\right)\right) & =\left(J_{1}\left(\widetilde{g}, \widetilde{g}^{\prime} \widetilde{z}\right), 0, J_{2}\left(\widetilde{g}, \widetilde{g}^{\prime} \widetilde{z}\right)\right)\left(J_{1}\left(\widetilde{g}^{\prime}, \widetilde{z}\right), 0, J_{2}\left(\widetilde{g}^{\prime}, \widetilde{z}\right)\right) \\
& =\left(J_{1}\left(\widetilde{g}, \widetilde{g}^{\prime} \widetilde{z}\right) J_{1}\left(\widetilde{g}^{\prime}, \widetilde{z}\right), 0, J_{2}\left(\widetilde{g}, \widetilde{g}^{\prime} \widetilde{z}\right)+J_{2}\left(\widetilde{g}^{\prime}, \widetilde{z}\right)\right)
\end{aligned}
$$

Thus we have

$$
J_{2}\left(\widetilde{g} \widetilde{g}^{\prime}, \widetilde{z}\right)=J_{2}\left(\widetilde{g}, \widetilde{g}^{\prime} \widetilde{z}\right)+J_{2}\left(\widetilde{g}^{\prime}, \widetilde{z}\right)
$$

and hence $\mathcal{J}=\mathbf{e}\left(J_{2}\right)$ satisfies the desired relation.

### 6.3 Mixed Automorphic Forms and Kuga Fiber Varieties

In this section we describe a connection between Kuga fiber varieties and mixed automorphic forms (cf. [71, 74, 73, 76]). To be more specific, we show that the holomorphic forms of the highest degree on a Kuga fiber variety can be interpreted as mixed automorphic forms on a Hermitian symmetric domain.

Let $(\tau, \rho)$ be an equivariant pair consisting of a homomorphism $\rho: G \rightarrow G^{\prime}$ and a holomorphic map $\tau: \mathcal{D} \rightarrow \mathcal{D}^{\prime}$ described in Section 6.1. Let $\Gamma$ be
a torsion-free arithmetic subgroups of $G$, and let $j: \Gamma \times \mathcal{D} \rightarrow \mathbb{C}^{\times}$be an automorphy factor, which means that $j$ satisfies the cocycle condition

$$
j\left(\gamma_{1}, \gamma_{2}, z\right)=j\left(\gamma_{1}, \gamma_{2} z\right) j\left(\gamma_{2}, z\right)
$$

for all $z \in \mathcal{D}$ and $\gamma_{1}, \gamma_{2} \in \Gamma$. Let $\Gamma^{\prime}$ be a torsion-free arithmetic subgroup of $G^{\prime}$ such that $\rho(\Gamma) \subset \Gamma^{\prime}$, and let $j^{\prime}: \Gamma^{\prime} \times \mathcal{D} \rightarrow \mathbb{C}^{\times}$be an automorphy factor.

Definition 6.15 $A$ mixed automorphic form on $\mathcal{D}$ of type $\left(j, j^{\prime}, \rho, \tau\right)$ is a holomorphic function $f: \mathcal{D} \rightarrow \mathbb{C}$ such that

$$
f(\gamma z)=j(\gamma, z) \cdot j^{\prime}(\rho(\gamma), \tau(z)) \cdot f(z)
$$

for all $z \in D$ and $\gamma, \gamma^{\prime} \in \Gamma$.
Remark 6.16 Note that the map $(g, z) \mapsto j(\gamma, z) \cdot j^{\prime}(\rho(\gamma), \tau(z))$ is also an automorphy factor of $\Gamma$. Thus, if we denote this automorphy factor by $J_{j, j^{\prime}}$, then a mixed automorphic form on $\mathcal{D}$ of type $\left(j, j^{\prime}, \rho, \tau\right)$ is simply an automorphic form on $\mathcal{D}$ of type $J_{j, j^{\prime}}$ in the sense of Definition 6.19.

Let $Y$ be the Kuga fiber variety over $X=\Gamma \backslash \mathcal{D}$ associated to the equivariant pair $(\tau, \rho)$ with $G^{\prime}=S p(V, \beta)$ given by (6.21), and let $Y^{m}$ be the $m$-fold fiber power of the fiber bundle $\pi: Y \rightarrow X$ over $X$, that is,

$$
Y^{m}=\left\{\left(y_{1}, \ldots, y_{m}\right) \in Y \times \cdots \times Y \mid \pi\left(y_{1}\right)=\cdots=\pi\left(y_{m}\right)\right\} .
$$

Thus we have

$$
\begin{equation*}
Y^{m}=\Gamma \times L^{m} \backslash \mathcal{D} \times V_{+}^{m}, \tag{6.54}
\end{equation*}
$$

and each fiber of $Y^{m}$ is isomorphic to the $m$-fold power $\left(V_{+} / L\right)^{m}$ of the polarized abelian variety $V_{+} / L$.

Let $J: G \times \mathcal{D} \rightarrow K_{\mathbb{C}}$ be the automorphy factor obtained by restricting the canonical automorphy factor $\left(G_{\mathbb{C}} \times \mathfrak{p}_{+}\right)_{*} \rightarrow K_{\mathbb{C}}$ given in (6.27) by identifying $\mathcal{D}$ as a subdomain of $\mathfrak{p}_{+}$, and set

$$
\begin{equation*}
j_{H}(g, z)=\operatorname{det}\left[\operatorname{Ad}_{\mathfrak{p}_{+}}(J(g, z))\right] \tag{6.55}
\end{equation*}
$$

for all $g \in G$ and $z \in \mathcal{D}$, where $\operatorname{Ad}_{\mathfrak{p}_{+}}$is the restriction of the adjoint representation of $G_{\mathbb{C}}$ to $\mathfrak{p}_{+}$. Then $j_{H}: G \times \mathcal{D} \rightarrow \mathbb{C}$ is an automorphy factor, and for each $g \in G$ the map $z \mapsto j_{H}(g, z)$ is simply the Jacobian map of the transformation $z \mapsto g z$ of $\mathcal{D}$. We also consider the automorphy factor $j_{V}: S p(V, \beta) \times \mathcal{H}_{n} \rightarrow \mathbb{C}$ given by

$$
\begin{equation*}
j_{V}\left(g^{\prime}, Z\right)=\operatorname{det}(C Z+D) \tag{6.56}
\end{equation*}
$$

for all $Z \in \mathcal{H}_{n}$ and

$$
g^{\prime}=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right) \in S p(V, \beta)
$$

where we identified $S p(V, \beta)$ with $S p(n, \mathbb{R})$ by using a symplectic basis for $V$.

Theorem 6.17 Let $Y^{m}$ be the $m$-fold fiber power of the Kuga fiber variety $Y$ over $X$ given by (6.6), and let $\Omega^{k+m n}$ be the sheaf of holomorphic $(k+$ $m n)$-forms on $Y^{m}$. Then the space $H^{0}\left(Y^{m}, \Omega^{k+m n}\right)$ of sections of $\Omega^{k+m n}$ is canonically isomorphic to the space of mixed automorphic forms on $\mathcal{D}$ of type $\left(j_{H}^{-1}, j_{V}^{m}, \rho, \tau\right)$.

Proof. We assume that the Hermitian symmetric domain $\mathcal{D}$ is realized as a bounded symmetric domain in $\mathbb{C}^{k}$ for some positive integer $k$, and let $z=\left(z_{1}, \ldots, z_{k}\right)$ be the global coordinate system for $\mathcal{D}$. Recalling that each fiber of $Y^{m}$ is of the form $\left(V_{+} / L\right)^{m}$, let $\zeta^{(j)}=\left(\zeta_{1}^{(j)}, \ldots, \zeta_{n}^{(j)}\right)$ be coordinate system for $V_{+}$for $1 \leq j \leq m$. Let $\Phi$ be a holomorphic $(k+m n)$-form on $Y^{m}$. Then $\Phi$ can be regarded as a holomorphic $(k+m n)$-form on $\mathcal{D} \times V_{+}^{m}$ that is invariant under the action of $\Gamma \ltimes_{\rho} L^{m}$. Thus there is a holomorphic function $f_{\Phi}(z, \zeta)$ on $\mathcal{D} \times V_{+}^{m}$ such that

$$
\begin{equation*}
\Phi(z, \zeta)=f_{\Phi}(z, \zeta) d z \wedge d \zeta^{(1)} \wedge \cdots \wedge d \zeta^{(m)} \tag{6.57}
\end{equation*}
$$

where $z=\left(z_{1}, \ldots, z_{k}\right) \in \mathcal{D}, \zeta=\left(\zeta^{(1)}, \ldots, \zeta^{(m)}\right)$ and

$$
\zeta^{(j)}=\left(\zeta_{1}^{(j)}, \ldots, \zeta_{n}^{(j)}\right) \in V_{+}
$$

for $1 \leq j \leq m$. Give an element $x_{0} \in \mathcal{D}$, the restriction of the form $\Phi$ to the fiber $Y_{x_{0}}^{n}$ over $x_{0}$ is the holomorphic $m n$-form

$$
\Phi\left(x_{0}, \zeta\right)=f_{\Phi}\left(x_{0}, \zeta\right) d z \wedge d \zeta^{(1)} \wedge \cdots \wedge d \zeta^{(m)}
$$

where $\zeta \mapsto f_{\Phi}\left(x_{0}, \zeta\right)$ is a holomorphic function on $Y_{x_{0}}^{m}$. However, $Y_{x_{0}}^{m}$ is a complex torus of dimension $m n$, and therefore is compact. Since any holomorphic function on a compact complex manifold is constant, we see that $f_{\Phi}$ is a function of $z$ only. Thus (6.57) can be written in the form

$$
\begin{equation*}
\Phi(z, \zeta)=\widetilde{f}_{\Phi}(z) d z \wedge d \zeta^{(1)} \wedge \cdots \wedge d \zeta^{(m)} \tag{6.58}
\end{equation*}
$$

where $\tilde{f}$ is a holomorphic function on $\mathcal{D}$. In order to use the condition that $\Phi$ is invariant under the action of $\Gamma \ltimes{ }_{\rho} L^{m}$, consider an element

$$
(\gamma, \boldsymbol{l})=\left(\gamma, l_{1}, \ldots, l_{m}\right) \in \Gamma \ltimes_{\rho} L^{m} .
$$

Then we have

$$
d z \circ(\gamma, \boldsymbol{l})=j_{H}(\gamma, z) d z
$$

since $j_{H}(\gamma, *)$ is the Jacobian map for the transformation $z \mapsto \gamma z$ as stated above. On the other hand, by (6.20) the action of the element $(\gamma, \boldsymbol{l}) \in \Gamma \ltimes{ }_{\rho} L^{m}$ on

$$
\begin{equation*}
d \zeta^{(j)}=\left(d \zeta_{1}^{(j)}, \ldots, d \zeta_{n}^{(j)}\right) \in V_{+} \tag{6.59}
\end{equation*}
$$

is given by

$$
\begin{align*}
d \zeta^{(j)} \circ(\gamma, \boldsymbol{l}) & =\bigwedge_{i=1}^{m} d\left({ }^{t}\left(C_{\rho} \tau(z)+D_{\rho}\right)^{-1} \zeta_{i}^{(j)}+\left(l_{i}\right)_{\gamma z}\right)  \tag{6.60}\\
& =\operatorname{det}\left(C_{\rho} \tau(z)+D_{\rho}\right)^{-1} \bigwedge_{i=1}^{m} d \zeta_{i}^{(j)} \\
& =j_{V}(\rho(\gamma), \tau(z))^{-1} d \zeta^{(j)}
\end{align*}
$$

for $1 \leq j \leq m$, where

$$
\rho(\gamma)=\left(\begin{array}{ll}
A_{\rho} & B_{\rho} \\
C_{\rho} & D_{\rho}
\end{array}\right) \in S p(V, \beta) .
$$

Thus from (6.58), (6.59) and (6.60) we obtain

$$
\Phi \circ(\gamma, \boldsymbol{l})=\widetilde{f}_{\Phi}(\gamma z) j_{H}(\gamma, z) j_{V}(\rho(\gamma), \tau(z))^{-m} d z \wedge d \zeta^{(1)} \wedge \cdots \wedge d \zeta^{(m)}
$$

Since $\Phi$ is invariant under $\Gamma \ltimes_{\rho} L^{m}$, by comparing the previous relation with (6.58) we see that

$$
\widetilde{f}_{\Phi}(\gamma z)=j_{H}(\gamma, z)^{-1} j_{V}(\rho(\gamma), \tau(z))^{m} \widetilde{f}_{\Phi}(z)
$$

for all $\gamma \in \Gamma$ and $z \in D$. On the other hand, given a mixed automorphic form $f$ on $\mathcal{D}$ of type $\left(j_{H}^{-1}, j_{V}^{m}, \rho, \tau\right)$, we define the $(k+m n)$-form $\Phi_{f}$ on $Y^{m}$ by

$$
\Phi_{f}(z, \zeta)=f(z) d z \wedge d \zeta^{(1)} \wedge \cdots \wedge d \zeta^{(m)}
$$

Then for $(\gamma, \boldsymbol{l})=\left(\gamma, l_{1}, \ldots, l_{m}\right) \in \Gamma \ltimes{ }_{\rho} L^{m}$ we have

$$
\begin{aligned}
\left(\Phi_{f} \circ(\gamma, l)\right)(z, \zeta) & =f(\gamma z) j_{H}(\gamma, z) j_{V}(\rho(\gamma), \tau(z))^{-m} d z \wedge d \zeta^{(1)} \wedge \cdots \wedge d \zeta^{(m)} \\
& =f(z) d z \wedge d \zeta^{(1)} \wedge \cdots \wedge d \zeta^{(m)}=\Phi_{f}(z, \zeta)
\end{aligned}
$$

Therefore the map $f \mapsto \Phi_{f}$ gives an isomorphism between the space of mixed automorphic forms on $\mathcal{D}$ of type $\left(j_{H}^{-1}, j_{V}^{m}, \rho, \tau\right)$ and the space $H^{0}\left(Y^{m}, \Omega^{k+m n}\right)$ of holomorphic $(k+m n)$-forms on $Y^{m}$.

Remark 6.18 Note that the cohomology group $H^{0}\left(Y^{m}, \Omega^{k+m n}\right)$ is isomorphic to the Dolbeault cohomology group $H^{k+m n, 0}\left(Y^{m}, \mathbb{C}\right)$ of $Y^{m}$, which is the $(k+m n, 0)$-component in the Hodge decomposition of the de Rham cohomology group $H^{k+m n}\left(Y^{m}, \mathbb{C}\right)$ of $Y^{m}$.

### 6.4 Embeddings of Kuga Fiber Varieties

If $Y$ is the Kuga fiber variety over $X$ given by (6.6) or (6.21), it is well-known (cf. [5]) that the locally symmetric space $X=\Gamma \backslash \mathcal{D}$ has the structure of a quasi-projective algebraic variety over $\mathbb{C}$. In this section we show that $Y$ is
also a projective variety when $\Gamma$ is cocompact by following Kuga [61] and Satake [108].

We shall first start with a review of the theory of embeddings of Kähler manifolds into complex projective spaces (see [108]). Let $M$ be a complex manifold, and let $\left\{U_{\alpha} \mid \alpha \in \Xi\right\}$ be an open cover of $M$. A collection $\left\{f_{\alpha \beta}\right\}$ of nonzero holomorphic functions $f_{\alpha \beta}: U_{\alpha} \cap U_{\beta} \rightarrow \mathbb{C}$ is a 1 -cocycle of $M$ with respect to the covering $\left\{U_{\alpha}\right\}$ if $f_{\alpha \alpha}=1$ on $U_{\alpha}$ and $f_{\alpha \beta} \cdot f_{\beta \gamma} \cdot f_{\gamma \alpha}=1$ on $U_{\alpha} \cap U_{\beta} \cap U_{\gamma}$. Two 1-cocycles $\left\{f_{\alpha \beta}\right\}$ and $\left\{f_{\alpha \beta}^{\prime}\right\}$ are cohomologous if there are nonzero holomorphic functions $h_{\alpha}: U_{\alpha} \rightarrow \mathbb{C}$ such that

$$
f_{\alpha \beta}^{\prime}=h_{a} \cdot f_{\alpha \beta} \cdot h_{\beta}^{-1}
$$

on $U_{\alpha} \cap U_{\beta}$. The set of 1-cocycles on $M$ modulo the cohomologous relation forms the first cohomology group $H^{1}\left(M, \mathcal{O}^{\times}\right)$, where $\mathcal{O}^{\times}$denotes the sheaf of nonzero holomorphic functions on $M$. On the other hand, a 1-cocycle $\left\{f_{\alpha \beta}\right\}$ determines a line bundle $\mathcal{L}$ over $M$ obtained from the set

$$
\coprod_{\alpha \in \Xi} U_{\alpha} \times \mathbb{C}
$$

by identifying the elements $\left(z, \eta_{\alpha}\right) \in U_{\alpha} \times \mathbb{C}$ and $\left(z^{\prime}, \eta_{\beta}\right) \in U_{\beta} \times \mathbb{C}$ with $U_{\alpha} \cap U_{\beta} \neq \emptyset, z=z^{\prime}$ and $\eta_{\alpha}=f_{\alpha \beta} \cdot \eta_{\beta}$. The isomorphism class of such a line bundle depends only on the cohomology class of the corresponding 1 cocycle, and there is a natural isomorphism between the group of complex line bundles over $M$ and the cohomology group $H^{1}\left(M, \mathcal{O}^{\times}\right)$.

Let $\mathcal{L}$ be the line bundle on $M$ determined by the cocycle $\left\{f_{\alpha \beta}\right\}$. If we set

$$
k_{\alpha \beta \gamma}=-\frac{1}{2 \pi i}\left(\log f_{\alpha \beta}+\log f_{\beta \gamma}+\log f_{\gamma \alpha}\right),
$$

then the collection $\left\{k_{\alpha \beta \gamma}\right\}$ is a 2-cocycle and determines an element $c(\mathcal{L})$ of the second cohomology group $H^{2}(M, \mathbb{Z})$ with coefficients in $\mathbb{Z}$. The element $c(\mathcal{L}) \in H^{2}(M, \mathbb{Z})$ is called the Chern class of $\mathcal{L}$. We denote by $c_{\mathbb{R}}(\mathcal{L}) \in$ $H^{2}(M, \mathbb{R})$ the real Chern class of $\mathcal{L}$, that is, the image of $c(\mathcal{L})$ in $H^{2}(M, \mathbb{R})$. Let $\left\{h_{\alpha}\right\}$ be a collection of $C^{\infty}$ functions $h_{\alpha}: U_{\alpha} \rightarrow \mathbb{C}$ satisfying

$$
h_{\alpha}(z)=h_{\beta}(z) \cdot\left|f_{\alpha \beta}(z)\right|^{-2}
$$

for all $z \in U_{\alpha} \cap U_{\beta}$. Then the corresponding differential forms

$$
h_{\alpha}(z) d \eta_{\alpha} \wedge d \bar{\eta}_{\alpha}
$$

determine a Hermitian metric on each fiber of $\mathcal{L}$. We shall call $\left\{h_{\alpha}\right\}$ the Hermitian structure on $\mathcal{L}$. Given such a Hermitian structure, it is known that the real Chern class $c_{\mathbb{R}}(\mathcal{L})$ of $\mathcal{L}$ is given by

$$
\begin{equation*}
c_{\mathbb{R}}(\mathcal{L})=\mathrm{Cl}\left[\frac{1}{2 \pi i} d^{\prime} d^{\prime \prime} \log h_{\lambda}\right] \tag{6.61}
\end{equation*}
$$

where $\mathrm{Cl}[\cdot]$ denotes the cohomology class in $H^{2}(M, \mathbb{R})$ (see [108, p. 203]).
Let $\mathfrak{D}$ be a domain in $\mathbb{C}^{m}$, and let $\Delta$ be a group that acts on $\mathfrak{D}$ holomorphically, properly discontinuously, and without fixed points. Let $j: \Delta \times \mathfrak{D} \rightarrow \mathbb{C}^{\times}$ be an automorphy factor satisfying

$$
\begin{equation*}
j\left(\delta_{1} \delta_{2}, z\right)=j\left(\delta_{1}, \delta_{2} z\right) \cdot j\left(\delta_{2}, z\right) \tag{6.62}
\end{equation*}
$$

for all $\delta_{1}, \delta_{2} \in \Delta$ and $z \in \mathfrak{D}$. We consider the action of $\Delta$ on $\mathfrak{D} \times \mathbb{C}$ given by

$$
\delta \cdot(z, \zeta)=(\delta z, j(\delta, z) \zeta)
$$

for $\delta \in \Delta$ and $(z, \zeta) \in \mathfrak{D} \times \mathbb{C}$. Then the quotient

$$
\begin{equation*}
\mathcal{L}(j)=\Delta \backslash \mathfrak{D} \times \mathbb{C} \tag{6.63}
\end{equation*}
$$

with respect to this action has the structure of a line bundle over $M=\Delta \backslash \mathfrak{D}$, which is induced by the natural projection map $\mathfrak{D} \times \mathbb{C} \rightarrow \mathfrak{D}$.

Definition 6.19 Let $j: \Delta \times \mathfrak{D} \rightarrow \mathbb{C}^{\times}$be the automorphy factor described above. An automorphic form of type $j$ for $\Delta$ is a holomorphic map $f: \mathfrak{D} \rightarrow \mathbb{C}$ that satisfies

$$
f(\delta z)=j(\delta, z) f(z)
$$

for all $z \in \mathfrak{D}$ and $\delta \in \Delta$.
Lemma 6.20 Let $\boldsymbol{\Gamma}_{0}(M, \mathcal{L}(j))$ be the space of all sections of the line bundle $\mathcal{L}(j)$. Then each element of $\Gamma_{0}(M, \mathcal{L}(j))$ can be identified with an automorphic form of type $j$ for $\Delta$.

Proof. Let $s: M \rightarrow \mathcal{L}(j)$ be an element of $\boldsymbol{\Gamma}_{0}(M, \mathcal{L}(j))$. Then for each $z \in \mathfrak{D}$ we have

$$
\begin{equation*}
s(\Delta z)=\left[\left(z, w_{z}\right)\right] \in \mathcal{L}(j)=\Delta \backslash \mathfrak{D} \times \mathbb{C} \tag{6.64}
\end{equation*}
$$

for some $w_{z} \in \mathbb{C}$, where $\Delta z \in M$ and $\left[\left(z, w_{z}\right)\right] \in \mathcal{L}(j)$ denote the elements corresponding to $z \in \mathfrak{D}$ and $\left(z, w_{z}\right) \in \mathfrak{D} \times \mathbb{C}$, respectively. We define the function $f_{s}: \mathfrak{D} \rightarrow \mathbb{C}$ by $f_{s}(z)=w_{z}$ for all $z \in \mathfrak{D}$. Using (6.64), for each $\delta \in \Delta$ we have

$$
\left.s(\Delta z)=s(\Delta \delta z)=\left[\left(\delta z, w_{\delta z}\right)\right]=\left[\delta^{-1} \cdot\left(\delta z, w_{\delta z}\right)\right]=\left(z, j\left(\delta^{-1}, \delta z\right) w_{\delta z}\right)\right)
$$

which implies that

$$
\begin{equation*}
f_{s}(z)=j\left(\delta^{-1}, \delta z\right) w_{\delta z}=j\left(\delta^{-1}, \delta z\right) f_{s}(\delta z) \tag{6.65}
\end{equation*}
$$

for all $z \in D$ and $\delta \in \Delta$. However, from (6.62) we obtain

$$
1=j\left(\delta^{-1} \delta, z\right)=j\left(\delta^{-1}, \delta z\right) \cdot j(\delta, z) .
$$

Thus we have $j\left(\delta^{-1}, \delta z\right)=j(\delta, z)^{-1}$, and therefore (6.65) implies that $f_{s}$ is an automorphic form of type $j$ for $\Delta$.

The 1-cocycle associated to the line bundle $\mathcal{L}(j)$ in (6.63) can be described as follows. Let $\mathfrak{D} \rightarrow M=\Delta \backslash \mathfrak{D}$, and choose an open cover $\left\{U_{\alpha} \mid \alpha \in \Xi\right\}$ of $M$ such that $U_{\alpha} \cap U_{\beta}$ is connected for all $\alpha, \beta \in \Xi$ and each $U_{\alpha}$ satisfies the following conditions:
(i) Every connected component of $p^{-1}\left(U_{\alpha}\right)$ is homeomorphic to $U_{\alpha}$.
(ii) If $U_{\alpha}^{\prime}$ is a connected component of $p^{-1}\left(U_{\alpha}\right)$, then we have

$$
p^{-1}\left(U_{\alpha}\right)=\coprod_{\delta \in \Delta} \delta \cdot U_{\alpha}^{\prime}
$$

Let $\alpha, \beta \in \Xi$ with $U_{\alpha} \cap U_{\beta} \neq \emptyset$, and let $U_{\alpha}^{\prime}, U_{\beta}^{\prime}$ be the connected components of $U_{\alpha}, U_{\beta}$, respectively. Then there is a unique element $\delta_{\alpha \beta} \in \Delta$ such that

$$
U_{\alpha}^{\prime} \cap \delta_{\alpha \beta} \cdot U_{\beta}^{\prime} \neq \emptyset
$$

Thus we obtain a collection $\left\{f_{\alpha \beta}\right\}$ of functions $f_{\alpha \beta}: U_{\alpha} \cap U_{\beta} \rightarrow \mathbb{C}$ such that

$$
\begin{equation*}
f_{\alpha \beta}(z)=j\left(\delta_{\alpha \beta}, z_{\beta}\right) \tag{6.66}
\end{equation*}
$$

for all $z \in U_{\alpha} \cap U_{\beta}$, where $z_{\alpha}=\left(\left.p\right|_{U_{\beta}^{\prime}}\right)^{-1}(z)$. Using (6.62), we see that $\left\{f_{\alpha \beta}\right\}$ is a 1 -cocycle on $M$, and it can be shown that $\mathcal{L}(j)$ is exactly the line bundle determined by this 1-cocycle.

Given an automorphy factor $j: \Delta \times \mathfrak{D} \rightarrow \mathbb{C}^{\times}$, a kernel function associated to $j$ is a function $k: \mathfrak{D} \times \mathfrak{D} \rightarrow \mathbb{C}^{\times}$that is holomorphic in the first argument and satisfies

$$
\begin{equation*}
k\left(z^{\prime}, z\right)=\overline{k\left(z, z^{\prime}\right)}, \quad k\left(\delta z, \delta z^{\prime}\right)=j(\delta, z) \cdot k\left(z, z^{\prime}\right) \cdot \overline{j\left(\delta, z^{\prime}\right)} \tag{6.67}
\end{equation*}
$$

for all $z, z^{\prime} \in \mathfrak{D}$ and $\delta \in \Delta$.
Lemma 6.21 If $k: \mathfrak{D} \times \mathfrak{D} \rightarrow \mathbb{C}^{\times}$is a kernel function such that $k(z, z)>0$ for all $z \in \mathfrak{D}$, then we have

$$
\begin{equation*}
c_{\mathbb{R}}(\mathcal{L}(j))=\mathrm{Cl}\left[-\frac{1}{2 \pi i} d^{\prime} d^{\prime \prime} \log k(z, z)\right] . \tag{6.68}
\end{equation*}
$$

Proof. From (6.66) and (6.67) we obtain

$$
\begin{align*}
k\left(\delta_{\alpha \beta} z_{\beta}, \delta_{\alpha \beta} z_{\beta}\right) & =j\left(\delta_{\alpha \beta}, z_{\beta}\right) \cdot k\left(z_{\beta}, z_{\beta}\right) \cdot \overline{j\left(\delta_{\alpha \beta}, z_{\beta}\right)}  \tag{6.69}\\
& =k\left(z_{\beta}, z_{\beta}\right) \cdot\left|f_{\alpha \beta}\left(z_{\beta}\right)\right|^{2}
\end{align*}
$$

for all $z \in U_{\alpha} \cap U_{\beta}$. Since $\delta_{\alpha \beta} \in U_{\alpha}^{\prime}$, we see that $\delta_{\alpha \beta} z_{\beta}=\delta_{\alpha}$; hence if we set

$$
h_{\alpha}(z)=k\left(z_{\alpha}, z_{\alpha}\right)^{-1}
$$

for all $z \in \mathfrak{D}$, then (6.69) becomes

$$
h_{\alpha}(z)=h_{\beta}(z) \cdot\left|f_{\alpha \beta}(z)\right|^{-2}
$$

Therefore $\left\{h_{\alpha}\right\}$ is a Hermitian structure on the line bundle $\mathcal{L}(j)$; hence we obtain (6.68) by using (6.61).

Let $M$ be a Hermitian manifold, that is, a complex manifold with a Hermitian metric $d s^{2}$ on $M$. Then we have

$$
\begin{equation*}
d s^{2}=\sum s_{\alpha \beta} d z^{\alpha} d \bar{z}^{\beta} \tag{6.70}
\end{equation*}
$$

where $s_{\alpha \beta}=d s^{2}\left(\partial / \partial z^{\alpha}, \partial / \partial \bar{z}^{\beta}\right)$. Given such a Hermitian metric, the 2-form $\Phi$ given by

$$
\Phi=\frac{i}{2} \sum s_{\alpha \beta} d z^{\alpha} \wedge d \bar{z}^{\beta}
$$

is called the associated fundamental 2-form. If the real $(1,1)$-form $\Phi$ is closed, then $d s^{2}$ in (6.70) is called a Kähler metric and $\left(M, d s^{2}\right)$ is called a Kähler manifold.

Theorem 6.22 (Kodaira) Let $\left(M, d s^{2}\right)$ be a compact Kähler manifold, and let $\Phi$ be the associated fundamental 2-form. If the cohomology class of $\Phi$ is in the image of the natural homomorphism $H^{2}(M, \mathbb{Z}) \rightarrow H^{2}(M, \mathbb{R})$, then $M$ is algebraic. Furthermore, if $\mathcal{L}$ is a line bundle over $M$ with $c_{\mathbb{R}}(\mathcal{L})=\operatorname{Cl}[\Phi]$ and if $\left(\eta_{0}, \ldots, \eta_{N}\right)$ is a basis of the space of sections of $\mathcal{L}^{\otimes \nu}$ with $\nu$ a positive integer, then, for sufficiently large $\nu$, the map

$$
z \mapsto\left(\eta_{0}(z), \ldots, \eta_{N}(z)\right), \quad M \rightarrow P^{N}(\mathbb{C})
$$

provides an embedding of $M$ into an algebraic variety in $P^{N}(\mathbb{C})$.
Proof. See e.g. [32, §1.4].
Proposition 6.23 Let $k: \mathfrak{D} \times \mathfrak{D} \rightarrow \mathbb{C}^{\times}$be a kernel function on $\mathfrak{D}$ associated to an automorphy factor $j: \Delta \times \mathfrak{D} \rightarrow \mathbb{C}^{\times}$satisfying $k(z, z)>0$ for all $z \in \mathfrak{D}$. Assume that the Hessian matrix

$$
\left(2 \frac{\partial^{2}}{\partial \bar{z}^{\alpha} \partial z^{\beta}} \log k(z, z)\right)
$$

of $\log k(z, z)$ is definite. For a positive integer $\nu$, let $\left(\phi_{0}, \ldots, \phi_{N}\right)$ is a basis of the space of automorphic forms on $\mathfrak{D}$ of type $j^{\nu}$. Then for sufficiently large $\nu$ the map

$$
\begin{equation*}
z \mapsto\left(\phi_{0}(z), \ldots, \phi_{N}(z)\right), \quad M \rightarrow P^{N}(\mathbb{C}) \tag{6.71}
\end{equation*}
$$

provides an embedding of $M=\Delta \backslash \mathfrak{D}$ into an algebraic variety in $P^{N}(\mathbb{C})$.
Proof. Since the Hessian matrix of $\log k(z, z)$ is definite, we obtain a Hermitian metric on $\mathfrak{D}$ given by

$$
d s^{2}=\frac{1}{\pi} \sum_{\alpha, \beta} \frac{\partial^{2}}{\partial \bar{z}^{\alpha} \partial z^{\beta}} \log k(z, z) d \bar{z}^{\alpha} d z^{\beta}
$$

which is $\Delta$-invariant and Kähler. Thus it induces a Kähler metric on $M=$ $\Delta \backslash \mathfrak{D}$ whose associated fundamental 2-form is given by

$$
\Phi=\frac{i}{2 \pi} d^{\prime} d^{\prime \prime} \log k(z, z) .
$$

Using Lemma 6.21, we see that the cohomology class of $\Phi$ is contained in the image of $H^{2}(M, \mathbb{Z})$. Therefore, using Theorem 6.22, we see that for sufficiently large $\nu$ a basis $\left(\phi_{0}, \ldots, \phi_{N}\right)$ of the space of sections of the line bundle $\mathcal{L}(j)^{\otimes \nu}$ determines an embedding of $M$ onto an algebraic variety in $P^{N}(\mathbb{C})$ by the map (6.71). Hence the proposition follows by applying Lemma 6.20.

In order to construct an embedding of a Kuga fiber variety into a complex projective space, let $G, \mathcal{D}, V, \Gamma, L$, and the equivariant pair $(\tau, \rho)$ be as in Section 6.1. In particular, $V$ is a real vector space of dimension $2 n$. We fix $z_{0} \in \mathcal{D}$ and consider the complex structure $I_{0}=I_{\tau\left(z_{0}\right)}$ on $V$ corresponding to $\tau\left(z_{0}\right) \in \mathcal{H}_{n}$ as before. We denote by $V_{+}$and $V_{-}$the associated subspaces of $V_{\mathbb{C}}$ given by (6.7).

Lemma 6.24 If $v=v_{+}+v_{-} \in V \subset V_{\mathbb{C}}$ with $v_{+} \in V_{+}$and $v_{-} \in V_{-}$, then we have

$$
\begin{equation*}
v_{+}=\bar{v}_{-}, \quad v_{-}=\bar{v}_{+}, \tag{6.72}
\end{equation*}
$$

where the decomposition $V_{\mathbb{C}}=V_{+} \oplus V_{-}$is with respect to the complex structure $I_{0}$ on $V$.

Proof. Using (6.7), we have

$$
\begin{aligned}
& I_{0} \bar{v}_{+}=\overline{\left(I_{0} v_{+}\right)}=\overline{\left(i v_{+}\right)}=-i \bar{v}_{+}, \\
& I_{0} \bar{v}_{-}=\overline{\left(I_{0} v_{-}\right)}=\overline{\left(-i v_{-}\right)}=i \bar{v}_{-}
\end{aligned}
$$

hence it follows that $\bar{v}_{+} \in V_{-}$and $\bar{v}_{-} \in V_{+}$. However, since $v$ belongs to the real vector space $V$, we have

$$
v_{+}+v_{-}=v=\bar{v}=\bar{v}_{+}+\bar{v}_{-.}
$$

Therefore we obtain $v_{+}=\bar{v}_{-}$and $v_{-}=\bar{v}_{+}$, which proves the lemma.
Example 6.25 Let $V=\mathbb{R}^{2}$, so that $V_{\mathbb{C}}=\mathbb{C}^{2}$, and let $I_{0}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the linear map defined by

$$
I_{0}\binom{x_{1}}{x_{2}}=\binom{x_{2}}{-x_{1}}
$$

for all $x_{1}, x_{2} \in \mathbb{R}$. Then $I_{0}^{2}=-1_{V}$; hence $I_{0}$ is a complex structure on $\mathbb{R}^{2}$. Consider the element

$$
v=\binom{1}{3}=v_{+}+v_{-} \in V_{+} \oplus V_{-}=\mathbb{C}^{2}
$$

Then it can be easily shown that

$$
v_{+}=\frac{1}{2}\binom{1-3 i}{3+i}, \quad v_{-}=\frac{1}{2}\binom{1+3 i}{3-i}=\bar{v}_{+} .
$$

Let $\xi: \mathcal{D} \times V \rightarrow V_{+}$be as in (6.9), and let $(z, w) \in \mathcal{D} \times V_{\mathbb{C}}$ with $w=\xi(z, v)$ for some $v \in V$. If $v=v_{+}+v_{-} \in V$ with $v_{+} \in V_{+}$and $v_{-} \in V_{-}$, we set

$$
\begin{equation*}
d^{z} w=d v_{+}-\tau(z) \cdot d v_{-}=d v_{+}-\tau(z) \cdot d \bar{v}_{+} \tag{6.73}
\end{equation*}
$$

where we used (6.72). We also set

$$
\begin{equation*}
d^{z} \bar{w}=d \bar{v}_{+}-\overline{\tau(z)} \cdot d v_{+} \tag{6.74}
\end{equation*}
$$

Using (6.7) and (6.72), we have

$$
w=\xi(z, v)=v_{z}=v_{+}-\tau(z) \bar{v}_{+}
$$

hence we see that

$$
\begin{align*}
d w & =d v_{+}-d\left(\tau(z) \cdot \bar{v}_{+}\right)  \tag{6.75}\\
& =d v_{+}-(d \tau(z)) \cdot \bar{v}_{+}-\tau(z) \cdot d \bar{v}_{+} \\
& =d^{z} w-(d \tau(z)) \cdot \bar{v}_{+} .
\end{align*}
$$

Lemma 6.26 Let $d^{\prime}$ and $d^{\prime \prime}$ be the holomorphic and antiholomorphic part of the differential operator $d$, and let $\kappa: \mathcal{D} \times \mathcal{D} \rightarrow K_{\mathbb{C}}$ be the canonical kernel function for $G$ given by (6.29). Then we have

$$
d^{\prime} v_{+}=\rho\left(\kappa_{1}(z, z)\right)^{-1} \cdot d^{z} w, \quad d^{\prime \prime} v_{+}=\rho\left(\kappa_{1}(z, z)\right)^{-1} \cdot \tau(z) \cdot d^{z} \bar{w}
$$

Proof. From (6.29) and (6.32) it follows that

$$
\begin{equation*}
\rho\left(\kappa_{1}\left(z, z^{\prime}\right)\right)=1-\tau(z) \cdot \overline{\tau\left(z^{\prime}\right)} \tag{6.76}
\end{equation*}
$$

for $z, z^{\prime} \in \mathcal{D}$. Using this, (6.73) and (6.74), we have

$$
\begin{aligned}
d^{z} w+\tau(z) \cdot d^{z} \bar{w} & =d v_{+}-\tau(z) \cdot d \bar{v}_{+}+\tau(z) \cdot\left(d \bar{v}_{+}-\overline{\tau(z)} \cdot d v_{+}\right) \\
& =(1-\tau(z) \cdot \overline{\tau(z)}) \cdot d v_{+} \\
& =\rho(\kappa(z, z)) \cdot d v_{+}
\end{aligned}
$$

for $(z, w) \in \mathcal{D} \times V_{\mathbb{C}}$, which implies that

$$
d v_{+}=\rho\left(\kappa_{1}(z, z)\right)^{-1} \cdot\left(d^{z} w+\tau(z) \cdot d^{z} \bar{w}\right)
$$

However, from (6.75) we see that $d^{z} w$ is of type $(1,0)$, and therefore $d^{z} \bar{w}$ is of type $(0,1)$; hence the lemma follows.

Let $\widetilde{\kappa}(\cdot, \cdot)$ be the canonical kernel function for the group $\widetilde{G}=G \times V \times \mathbb{R}$ given by (6.38). Thus we have

$$
\widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)=\widetilde{J}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)^{-1}
$$

for $(z, w),\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}}=\mathcal{D} \times V_{+}$. Since $\widetilde{J}=\left(J_{1}, 0, J_{2}\right) \in \widetilde{K}_{\mathbb{C}}$, by restricting $\widetilde{\kappa}$ to $\mathcal{D} \times \mathcal{D}$ we have

$$
\begin{aligned}
& \widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right) \\
& \left.\quad=\left(J_{1}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)\right), 0, J_{2}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)\right)^{-1} \\
& \left.\quad=\left(J_{1}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)\right)^{-1}, 0,-J_{2}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)\right)
\end{aligned}
$$

Using (6.37), we obtain

$$
\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1}=\left(\exp \bar{z}^{\prime}, \bar{w}^{\prime}, 0\right)^{-1}=\left(\left(\exp \bar{z}^{\prime}\right)^{-1},-\bar{w}^{\prime}, 0\right)\right.
$$

and hence we see that

$$
\left.J_{1}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)\right)^{-1}=J\left(\left(\exp \bar{z}^{\prime}\right)^{-1}, z\right)^{-1}=\kappa\left(z, z^{\prime}\right)
$$

where $J$ and $\kappa$ are the canonical automorphy factor and the canonical kernel function for the group $G$ given in (6.27) and (6.29), respectively. Thus we obtain

$$
\widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)=\left(\kappa\left(z, z^{\prime}\right), 0, \kappa_{2}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)\right),
$$

where

$$
\begin{align*}
& \kappa_{2}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)=-J_{2}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)  \tag{6.77}\\
& =\beta\left(\bar{w}^{\prime}, \rho\left(\kappa\left(z, z^{\prime}\right)\right)^{-1} \tau(z) \bar{w}^{\prime}\right) / 2 \\
& \quad+\beta\left(\bar{w}^{\prime}, \rho\left(\kappa\left(z, z^{\prime}\right)\right)^{-1} w\right) \\
& \quad+\beta\left(\overline{\tau\left(z^{\prime}\right)} w, \rho\left(\kappa\left(z, z^{\prime}\right)\right)^{-1} w\right) / 2 .
\end{align*}
$$

We set

$$
\begin{equation*}
\mathfrak{K}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)=\mathbf{e}\left[\kappa_{2}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)\right] \tag{6.78}
\end{equation*}
$$

for $(z, w),\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}}$. If $\mathcal{J}=\mathbf{e}\left[J_{2}\right]$ is as in Section 6.2, then it can be shown that

$$
\begin{gathered}
\mathfrak{K}\left(\left(z^{\prime}, w^{\prime}\right),(z, w)\right)=\overline{\mathfrak{K}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)}, \\
\mathfrak{K}\left(\widetilde{g} \cdot(z, w), \widetilde{g} \cdot\left(z^{\prime}, w^{\prime}\right)\right)=\boldsymbol{\mathcal { J }}(\widetilde{g},(z, w)) \cdot \mathfrak{K}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right) \cdot \overline{\mathcal{J}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right)}
\end{gathered}
$$

for all $(z, w),\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}}$ and $\widetilde{g} \in \widetilde{G}$. Given elements $z \in \mathcal{D}$ and $w, w^{\prime} \in V_{+}$, we set

$$
\begin{equation*}
\mathfrak{K}_{z}\left(w, w^{\prime}\right)=\mathfrak{K}\left((z, w),\left(z, w^{\prime}\right)\right) . \tag{6.79}
\end{equation*}
$$

Throughout the rest of this section we shall fix a basis of $V_{\mathbb{C}}$ so that the alternating bilinear form $\beta$ on $V_{\mathbb{C}}$ satisfies

$$
i \beta(\bar{w}, w)={ }^{t} \bar{w} \cdot w^{\prime}
$$

for all $w, w^{\prime} \in V_{+}$.

Lemma 6.27 For fixed $z \in \mathcal{D}$, we have

$$
d^{\prime} d^{\prime \prime} \log \mathfrak{K}_{z}(w, w)=2 \pi \cdot{ }^{t}\left(d^{z} w\right) \wedge \rho(\kappa(z, z))^{-1} \cdot d^{z} \bar{w}
$$

for all $w \in V_{+}$, where $d^{z} w$ and $d^{z} \bar{w}$ are as in (6.73) and (6.74), respectively. Proof. Using (6.77), (6.78) and (6.79), we have

$$
\begin{aligned}
\log \mathfrak{K}_{z}(w, w)=\pi{ }^{t} \bar{w} \cdot \rho(\kappa)^{-1} \cdot \tau(z) & \cdot \bar{w}+2 \cdot{ }^{t} \bar{w} \cdot \rho(\kappa)^{-1} \cdot w \\
& \left.\quad+{ }^{t} w \cdot \overline{\tau(z)} \cdot \rho(\kappa)^{-1} \cdot w\right] \\
=\pi{ }^{t} \bar{w} \cdot \rho(\kappa)^{-1} \cdot(\tau(z) & \cdot \bar{w}+w) \\
& \left.+\left({ }^{t} \bar{w}+{ }^{t} w \cdot \overline{\tau(z)}\right) \cdot \rho(\kappa)^{-1} \cdot w\right]
\end{aligned}
$$

for all $w \in V_{+}$. Note that $w=\xi(z, v)$ for a unique element $v \in V$, where $\xi$ is as in (6.9). Then we have

$$
w=v_{+}-\tau(z) \cdot \bar{v}_{+}, \quad{ }^{t} \bar{w}={ }^{t} \bar{v}_{+}-{ }^{t} v_{+} \cdot \overline{\tau(z)}
$$

hence we see that

$$
\begin{gathered}
\tau(z) \cdot \bar{w}+w=(1-\tau(z) \cdot \overline{\tau(z)}) v_{+}=\rho(\kappa) \cdot v_{+} \\
{ }^{t} \bar{w}+{ }^{t} w \cdot \overline{\tau(z)}={ }^{t} \bar{v}_{+} \cdot \rho(\kappa)
\end{gathered}
$$

where we used (6.76). Thus we obtain

$$
\begin{align*}
\log \mathfrak{K}_{z}(w, w) & =\pi\left[{ }^{t} \bar{w} \cdot v_{+}+{ }^{t} \bar{v}_{+} \cdot w\right]  \tag{6.80}\\
& =\pi\left[\left({ }^{t} \bar{v}_{+}-{ }^{t} v_{+} \cdot \overline{\tau(z)}\right) \cdot v_{+}+{ }^{t} \bar{v}_{+} \cdot\left(v_{+}-\tau(z) \cdot \bar{v}_{+}\right)\right] \\
& =\pi\left[{ }^{t} \bar{v}_{+} \cdot v_{+}-{ }^{t} v_{+} \cdot \overline{\tau(z)} \cdot \bar{v}_{+}+{ }^{t} \bar{v}_{+} \cdot v_{+}-{ }^{t} \bar{v}_{+} \cdot \overline{\tau(z)} \cdot v_{+}\right] .
\end{align*}
$$

However, we have

$$
\begin{aligned}
{ }^{t} \bar{w} \cdot w & =\left({ }^{t} \bar{v}_{+}-{ }^{t} v_{+} \cdot \overline{\tau(z)}\right) \cdot\left(v_{+}-\tau(z) \cdot \bar{v}_{+}\right) \\
& ={ }^{t} \bar{v}_{+} \cdot v_{+}-{ }^{t} v_{+} \cdot \overline{\tau(z)} \cdot \bar{v}_{+}-{ }^{t} \bar{v}_{+} \cdot \overline{\tau(z)} \cdot v_{+}+{ }^{t} \bar{v}_{+} \cdot \overline{\tau(z)} \cdot \tau(z) \cdot \bar{v}_{+}
\end{aligned}
$$

hence ( 6.80 ) can be written in the form

$$
\begin{aligned}
\log \mathfrak{K}_{z}(w, w) & =\pi\left[{ }^{t} \bar{v}_{+} \cdot v_{+}+{ }^{t} \bar{w} \cdot w-{ }^{t} v_{+} \cdot \overline{\tau(z)} \cdot \tau(z) \cdot \bar{v}_{+}\right] \\
& =\pi\left[{ }^{t} \bar{v}_{+} \cdot \rho(\kappa) \cdot v_{+}+{ }^{t} \bar{w} \cdot w\right] .
\end{aligned}
$$

Using this, Lemma 6.26, (6.75), and the relation $d^{\prime \prime}\left({ }^{t} \bar{v}_{+}\right)={ }^{t} \overline{d^{\prime} v_{+}}$, we have

$$
\begin{aligned}
& d^{\prime \prime} \log \mathfrak{K}_{z}(w, w)=\pi\left[\left({ }^{t} \overline{d^{\prime} v_{+}}\right) \cdot \rho(\kappa) v_{+}+{ }^{t} \bar{v}_{+} \cdot\left(d^{\prime \prime} \rho(\kappa)\right) \cdot v_{+}\right. \\
& \left.+{ }^{t} \bar{v}_{+} \cdot \rho(\kappa) \cdot d^{\prime \prime} v_{+}+\left({ }^{t} d \bar{w}\right) \cdot w\right] \\
& =\pi\left[{ }^{t} \overline{\left(\rho(\kappa)^{-1} \cdot d^{z} w\right)} \cdot \rho(\kappa) \cdot v_{+}+{ }^{t} \bar{v}_{+} \cdot(-\tau(z) \cdot d \bar{\tau}) \cdot v_{+}\right. \\
& \left.+{ }^{t} \bar{v}_{+} \cdot \rho(\kappa) \cdot \rho(\kappa)^{-1} \cdot \tau(z) \cdot d^{z} \bar{w}+\left({ }^{t} d \bar{w}\right) \cdot w\right] \\
& =\pi\left[{ }^{t} d^{z} \bar{w} \cdot v_{+}-{ }^{t} \bar{v}_{+} \cdot \tau(z) \cdot d \bar{\tau} \cdot v_{+}\right. \\
& \left.+{ }^{t} \bar{v}_{+} \cdot \tau(z) \cdot d^{z} \bar{w}+\left({ }^{t} d \bar{w}\right) \cdot w\right] . \\
& =\pi\left[\left({ }^{t} d \bar{w}+{ }^{t} v_{+} \cdot{ }^{t} d \bar{\tau}\right) \cdot v_{+}-{ }^{t} \bar{v}_{+} \cdot \tau(z) \cdot d \bar{\tau} \cdot v_{+}\right. \\
& +{ }^{t} \bar{v}_{+} \cdot \tau(z) \cdot\left(d \bar{w}+d \bar{\tau} \cdot v_{+}\right) \\
& \left.+\left({ }^{t} d \bar{w}\right) \cdot\left(v_{+}-\tau(z) \cdot \bar{v}_{+}\right)\right] \\
& =\pi\left[2 \cdot{ }^{t} d \bar{w} \cdot v_{+}+{ }^{t} v_{+} \cdot{ }^{t} d \bar{\tau} \cdot v_{+}\right] .
\end{aligned}
$$

From this and Lemma 6.26 we obtain

$$
\begin{aligned}
& d^{\prime} d^{\prime \prime} \log \mathfrak{K}_{z}(w, w)= \pi\left[-2 \cdot{ }^{t} d \bar{w} \wedge \rho(\kappa)^{-1} \cdot d^{z} w\right. \\
&\left.-2 \cdot{ }^{t} v_{+} \cdot{ }^{t} d \bar{\tau} \wedge \rho(\kappa)^{-1} \cdot d^{z} w\right] \\
&=\pi\left[-2 \cdot{ }^{t} d^{z} \bar{w} \wedge \rho(\kappa)^{-1} \cdot d^{z} w\right]
\end{aligned}
$$

which proves the lemma.
As before, we regard the Hermitian symmetric domain $\mathcal{D}$ as a bounded domain in $\mathbb{C}^{k}$, and let $d \mu(z)$ be the Euclidean volume element of $\mathbb{C}^{k}$ given by

$$
d \mu(z)=\left(\frac{i}{2}\right)^{k} \prod_{\alpha=1}^{k} d z_{\alpha} \wedge d \bar{z}_{\alpha}
$$

The the space $\mathcal{H}^{2}(\mathcal{D})$ of all square-integrable holomorphic functions on $\mathcal{D}$ is a Hilbert space with respect to the inner product

$$
\langle f, g\rangle=\int_{\mathcal{D}} f(z) \overline{g(z)} d \mu(z)
$$

for $f, g \in \mathcal{H}^{2}(\mathcal{D})$. If $\left\{\mu_{i} \mid i=1,2, \ldots\right\}$ is an orthonormal basis of $\mathcal{H}^{2}(\mathcal{D})$, then the Bergman kernel function $k_{\mathcal{D}}: \mathcal{D} \times \mathcal{D} \rightarrow \mathbb{C}$ is given by

$$
k_{\mathcal{D}}\left(z, z^{\prime}\right)=\sum_{i=1}^{\infty} \mu_{i}(z) \overline{\mu_{i}\left(z^{\prime}\right)}
$$

for $z, z^{\prime} \in \mathcal{D}$. Let $\chi_{0}: K_{\mathbb{C}} \rightarrow \mathbb{C}^{\times}$be the character of $K_{\mathbb{C}}$ given by

$$
\chi_{0}(k)=\operatorname{det}\left(\operatorname{Ad}_{\mathfrak{p}_{+}}(k)\right)
$$

for $k \in K_{\mathbb{C}}$. Then it can be shown that

$$
k_{\mathcal{D}}\left(z, z^{\prime}\right)^{-1}=\operatorname{vol}(\mathcal{D}) \cdot \chi_{0}\left(\kappa\left(z, z^{\prime}\right)\right)
$$

for all $z, z^{\prime} \in \mathcal{D}$, where $\kappa$ is the canonical kernel function of $G$ and $\operatorname{vol}(\mathcal{D})$ is the Euclidean volume of $\mathcal{D}$. Furthermore, for a bounded domain $\mathcal{D}$ in $\mathbb{C}$, we have $k_{\mathcal{D}}(z, z)>0$ for all $z \in D$ and the Hessian matrix $\left(h_{\alpha \beta}\right)$ with

$$
h_{\alpha \beta}=\frac{\partial^{2}}{\partial \bar{z}_{\alpha} \partial z_{\beta}} \log k_{\mathcal{D}}(z, z)
$$

is a positive definite Hermitian matrix, where

$$
\frac{\partial}{\partial z_{\alpha}}=\frac{1}{2}\left(\frac{\partial}{\partial \bar{x}_{\alpha}}-i \frac{\partial}{\partial \bar{y}_{\alpha}}\right), \quad \frac{\partial}{\partial \bar{z}_{\alpha}}=\frac{1}{2}\left(\frac{\partial}{\partial \bar{x}_{\alpha}}+i \frac{\partial}{\partial \bar{y}_{\alpha}}\right) .
$$

The associated Hermitian metric on $\mathcal{D}$ given by

$$
\begin{equation*}
d s_{\mathcal{D}}^{2}=\sum_{\alpha, \beta} h_{\alpha \beta} d \bar{z}_{\alpha} d z_{\beta} \tag{6.81}
\end{equation*}
$$

is called the Bergman metric of $\mathcal{D}$.
Theorem 6.28 Assume that that the arithmetic variety $X=\Gamma \backslash \mathcal{D}$ is compact, and let $\left(\eta_{0}, \ldots, \eta_{N}\right)$ be a basis of the space of holomorphic automorphic forms on $\mathcal{D} \times V_{+}$for $\Gamma \times L$ relative to the automorphy factor

$$
\begin{align*}
(\Gamma \times L) \times\left(\mathcal{D} \times V_{+}\right) & \rightarrow \mathbb{C}  \tag{6.82}\\
((\gamma, l),(z, w)) & \mapsto\left(j_{H}(\gamma, z)^{-1} \mathcal{J}((\gamma, l, 0),(z, w))\right)^{\nu}
\end{align*}
$$

where $j_{H}$ is as in (6.55). Then, for sufficiently large $\nu$, the map

$$
[(z, w)] \mapsto\left(\eta_{0}(z, w), \ldots, \eta_{N}(z, w)\right)
$$

gives an embedding $Y \hookrightarrow P(\mathbb{C})^{N}$ of the Kuga fiber variety $Y=\Gamma \times L \backslash \mathcal{D} \times V_{+}$ to the complex projective space $P(\mathbb{C})^{N}$.

Proof. By Lemma 6.27 the differential form

$$
\frac{1}{2 \pi i} d^{\prime} d^{\prime \prime} \log \mathfrak{K}_{z}(w, w)
$$

is the fundamental 2-form associated to the Hermitian metric

$$
2\left({ }^{t} d^{z} \bar{w}\right) \rho(\kappa(z, z))^{-1} d^{z} w=2 i \cdot \beta\left(d^{z} \bar{w}, \rho(\kappa(z, z))^{-1} d^{z} w\right)
$$

on the fiber $V_{+} / L$ over $z \in \mathcal{D}$. Therefore, if we consider the Hermitian metric

$$
\begin{align*}
d s^{2}=\pi^{-1} \sum_{\alpha, \beta} \frac{\partial^{2}}{\partial \bar{z}_{\alpha} \partial z_{\beta}} & \log k_{\mathcal{D}}(z, z) d \bar{z}_{\alpha} d z_{\beta}  \tag{6.83}\\
& +2\left({ }^{t} d^{z} \bar{w}\right) \rho(\kappa(z, z))^{-1} d^{z} w
\end{align*}
$$

on $Y$, then the fundamental 2-form associated to $d s^{2}$ is given by

$$
\begin{aligned}
\omega & =\frac{i}{2 \pi} d^{\prime} d^{\prime \prime} \log k_{\mathcal{D}}(z, z)+i\left({ }^{t} d^{z} w\right) \rho(\kappa(z, z))^{-1} d^{z} \bar{w} \\
& =\frac{i}{2 \pi} d^{\prime} d^{\prime \prime} \log k_{\mathcal{D}}(z, z)+\frac{i}{2 \pi} d^{\prime} d^{\prime \prime} \log \mathfrak{\kappa}_{z}(w, w),
\end{aligned}
$$

which represents the real Chern class of the line bundle $\mathcal{L}\left(j_{H}^{-1} \cdot \mathcal{J}\right)^{\otimes \nu}$ associated to the automorphy factor in (6.82). Thus the theorem follows by applying Proposition 6.23.

Remark 6.29 The automorphic forms $\eta_{0}, \ldots, \eta_{N}$ used in Theorem 6.28 to construct an embedding a Kuga fiber variety into a complex projective space are essentially Jacobi forms on symmetric domains which will be discussed in Chapter 7.

## 7

## Jacobi Forms

Jacobi forms on the Poincaré upper half plane share properties in common with both elliptic functions and modular forms in one variable, and they were systematically developed by Eichler and Zagier in [23]. They are functions defined on the product $\mathcal{H} \times \mathbb{C}$ of the Poincaré upper half plane $\mathcal{H}$ and the complex plane $\mathbb{C}$ which satisfy certain transformation formulas with respect to the action of a discrete subgroup $\Gamma$ of $S L(2, \mathbb{R})$, and important examples of Jacobi forms include theta functions and Fourier coefficients of Siegel modular forms. Numerous papers have been devoted to the study of such Jacobi forms in connection with various topics in number theory (see e.g. [7], [9], [54], [116]). Jacobi forms of several variables have been studied most often on Siegel upper half spaces (cf. [123], [124]). Such Jacobi forms and their relations with Siegel modular forms and theta functions have also been studied extensively over the years (cf. [25], [49], [50], [123], [124]). A number of papers have appeared recently which deal with Jacobi forms on domains associated to orthogonal groups, and one notable such paper was written by Borcherds [12] (see also [11], [55], [59]). Borcherds gave a highly interesting construction of Jacobi forms and modular forms on such domains and investigated their connections with generalized Kac-Moody algebras. Jacobi forms for more general semisimple Lie groups were in fact considered before by Piatetskii-Shapiro in [102, Chapter 4]. Such Jacobi forms occur as coefficients of Fourier-Jacobi series of automorphic forms on symmetric domains. In this chapter we study Jacobi forms on Hermitian symmetric domains associated to equivariant holomorphic maps into Siegel upper half spaces. Such Jacobi forms can be used to construct a projective embedding of a Kuga fiber variety and can be identified with certain line bundles on a Kuga fiber variety. When the Hermitian symmetric domain $\mathcal{D}$ is the Poincaré upper half plane or a Siegel upper half space, the interpretation of Jacobi forms as sections of a line bundle was investigated by Kramer and Runge (see [57, 58, 105].

One of the important nilpotent Lie groups is the Heisenberg group whose irreducible representations were classified by Stone and von Neumann (see for example $[44,98,121])$. One way of realizing representations of the Heisenberg group is by using Fock representations, whose representation spaces are Hilbert spaces of functions on complex vector spaces with inner products associated to points on a Siegel upper half space (see [107]). Another topic that
is treated in this chapter is a generalization of such Fock representations by using inner products associated to points on a Hermitian symmetric domain that is mapped into a Siegel upper half space by an equivariant holomorphic map. These representations of the Heisenberg group are given by an automorphy factor for Jacobi forms on symmetric domains considered in Chapter 6. We also introduce theta functions associated to an equivariant pair and study connections between such theta functions and Fock representations described above.

In Section 7.1 we construct circle bundles as well as line bundles over a Kuga fiber variety. We also introduce Jacobi forms on symmetric domains and discuss their connections with those bundles. Section 7.2 is about Fock representations of Heisenberg groups obtained by using automorphy factors for Jacobi forms on symmetric domains. We study some of the properties of such representations including the fact that they are unitary and irreducible. In Section 7.3 we introduce theta functions on Hermitian symmetric domains and show that certain types of such theta functions generate the eigenspace of the Fock representation associated to a quasi-character. Such theta functions provide examples of Jacobi forms. Vector-valued Jacobi forms on symmetric domains are discussed in Section 7.4 in connection with modular forms on symmetric domains.

### 7.1 Jacobi Forms on Symmetric Domains

In this section, we construct twisted torus bundles over locally symmetric spaces, or circle bundles over Kuga fiber varieties, associated to generalized Jacobi groups. We then define Jacobi forms associated to an equivariant pair, which generalize the usual Jacobi forms (see [124]), and discuss connections between such generalized Jacobi forms and twisted torus bundles. Similar Jacobi forms were also considered in [72, 77, 81].

Let $\widetilde{G}=G \times V \times \mathbb{R}$ be the generalized Jacobi group in Section 6.2 associated to an equivariant pair $(\tau, \rho)$ which acts on the space $\widetilde{\mathcal{D}}=\widetilde{G} / \widetilde{K}=\mathcal{D} \times V_{+}$. Other notations will also be the same as in Section 6.2. In particular, $\widetilde{P}_{+}$ and $\widetilde{P}_{-}$are the subgroup of $\widetilde{G}_{\mathbb{C}}=G_{\mathbb{C}} \times V_{\mathbb{C}} \times \mathbb{C}$ corresponding to the subspaces $\mathfrak{p}_{+}$and $\mathfrak{p}_{-}$, respectively, of $\widetilde{\mathfrak{p}}_{\mathbb{C}}=\mathfrak{p}_{\mathbb{C}} \oplus V_{\mathbb{C}}$ given by (6.34). Recall that $\widetilde{G} \subset \widetilde{P}_{+} \widetilde{K}_{\mathbb{C}} \widetilde{P}_{-}$with $\widetilde{K}_{\mathbb{C}}=K_{\mathbb{C}} \times\{0\} \times \mathbb{C}$; hence each element $\widetilde{g} \in \widetilde{G}$ has a decomposition of the form

$$
\widetilde{g}=(\widetilde{g})_{+} \cdot(\widetilde{g})_{0} \cdot(\widetilde{g})_{-}
$$

with $(\widetilde{g})_{+} \in \widetilde{P}_{+},(\widetilde{g})_{0} \in \widetilde{K}_{\mathbb{C}}$ and $(\widetilde{g})_{-} \in \widetilde{P}_{-}$. We also recall that the $\mathbb{C}$ subgroups $P_{+}$and $P_{-}$of $G_{\mathbb{C}}$ corresponding to the subspaces $\mathfrak{p}_{+}$and $\mathfrak{p}_{-}$, respectively, of $\mathfrak{g}_{\mathbb{C}}$ in (6.25) satisfy the relations in (6.26). From the relation $G \cap K_{\mathbb{C}} P_{-}=K$ in (6.26) we have

$$
\mathcal{D}=G / K=G /\left(G \cap K_{\mathbb{C}} P_{-}\right)=G K_{\mathbb{C}} P_{-} / K_{\mathbb{C}} P_{-}
$$

Using this and the condition $G \subset P_{+} K_{\mathbb{C}} P_{-}$in (6.26), we obtain the natural embedding

$$
\begin{equation*}
\mathcal{D} \hookrightarrow P_{+} K_{\mathbb{C}} P_{-} / K_{\mathbb{C}} P_{-} \hookrightarrow G_{\mathbb{C}} / K_{\mathbb{C}} P_{-} \tag{7.1}
\end{equation*}
$$

However, from the relation $P_{+} \cap K_{\mathbb{C}} P_{-}=\{1\}$ in (6.26) we see that

$$
\begin{equation*}
P_{+} K_{\mathbb{C}} P_{-} / K_{\mathbb{C}} P_{-}=P_{+} /\left(P_{+} \cap K_{\mathbb{C}} P_{-}\right)=P_{+} \cong \mathfrak{p}_{+} \tag{7.2}
\end{equation*}
$$

From (7.1) and (7.2) we obtain

$$
\begin{equation*}
\mathcal{D} \hookrightarrow \mathfrak{p}_{+} \hookrightarrow G_{\mathbb{C}} / K_{\mathbb{C}} P_{-} \tag{7.3}
\end{equation*}
$$

where the second embedding is given by the exponential map.
We note that the exponential map on $\mathfrak{p}_{+} \oplus V_{+} \oplus \mathbb{C}$ is given as follows. Given an element $(z, w, u) \in \mathfrak{p}_{+} \oplus V_{+} \oplus \mathbb{C}$, we denote by $\exp (z, w, u)$ the element of $\widetilde{G}$ defined by

$$
\exp (z, w, u)=(\exp z, w, u)
$$

In particular, we have

$$
\exp u=\exp (0,0, u)=(1,0, u), \quad \exp (z, w)=\exp (z, w, 0)=(\exp z, w, 0)
$$

which agrees with (6.37). Thus, using (6.33), we see that

$$
\begin{equation*}
\exp (z, w, u)=\exp (z, w) \exp u \tag{7.4}
\end{equation*}
$$

The embeddings in (7.3) induces

$$
\widetilde{\mathcal{D}}=\mathcal{D} \oplus V_{+} \hookrightarrow \tilde{\mathfrak{p}}_{+}=\mathfrak{p}_{+} \oplus V_{+} \hookrightarrow \widetilde{G}_{\mathbb{C}} / \widetilde{K}_{\mathbb{C}} \widetilde{P}_{-}
$$

On the other hand, since the elements of $\exp \mathbb{C}$ and the elements of $\widetilde{P}_{+}$ commute, the exponential map determines the natural embedding

$$
\tilde{\mathfrak{p}}_{+} \oplus \mathbb{C}=\mathfrak{p}_{+} \oplus V_{+} \oplus \mathbb{C} \hookrightarrow \widetilde{G}_{\mathbb{C}} / K_{\mathbb{C}} \widetilde{P}_{-}
$$

Thus by using the embedding $\mathcal{D} \hookrightarrow \mathfrak{p}_{+}$we obtain a commutative diagram

where the horizontal arrows are the natural embeddings given by the exponential map and the vertical arrows are the natural projection maps.

Now we define an action of $\widetilde{G}$ on $\mathcal{D} \times V_{+} \times \mathbb{C}$ by requiring that

$$
(g, v, t) \cdot(z, w, u)=\left(z^{\prime}, w^{\prime}, u^{\prime}\right)
$$

if and only if

$$
\begin{equation*}
(g, v, t) \exp (z, w, u) \in \exp \left(z^{\prime}, w^{\prime}, u^{\prime}\right) \widetilde{K}_{\mathbb{C}} \widetilde{P}_{-} \tag{7.5}
\end{equation*}
$$

for $(g, v, t) \in G \times V \times \mathbb{R}$ and $(z, w, u),\left(z^{\prime}, w^{\prime}, u^{\prime}\right) \in \mathcal{D} \times V_{+} \times \mathbb{C}$. More specifically, the action is defined by the condition

$$
\begin{equation*}
(g, v, t) \exp (z, w, u)=\exp \left(z^{\prime}, w^{\prime}, u^{\prime}\right) \widetilde{k}^{\widetilde{p}_{-}} \tag{7.6}
\end{equation*}
$$

for all $(g, v, t) \in \widetilde{G}$ and $(z, w, u) \in \mathcal{D} \times V_{+} \times \mathbb{C}$, where $\widetilde{k} \in \widetilde{K}_{\mathbb{C}}$ and $\widetilde{p}_{-} \in \widetilde{P}_{-}$ with $\widetilde{k}=(k, 0,0)$ for some $k \in K_{\mathbb{C}}$. Using (7.4), the condition (7.6) can be written in the form

$$
(g, v, t) \exp (z, w) \exp u=\exp \left(z^{\prime}, w^{\prime}\right) \exp u^{\prime} \cdot \widetilde{k} \widetilde{p}_{-}
$$

Thus, by considering the natural projection map

$$
\mathcal{D} \times V_{+} \times \mathbb{C} \rightarrow \mathcal{D} \times V_{+}
$$

we see that the action of $\widetilde{G}$ on $\mathcal{D} \times V_{+}$is given by

$$
(g, v, t) \exp (z, w)=\exp \left(z^{\prime}, w^{\prime}\right) \exp \left(u^{\prime}-u\right) \widetilde{k}^{\tilde{p}_{-}},
$$

which implies that

$$
((g, v, t) \exp (z, w))_{0}=\exp \left(u^{\prime}-u\right) \widetilde{k}=\left(k, 0, u^{\prime}-u\right)
$$

However, using (6.35) and (6.50), we see that

$$
((g, v, t) \exp (z, w))_{0}=\left(J_{1}, 0, J_{2}\right)
$$

where $J_{1}=J(g, z)$ with $J$ being the canonical automorphy factor for $G$ given by (6.27) and $J_{2}=J_{2}((g, v, t),(z, w))$ is as in (6.51). Therefore we obtain

$$
k=J_{1}, \quad u^{\prime}=u+J_{2} .
$$

On the other hand, by comparing the conditions (6.36) and (7.5) we see that the corresponding actions of $(g, v, t)$ on $(z, w)$ coincide. Hence it follows that

$$
\begin{equation*}
(g, v, t) \cdot(z, w, u)=\left(g z, v_{g z}+J_{+} w, u+J_{2}\right) \tag{7.7}
\end{equation*}
$$

where $J_{+}=J_{+}(g, z)$ is as in (6.49). For convenience we recall the formulas

$$
\begin{gather*}
J_{2}=J_{2}((g, v, t),(z, w))=t+\beta\left(v, v_{g z}\right) / 2+\beta\left(v, J_{1} w\right)+\beta\left(\rho(g) w, J_{1} w\right) / 2 \\
J_{+}=J_{+}(g, z)=J_{+}^{S}(\rho(g), \tau(z))={ }^{t}\left(C_{\rho} \tau(z)+D_{\rho}\right)^{-1} \tag{7.8}
\end{gather*}
$$

for $g \in G \rho(g)=\left(\begin{array}{cc}A_{\rho} & B_{\rho} \\ C_{\rho} & D_{\rho}\end{array}\right) \in S p(V, \beta)$, where $J_{+}^{S}$ is the restriction of the canonical automorphy factor $J^{S}$ for $S p(V, \beta)$ to $V_{+}$.

Now we restrict the holomorphic action of $\widetilde{G}$ on $\mathcal{D} \times V_{+} \times \mathbb{C}$ to the real analytic action of $\widetilde{G}$ on $\mathcal{D} \times V_{+} \times \mathbb{R}$. Let the arithmetic subgroup $\Gamma \subset G$ and the lattice $L \subset V_{+}$be as in Section 6.1, and consider the quotient

$$
\begin{equation*}
\mathfrak{C}=\Gamma \times L \times \mathbb{Z} \backslash \mathcal{D} \times V_{+} \times \mathbb{R} \tag{7.9}
\end{equation*}
$$

of $\mathcal{D} \times V_{+} \times \mathbb{R}$ by the action of $\Gamma \times L \times \mathbb{Z} \subset \widetilde{G}$ given in (7.7). We shall identify $\mathfrak{C}$ with the quotient

$$
\Gamma \times L \backslash \mathcal{D} \times V_{+} \times(\mathbb{R} / \mathbb{Z})
$$

by using the map

$$
(z, w, u) \mapsto(z, w, \mathbf{e}[u]), \quad \mathcal{D} \times V_{+} \times \mathbb{R} \rightarrow \mathcal{D} \times V_{+} \times(\mathbb{R} / \mathbb{Z})
$$

where we identify $\mathbb{R} / \mathbb{Z}$ with the unit circle $\{z \in \mathbb{C}||z|=1\}$ in $\mathbb{C}$. Then the action of $\Gamma \times L$ on $\mathcal{D} \times V_{+} \times(\mathbb{R} / \mathbb{Z})$ is given by

$$
\begin{equation*}
(\gamma, \ell) \cdot(z, w, \lambda)=\left(\gamma z, \ell_{\gamma z}+J_{+} w, \mathcal{J}((\gamma, \ell, 0),(z, w)) \lambda\right) \tag{7.10}
\end{equation*}
$$

for all $(\gamma, \ell) \in \Gamma \times L$ and $(z, w, \lambda) \in \mathcal{D} \times V_{+} \times(\mathbb{R} / \mathbb{Z})$, and the natural projection map

$$
\mathcal{D} \times V_{+} \times(\mathbb{R} / \mathbb{Z}) \rightarrow \mathcal{D} \times V_{+}
$$

equips $\mathfrak{C}$ with the structure of a fiber bundle $\pi_{\mathcal{J}}: \mathfrak{C} \rightarrow Y$ over the Kuga fiber variety $Y=\Gamma \times L \backslash \mathcal{D} \times V_{+}$whose fiber is isomorphic to the circle $\mathbb{R} / \mathbb{Z}$. Thus $\mathfrak{C}$ is a circle bundle over $Y$. On the other hand, by composing $\pi_{\mathcal{J}}$ with $\pi: Y \rightarrow X$ we can also consider $\mathfrak{C}$ as a twisted torus bundle over the arithmetic variety $X=\Gamma \backslash \mathcal{D}$ in the sense of [72].

Let $j: G \times \mathcal{D} \rightarrow \mathbb{C}$ be an automorphy factor satisfying as usual the cocycle condition

$$
\begin{equation*}
j\left(g g^{\prime}, z\right)=j\left(g, g^{\prime} z\right) j\left(g^{\prime}, z\right) \tag{7.11}
\end{equation*}
$$

for all $z \in \mathcal{D}$ and $g, g^{\prime} \in G$. Given a function $f: \mathcal{D} \times V_{+} \rightarrow \mathbb{C}$, an element $(g, v) \in G \times V$ and a nonnegative integer $\nu$, we set

$$
\begin{align*}
&\left(\left.f\right|_{j, \nu} ^{\rho, \tau}(g, v)\right)(z, w)=j(g, z)^{-1} \mathcal{J}((g, v, 0),(z, w))^{-\nu}  \tag{7.12}\\
& \times f\left(g z, v_{g z}+J_{+} w\right) \\
&=j(g, z)^{-1} \mathbf{e}^{\nu}\left(\beta\left(v, v_{g z}\right) / 2\right. \\
&\left.+\beta\left(v, J_{1} w\right)+\beta\left(\rho(g) w, J_{1} w\right) / 2\right)  \tag{7.13}\\
& \quad \times f\left(g z, v_{\gamma z}+J_{+} w\right)
\end{align*}
$$

for all $(z, w) \in \mathcal{D} \times V_{+}$, where $\mathbf{e}^{\nu}(\cdot)=\mathbf{e}(\nu(\cdot))=e^{2 \pi i \nu(\cdot)}$ and $\mathcal{J}=\mathbf{e}\left(J_{2}\right)$ is as in (6.52).

Lemma 7.1 If $f: \mathcal{D} \times V_{+} \rightarrow \mathbb{C}$ is a function and $\nu$ is a nonnegative integer, we have

$$
\left.\left(\left.f\right|_{j, \nu} ^{\rho, \tau}(g, v)\right)\right|_{j, \nu} ^{\rho, \tau}\left(g^{\prime}, v^{\prime}\right)=\left.f\right|_{j, \nu} ^{\rho, \tau}\left((g, v)\left(g^{\prime}, v^{\prime}\right)\right)
$$

for all $(g, v),\left(g^{\prime}, v^{\prime}\right) \in G \times V$, where the product $(g, v)\left(g^{\prime}, v^{\prime}\right)$ is as in (6.3).
Proof. Using (6.46) and (7.12), we have

$$
\begin{aligned}
&\left(\left.\left(\left.f\right|_{j, \nu} ^{\rho, \tau}(g, v)\right)\right|_{j, \nu} ^{\rho, \tau}\left(g^{\prime}, v^{\prime}\right)\right)(z, w) \\
&= j\left(g^{\prime}, z\right)^{-1} \mathcal{J}\left(\left(g^{\prime}, v^{\prime}, 0\right),(z, w)\right)^{-\nu}\left(\left.f\right|_{j, \nu} ^{\rho, \tau}(g, v)\right)\left(\left(g^{\prime}, v^{\prime}, 0\right) \cdot(z, w)\right) \\
&= j\left(g^{\prime}, z\right)^{-1} j\left(g, g^{\prime} z\right)^{-1} \mathcal{J}\left(\left(g^{\prime}, v^{\prime}, 0\right),(z, w)\right)^{-\nu} \\
& \quad \times \mathcal{J}\left((g, v, 0),\left(g^{\prime}, v^{\prime}, 0\right) \cdot(z, w)\right)^{-\nu} f\left((g, v, 0)\left(g^{\prime}, v^{\prime}, 0\right) \cdot(z, w)\right)
\end{aligned}
$$

for all $(z, w) \in \mathcal{D} \times V_{+}$, which can be shown to be equal to

$$
\left(\left.f\right|_{j, \nu} ^{\rho, \tau}\left((g, v)\left(g^{\prime}, v^{\prime}\right)\right)\right)(z, w)
$$

by using the cocycle conditions for $\mathcal{J}$ and $j$ in (6.53) and (7.11), respectively.

Definition 7.2 A holomorphic function $f: \mathcal{D} \times V_{+} \rightarrow \mathbb{C}$ is a Jacobi form of weight $j$ and index $\nu$ for $(\Gamma, L, \rho, \tau)$ if it satisfies

$$
\begin{equation*}
\left.f\right|_{j, \nu} ^{\rho, \tau}(\gamma, \ell)=f \tag{7.14}
\end{equation*}
$$

for all $\gamma \in \Gamma$ and $\ell \in L$.
Given $(z, w, \zeta) \in \mathcal{D} \times V_{+} \times \mathbb{C}$ and $(g, v) \in G \times V$, we set

$$
\begin{align*}
(g, v) \cdot(z, w, \zeta) & =((g, v) \cdot(z, w), j(g, z) \zeta)  \tag{7.15}\\
& =\left(g z, v_{g z}+J_{+} w, j(g, z) \zeta\right)
\end{align*}
$$

where we used (6.20) and (7.8). The next lemma show that the operation (7.15) defines an action of $G \times V$ on $\mathcal{D} \times V_{+} \times \mathbb{C}$.

Lemma 7.3 The operation (7.15) satisfies

$$
(g, v) \cdot\left(\left(g^{\prime}, v^{\prime}\right) \cdot(z, w, \zeta)\right)=\left((g, v)\left(g^{\prime}, v^{\prime}\right)\right) \cdot(z, w, \zeta)
$$

for all $(g, v),\left(g^{\prime}, v^{\prime}\right) \in G \times V$ and $(z, w, \zeta) \in \mathcal{D} \times V_{+} \times \mathbb{C}$.
Proof. Using(7.15), we have

$$
\begin{aligned}
(g, v) \cdot\left(\left(g^{\prime}, v^{\prime}\right) \cdot(z, w, \zeta)\right) & =(g, v) \cdot\left(\left(g^{\prime}, v^{\prime}\right) \cdot(z, w), j\left(g^{\prime}, z\right) \zeta\right) \\
& =\left((g, v) \cdot\left(\left(g^{\prime}, v^{\prime}\right) \cdot(z, w)\right), j\left(g, g^{\prime} z\right) j\left(g^{\prime}, z\right) \zeta\right) \\
& =\left(\left((g, v)\left(g^{\prime}, v^{\prime}\right)\right) \cdot(z, w), j\left(g g^{\prime}, z\right) \zeta\right) \\
& =\left((g, v)\left(g^{\prime}, v^{\prime}\right)\right) \cdot(z, w, \zeta)
\end{aligned}
$$

where we used the cocycle condition (7.11) for $j$.

We consider the action of the subgroup $\Gamma \times L \subset G \times V$ on the space $\mathcal{D} \times V_{+} \times \mathbb{C}$ given by (7.15), and denote the corresponding quotient by

$$
\begin{equation*}
\mathfrak{B}=\Gamma \times L \backslash \mathcal{D} \times V_{+} \times \mathbb{C} \tag{7.16}
\end{equation*}
$$

Then, as in the case of the bundle $\mathfrak{C}$ in (7.9), the natural projection map

$$
\mathcal{D} \times V_{+} \times \mathbb{C} \rightarrow \mathcal{D} \times V_{+}
$$

induces a map $\pi_{\mathfrak{B}}: \mathfrak{B} \rightarrow Y$, which has the structure of a line bundle over the Kuga fiber variety $Y$.

We now extend the action of $\Gamma \times L$ on $\mathcal{D} \times V_{+} \times(\mathbb{R} / \mathbb{Z})$ given by (7.10) to the one on $\mathcal{D} \times V_{+} \times \mathbb{C}$ by using

$$
\begin{equation*}
(\gamma, \ell) \cdot(z, w, \zeta)=\left(\gamma z, \ell_{\gamma z}+J_{+} w, \mathcal{J}((\gamma, \ell, 0),(z, w)) \zeta\right) \tag{7.17}
\end{equation*}
$$

for all $(\gamma, \ell) \in \Gamma \times L$ and $(z, w, \zeta) \in \mathcal{D} \times V_{+} \times(\mathbb{R} / \mathbb{Z})$. We denote the corresponding quotient by

$$
\begin{equation*}
\widehat{\mathfrak{C}}=\Gamma \times L \backslash \mathcal{D} \times V_{+} \times \mathbb{C} . \tag{7.18}
\end{equation*}
$$

Then the construction similar to the case of $\mathfrak{B}$ or $\mathfrak{C}$ provides $\widehat{\mathfrak{C}}$ with the structure of a line bundle over $Y$, and there is a natural embedding $\mathfrak{C} \hookrightarrow \widetilde{\mathfrak{C}}$ of the circle bundle $\mathfrak{C}$ in (7.9) into the line bundle $\widetilde{\mathfrak{C}}$ over $Y$.

Theorem 7.4 Let $\mathfrak{B}$ and $\widehat{\mathfrak{C}}$ be the bundles over the Kuga fiber variety $Y=$ $\Gamma \times L \backslash \mathcal{D} \times V_{+}$given by (7.16) and (7.18), respectively. Then the space of Jacobi forms of weight $j$ and index $\nu$ for $(\Gamma, L, \rho, \tau)$ is isomorphic to the space

$$
\Gamma_{0}\left(Y, \mathfrak{B} \otimes \widehat{\mathfrak{C}}^{\otimes \nu}\right)
$$

of sections of the bundle $\mathfrak{B} \otimes \widehat{\mathfrak{C}}^{\otimes \nu}$ over $Y$.
Proof. From (7.15) and (7.17) it follows that the bundle $\mathfrak{B} \otimes \widehat{\mathfrak{C}}^{\otimes \nu}$ over $Y$ can be regarded as the quotient

$$
\mathfrak{B} \otimes \widehat{\mathfrak{C}}^{\otimes \nu}=\Gamma \times L \backslash \mathcal{D} \times V_{+} \times \mathbb{C}
$$

with respect to the action of $\Gamma \times L$ on $\mathcal{D} \times V_{+} \times \mathbb{C}$ given by

$$
\begin{aligned}
(\gamma, \ell) \cdot & (z, w, \zeta) \\
& =\left(\gamma z, \ell_{\gamma z}+J_{+} w, j(\gamma, z) \mathcal{J}((\gamma, \ell, 0),(z, w))^{\nu} \zeta\right)
\end{aligned}
$$

Let $s: Y \rightarrow \mathfrak{B} \otimes \widehat{\mathfrak{C}}^{\otimes \nu}$ be an element of $\boldsymbol{\Gamma}_{0}\left(Y, \mathfrak{B} \otimes \widehat{\mathfrak{C}}^{\otimes \nu}\right)$. Then for $(z, w) \in$ $\mathcal{D} \times V_{+}$we have

$$
s([(z, w)])=\left[\left(z, w, \zeta_{(z, w)}\right)\right]
$$

for some $\zeta_{(z, w)} \in \mathbb{R} / \mathbb{Z}$, where $[(\cdot)]$ denotes the appropriate coset corresponding to the element $(\cdot)$. We define the holomorphic function $f_{s}: \mathcal{D} \times V_{+} \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
f_{s}(z, w)=\zeta_{(z, w)} \tag{7.19}
\end{equation*}
$$

for all $(z, w) \in \mathcal{D} \times V_{+}$. For each $(\gamma, \ell) \in \Gamma \times L$, using the actions of $\Gamma \times L$ given in (7.10) and (7.15), we have

$$
\begin{aligned}
s([(z, w)])= & s\left(\left[\left(\gamma z, \ell_{\gamma z}+J_{+} w\right)\right]\right) \\
= & {\left[\left(\gamma z, \ell_{\gamma z}+J_{+} w, \zeta_{\left(\gamma z, \ell_{\gamma z}+J_{+} w\right)}\right)\right] } \\
= & {\left[(\gamma, \ell)^{-1}\left(\gamma z, \ell_{\gamma z}+J_{+} w, \zeta_{\left(\gamma z, \ell_{\gamma z}+J_{+} w\right)}\right)\right] } \\
= & {[(z, w, j(\gamma, z)} \\
& \left.\left.\quad \quad \times \mathcal{J}((\gamma, \ell, 0),(z, w))^{-\nu} \zeta_{\left(\gamma z, \ell_{\gamma z}+J_{+} w\right)}\right)\right],
\end{aligned}
$$

where by (6.52),

$$
\begin{align*}
\mathcal{J}((\gamma, \ell, 0),(z, w)) & =\mathbf{e}\left[J_{2}((\gamma, \ell, 0),(z, w))\right]  \tag{7.20}\\
= & \mathbf{e}\left[\beta\left(\ell, \ell_{\gamma z}\right) / 2+\beta\left(\ell, J_{1} w\right)\right.  \tag{7.21}\\
& \left.\quad+\beta\left(\rho(\gamma) w, J_{1} w\right) / 2\right] .
\end{align*}
$$

Therefore we obtain

$$
f_{s}(z, w)=j(\gamma, z)^{-1} \mathcal{J}((\gamma, \ell, 0),(z, w))^{-\nu} f_{s}\left(\gamma z, \ell_{\gamma z}+J_{+} w\right) .
$$

Hence by (7.12) the function $f_{s}$ satisfies the transformation formula (7.14) for a Jacobi form of weight $j$ and index $\nu$ for $(\Gamma, L, \rho, \tau)$. On the other hand, suppose that $f: \mathcal{D} \times V_{+} \rightarrow \mathbb{C}$ is a holomorphic function satisfying the condition (7.14). We define the map $s_{f}: Y \rightarrow \mathfrak{B} \otimes \widehat{\mathfrak{C}}^{\otimes \nu}$ by

$$
\begin{equation*}
s_{f}([(z, w)])=[(z, w, f(z, w))] \tag{7.22}
\end{equation*}
$$

for $(z, w) \in \mathcal{D} \times V_{+}$. Then this map is well-defined because, for each $(\gamma, \ell) \in$ $\Gamma \times L$, we have

$$
\begin{aligned}
s_{f}([(\gamma, \ell)(z, w)])= & s_{f}\left(\left[\left(\gamma z, \ell_{\gamma z}+J_{+} w\right)\right]\right) \\
= & {\left[\left(\gamma z, \ell_{\gamma z}+J_{+} w, f\left(\gamma z, \ell_{\gamma z}+J_{+} w\right)\right)\right] } \\
= & {\left[\left(\gamma z, \ell_{\gamma z}+J_{+} w, j(\gamma, z)\right.\right.} \\
& \left.\quad \times \mathcal{J}((\gamma, \ell, 0),(z, w))^{\nu} f(z, w)\right] \\
& =[(\gamma, \ell)((z, w, f(z, w))]=[(z, w, f(z, w))],
\end{aligned}
$$

which is equal to $s_{f}([(z, w)])$ in $(7.1)$; hence $s_{f}$ is a section of $\mathfrak{B} \otimes \widehat{\mathfrak{C}}^{\otimes \nu}$. We see easily that the holomorphic function $f_{s_{f}}$ defined as in (7.19) coincides with $f$, and therefore the proof of the theorem is complete.

Remark 7.5 When the Hermitian symmetric domain $\mathcal{D}$ is the Poincaré upper half plane or a Siegel upper half space and if $\rho$ and $\tau$ are identity maps, the interpretation of Jacobi forms as sections of a line bundle in a way similar to the result in Theorem 7.4 was investigated by Kramer and Runge. In
[57] Kramer identified Jacobi forms on the Poincaré upper half plane with sections of a line bundle on an elliptic modular surface. He also proved the vanishing of the first cohomology of the elliptic modular surface with coefficients in that bundle and used it to derive a formula for the dimension of the space of Jacobi forms. The correspondence between Jacobi forms on a Siegel upper half space and section of a line bundle over a family of abelian varieties parametrized by a Siegel modular variety was studied by Kramer in [58] and Runge in [105]. They also considered the extension of such a line bundle over a compactification of the family of abelian varieties.

Example 7.6 Let the automorphy factor $j_{H}^{-1}: G \times \mathcal{D} \rightarrow \mathbb{C}$ be defined by

$$
j_{H}^{-1}(g, z)=j_{H}(g, z)^{-1}=\operatorname{det}\left[\operatorname{ad}_{\mathfrak{p}_{+}}(J(g, z))\right]
$$

for all $(g, z) \in G \times \mathcal{D}$, where $j_{H}$ is as in (6.55) and $J$ is the canonical automorphy factor for $G$. Then Jacobi forms of weight $j_{H}^{-1}$ and index $\nu$ for $(\Gamma, L, \rho, \tau)$ can be used to construct a projective embedding of a Kuga fiber variety (see Theorem 6.28).

Example 7.7 Given a nonnegative integer $\mu$ and elements $z \in \mathcal{D}$ and $g \in G$ with $\rho(g)=\left(\begin{array}{ll}A_{\rho} & B_{\rho} \\ C_{\rho} & D_{\rho}\end{array}\right) \in S p(V, \beta)$, we set

$$
J_{\mu}(g, z)=\operatorname{det}\left(C_{\rho} \tau(z)+D_{\rho}\right)^{\mu}
$$

Then this formula determines an automorphy factor $J_{\mu}: G \times \mathcal{D} \rightarrow \mathbb{C}$. Jacobi forms of weight $J_{\mu}$ and index $\nu$ for $(\Gamma, L, \rho, \tau)$ were considered in [86].

Example 7.8 Let $W$ be a real vector space of dimension $\nu>2$ defined over $\mathbb{Q}$, and let $S$ be a nondegenerate symmetric bilinear form on $W$ of signature $(2, \nu-2)$. We consider the associated spin group $G=\operatorname{Spin}(W, S)$, which is a semisimple Lie group of Hermitian type. Then, as was described in Example 6.1, there is a homomorphism $\rho: \operatorname{Spin}(W, S) \rightarrow S p\left(2^{\nu}, \mathbb{R}\right)$, which induces an equivariant holomorphic map $\tau: \mathcal{D} \rightarrow \mathcal{H}_{2^{\nu}}$ of the symmetric domain $\mathcal{D}$ associated to $G$ into the Siegel upper half space $\mathcal{H}_{2^{\nu}}$. Thus we obtain Jacobi form on the symmetric domain associated to spin groups of type $(2, n)$, and such Jacobi forms were studied recently in connection with a number of topics (see for example [12] and [26]).

### 7.2 Fock Representations

Let $\widetilde{G}=G \times V \times \mathbb{R}$ be as in Section 6.2. Then the multiplication operation (6.33) restricted to the subgroup $\{1\} \times V \times \mathbb{R} \cong V \times \mathbb{R}$ of $\widetilde{G}$ is the usual multiplication operation on the Heisenberg group $V \times \mathbb{R}$. Classically a Fock representation of such a Heisenberg group is a representation in a Hilbert space of certain functions on $V_{\mathbb{C}}$ associated to a point in the corresponding

Siegel upper half space (see [107]). In this section we construct similar representations of such a Heisenberg group in Hilbert spaces associated to points in the Hermitian symmetric domain $\mathcal{D}$ by using automorphy factors associated to Jacobi forms discussed earlier in this chapter.

Throughout this section we shall adopt various notations used in Section 6.2. In particular, $\widetilde{\kappa}(\cdot, \cdot)$ the the canonical kernel function for the group $\widetilde{G}=$ $G \times V \times \mathbb{R}$ given in (6.38). Thus we have

$$
\widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)=\widetilde{J}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)^{-1}
$$

for $(z, w),\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}}=\mathcal{D} \times V_{+}$. Since $\widetilde{J}=\left(J_{1}, 0, J_{2}\right) \in \widetilde{K}_{\mathbb{C}}$, by restricting $\widetilde{\kappa}$ to $\mathcal{D} \times \mathcal{D}$ we have

$$
\begin{aligned}
& \widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right) \\
& \left.\quad=\left(J_{1}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)\right)^{-1}, 0, J_{2}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)\right)^{-1} \\
& \left.\quad=\left(J_{1}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)\right)^{-1}, 0,-J_{2}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)\right) .
\end{aligned}
$$

Using (6.37), we obtain

$$
\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1}=\left(\exp \bar{z}^{\prime}, \bar{w}^{\prime}, 0\right)^{-1}=\left(\left(\exp \bar{z}^{\prime}\right)^{-1},-\bar{w}^{\prime}, 0\right)\right.
$$

and hence we see that

$$
\left.J_{1}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)\right)^{-1}=J\left(\left(\exp \bar{z}^{\prime}\right)^{-1}, z\right)^{-1}=\kappa\left(z, z^{\prime}\right)
$$

where $J$ and $\kappa$ are the canonical automorphy factor and the canonical kernel function for the group $G$ given in (6.27) and (6.29), respectively. Thus we obtain

$$
\widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)=\left(\kappa\left(z, z^{\prime}\right), 0, \kappa_{2}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)\right),
$$

where

$$
\begin{align*}
& \kappa_{2}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)=-J_{2}\left(\left(\exp \overline{\left(z^{\prime}, w^{\prime}\right)}\right)^{-1},(z, w)\right)  \tag{7.23}\\
& =\beta\left(\bar{w}^{\prime}, \rho\left(\kappa_{1}\left(z, z^{\prime}\right)\right)^{-1} \tau(z) \bar{w}^{\prime}\right) / 2 \\
& \quad+\beta\left(\bar{w}^{\prime}, \rho\left(\kappa_{1}\left(z, z^{\prime}\right)\right)^{-1} w\right) \\
& \quad+\beta\left(\overline{\tau\left(z^{\prime}\right)} w, \rho\left(\kappa_{1}\left(z, z^{\prime}\right)\right)^{-1} w\right) / 2 .
\end{align*}
$$

We set

$$
\begin{equation*}
\mathfrak{K}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)=\mathbf{e}\left[\kappa_{2}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)\right] \tag{7.24}
\end{equation*}
$$

for $(z, w),\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}}$.
Proposition 7.9 Let $\mathcal{J}=\mathbf{e}\left[J_{2}\right]$ be as in (6.52). Then we have

$$
\begin{gather*}
\mathfrak{K}\left(\left(z^{\prime}, w^{\prime}\right),(z, w)\right)=\overline{\mathfrak{K}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)},  \tag{7.25}\\
\mathfrak{K}\left(\widetilde{g}(z, w), \widetilde{g}\left(z^{\prime}, w^{\prime}\right)\right)=\mathcal{J}(\widetilde{g},(z, w)) \mathfrak{K}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right) \overline{\mathcal{J}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right)} \tag{7.26}
\end{gather*}
$$

for all $(z, w),\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}}$ and $\widetilde{g} \in \widetilde{G}$.

Proof．Let $(z, w),\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}}$ and $\widetilde{g} \in \widetilde{G}$ ．Then by Lemma 6.9 the canonical kernel function $\widetilde{\kappa}(\cdot, \cdot)$ satisfies the relations

$$
\left.\begin{array}{rl}
\widetilde{\kappa}\left(\left(z^{\prime}, w^{\prime}\right),(z, w)\right) & ={\overline{\widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)}}^{-1} \\
& =\left(\overline{\kappa\left(z, z^{\prime}\right)}-1,0,-\overline{\kappa ⿱} 口 一\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)\right.
\end{array}\right), ~ \begin{aligned}
& \widetilde{\kappa}\left(\widetilde{g}(z, w), \widetilde{g}\left(z^{\prime}, w^{\prime}\right)\right)= \widetilde{J}(\widetilde{g},(z, w)) \widetilde{\kappa}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right) \overline{\widetilde{J}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right)}-1 \\
&=\left(J(g, z), 0, J_{2}(\widetilde{g},(z, w))\left(\kappa\left(z, z^{\prime}\right), 0, \kappa_{2}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)\right)\right. \\
& \times\left(\overline{J\left(g, z^{\prime}\right)}-1,0,-\overline{J_{2}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right)}\right) \\
&=\left(\kappa_{1}^{\prime}, 0, \kappa_{2}^{\prime}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \kappa_{1}^{\prime}=J(g, z) \kappa\left(z, z^{\prime}\right) \overline{J\left(g, z^{\prime}\right)^{-1}} \\
& \kappa_{2}^{\prime}=J_{2}(\widetilde{g},(z, w))+\kappa_{2}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)-\overline{J_{2}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right)}
\end{aligned}
$$

In particular，we obtain

$$
\begin{gathered}
\kappa_{2}\left(\left(z^{\prime}, w^{\prime}\right),(z, w)\right)=-\overline{\kappa_{2}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)}, \\
\kappa_{2}\left(\widetilde{g}(z, w), \widetilde{g}\left(z^{\prime}, w^{\prime}\right)\right)=J_{2}(\widetilde{g},(z, w))+\kappa_{2}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)-\overline{J_{2}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right)} .
\end{gathered}
$$

Thus it follows that

$$
\begin{aligned}
& \mathfrak{K}\left(\left(z^{\prime}, w^{\prime}\right),(z, w)\right)=\mathbf{e}\left[-\overline{\kappa_{2}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)}\right]=\overline{\mathfrak{K}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)}, \\
& \mathfrak{K}\left(\widetilde{g}(z, w), \widetilde{g}\left(z^{\prime}, w^{\prime}\right)\right)=\mathbf{e}\left[J_{2}(\widetilde{g},(z, w))\right] \mathbf{e}\left[\kappa_{2}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)\right] \mathbf{e}\left[-\overline{J_{2}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right)}\right] \\
&=\mathcal{J}(\widetilde{g},(z, w)) \mathfrak{K}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right) \overline{\mathcal{J}\left(\widetilde{g},\left(z^{\prime}, w^{\prime}\right)\right)} ;
\end{aligned}
$$

hence the proof of the proposition is complete．
Lemma 7．10 Let $\mathfrak{L}\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)$ be a $\mathbb{C}$－valued function on $\widetilde{\mathcal{D}} \times \widetilde{\mathcal{D}}$ that is holomorphic in $(z, w)$ and satisfies（7．25）and（7．26）．Then $\mathfrak{L}$ is a constant multiple of $\mathfrak{K}$ ．

Proof．For $\widetilde{z}=(z, w), \widetilde{z}^{\prime}=\left(z^{\prime}, w^{\prime}\right) \in \widetilde{\mathcal{D}}$ we set

$$
\eta\left(\widetilde{z}, \widetilde{z}^{\prime}\right)=\mathfrak{L}\left(\widetilde{z}, \widetilde{z}^{\prime}\right) \mathfrak{K}\left(\widetilde{z}, \widetilde{z}^{\prime}\right)^{-1}
$$

Then，using（7．26），we obtain $\eta\left(\widetilde{g} \widetilde{z}, \widetilde{g} \widetilde{z}^{\prime}\right)=\eta\left(\widetilde{z}, \widetilde{z}^{\prime}\right)$ for all $\widetilde{g} \in \widetilde{G}$ ．Thus，if $\widetilde{z}_{0} \in \widetilde{\mathcal{D}}$ is a base point，then we have

$$
\eta\left(\widetilde{g} \widetilde{z}_{0}, \widetilde{z}_{0}\right)=\eta\left(\widetilde{z}_{0}, \widetilde{g}^{-1} \widetilde{z}_{0}\right)
$$

for all $\widetilde{g} \in \widetilde{G}$. Since $\eta\left(\widetilde{z}, \widetilde{z}^{\prime}\right)$ is holomorphic in $\widetilde{z}$, by (7.25) it is antiholomorphic in $\widetilde{z}^{\prime}$. Therefore, using the fact that $\widetilde{G}$ acts on $\widetilde{\mathcal{D}}$ transitively, we see that

$$
\eta\left(\widetilde{g} \widetilde{z}_{0}, \widetilde{z}_{0}\right)=\eta\left(\widetilde{z}_{0}, \widetilde{g}^{-1} \widetilde{z}_{0}\right)=\eta\left(\widetilde{z}_{0}, \widetilde{z}_{0}\right)
$$

for all $\widetilde{g} \in \widetilde{G}$. Thus, if $\widetilde{z}, \widetilde{z}^{\prime} \in \widetilde{\mathcal{D}}$ with $\widetilde{z}^{\prime}=\widetilde{g}^{\prime} \widetilde{z}_{0}$, we obtain

$$
\eta\left(\widetilde{z}, \widetilde{z}^{\prime}\right)=\eta\left(\left(\widetilde{g}^{\prime}\right)^{-1} \widetilde{z}, \widetilde{z}_{0}\right)=\eta\left(\widetilde{z}_{0}, \widetilde{z}_{0}\right) ;
$$

hence it follows that $\mathfrak{K}\left(\widetilde{z}, \widetilde{z}^{\prime}\right)=C \mathfrak{L}\left(\widetilde{z}, \widetilde{z}^{\prime}\right)$ with $C=\eta\left(\widetilde{z}_{0}, \widetilde{z}_{0}\right)$.
Given elements $z \in \mathcal{D}$ and $w, w^{\prime} \in V_{+}$, we set

$$
\begin{equation*}
\mathfrak{K}_{z}\left(w, w^{\prime}\right)=\mathfrak{K}\left((z, w),\left(z, w^{\prime}\right)\right) \tag{7.27}
\end{equation*}
$$

For each $z \in \mathcal{D}$ we denote by $\mathcal{F}_{z}$ the space of holomorphic functions $\phi$ on $V_{+}$ such that

$$
\begin{equation*}
\|\phi\|_{z}^{2}=\int_{V_{+}}|\phi(w)|^{2} \mathfrak{K}_{z}(w, w)^{-1} d_{z} w<\infty \tag{7.28}
\end{equation*}
$$

where $d_{z} w=\operatorname{det}(\operatorname{Im} \tau(z))^{-1} d w$. Thus $\mathcal{F}_{z}$ together with the inner product

$$
\begin{equation*}
\langle\phi, \psi\rangle_{z}=\int_{V_{+}} \phi(w) \overline{\psi(w)} \mathfrak{K}_{z}(w, w)^{-1} d_{z} w \tag{7.29}
\end{equation*}
$$

is a Hilbert space.
For $\widetilde{g}=(g, v, t) \in \widetilde{G}$ and $\phi \in \mathcal{F}_{g z}$, we set

$$
\left(T^{g z}\left(\widetilde{g}^{-1}\right) \phi\right)(w)=\mathcal{J}(\widetilde{g},(z, w))^{-1} \phi\left(\operatorname{pr}_{2}((\widetilde{g}(z, w)))\right.
$$

for all $(z, w) \in \mathcal{D} \times V_{+}$, where $\operatorname{pr}_{2}: \mathcal{D} \times V_{+} \rightarrow V_{+}$is the natural projection map onto $V_{+}$; hence we have

$$
\begin{aligned}
\operatorname{pr}_{2}((\widetilde{g}(z, w))) & =\operatorname{pr}_{2}\left(g z, v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w\right) \\
& =v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w
\end{aligned}
$$

where we used (6.47).
Lemma 7.11 For $\widetilde{g}=(g, v, t) \in \widetilde{G}$ and $\phi \in \mathcal{F}_{g z}$, we have $T^{g z}\left(\widetilde{g}^{-1}\right) \phi \in \mathcal{F}_{z}$ and

$$
\left\|T^{g z}\left(\widetilde{g}^{-1}\right) \phi\right\|_{z}=\|\phi\|_{g z}
$$

for all $z \in \mathcal{D}$.
Proof. Let $z \in \mathcal{D}, \widetilde{g}=(g, v, t) \in \widetilde{G}$ and $\phi \in \mathcal{F}_{g(z)}$. Then we have

$$
\begin{aligned}
\| T^{g z} & \left(\widetilde{g}^{-1}\right) \phi \|_{z}^{2} \\
& =\int_{V_{+}}\left|T^{g z}\left(\widetilde{g}^{-1}\right) \phi(w)\right|^{2} \mathfrak{K}_{z}(w, w)^{-1} d_{z} w \\
& =\int_{V_{+}}\left|\mathcal{J}(\widetilde{g},(z, w))^{-1} \phi\left(v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w\right)\right|^{2} \mathfrak{K}_{z}(w, w)^{-1} d_{z} w
\end{aligned}
$$

However, by Proposition 7.9, we have

$$
\begin{aligned}
\mathfrak{K}_{g z}\left(v_{g z}\right. & \left.+J_{+}^{S}(\rho(g), \tau(z)) w, v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w\right) \\
& =\mathcal{J}(\widetilde{g},(z, w)) \mathfrak{K}_{z}(w, w) \overline{\mathcal{J}(\widetilde{g},(z, w))} \\
& =|\mathcal{J}(\widetilde{g},(z, w))|^{2} \mathfrak{K}_{z}(w, w) .
\end{aligned}
$$

Furthermore, we have

$$
\begin{aligned}
d_{g z}\left(v_{g z}\right. & \left.+J_{+}^{S}(\rho(g), \tau(z)) w\right) \\
& =\operatorname{det}(\operatorname{Im} \tau(g z))^{-1} d\left(v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w\right) \\
& =\left|J_{+}^{S}(\rho(g), \tau(z))\right|^{2} \operatorname{det}(\tau(z))^{-1} d\left(v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w\right)
\end{aligned}
$$

noting that $J_{+}^{S}$ is the restriction of the canonical automorphy factor of $S p(V, \beta)$ to $V_{+}$as in (6.31). However, we have

$$
d\left(v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w\right)=\left|J_{+}^{S}(\rho(g), \tau(z))\right|^{-2}
$$

which implies that $d_{g z}\left(v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w\right)=d_{z} w$. Hence we have

$$
\begin{aligned}
&\left\|T^{g z}\left(\widetilde{g}^{-1}\right) \phi\right\|_{z}^{2}= \int_{V_{+}}\left|\phi\left(v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w\right)\right|^{2} \\
& \times \mathfrak{K}_{g z}\left(v_{g z}+\right. \\
&\left.\quad J_{+}^{S}(\rho(g), \tau(z)) w, v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w\right)^{-1} \\
& \times d_{g z}\left(v_{g z}+J_{+}^{S}(\rho(g), \tau(z)) w\right)
\end{aligned} \quad \begin{aligned}
& =\int_{V_{+}}|\phi(w)|^{2} \mathfrak{K}_{g z}(w, w) d_{g z} w=\|\phi\|_{g z}^{2}
\end{aligned}
$$

and therefore the lemma follows.
By Lemma 7.11 we see that $T^{g z}\left(\widetilde{g}^{-1}\right)$ is an isometry of $\mathcal{F}_{g z}$ into $\mathcal{F}_{z}$, and therefore it follows that $T^{z}(\widetilde{g})$ is an isometry of $\mathcal{F}_{z}$ into $\mathcal{F}_{g z}$, and for $\phi \in \mathcal{F}_{z}$ we have

$$
\begin{align*}
\left(T^{z}(\widetilde{g}) \phi\right)(w) & =\left(T^{g^{-1}(g z)}(\widetilde{g}) \phi\right)(w)  \tag{7.30}\\
& =\mathcal{J}\left(\widetilde{g}^{-1},(g z, w)\right)^{-1} \phi\left(\operatorname{pr}_{2}\left(\widetilde{g}^{-1}(g z, w)\right)\right)
\end{align*}
$$

for all $\widetilde{z} \in \mathcal{D}$ and $w \in V_{+}$.
Proposition 7.12 For $\widetilde{g}=(g, v, t), \widetilde{g}^{\prime}=\left(g^{\prime}, v^{\prime}, t^{\prime}\right) \in \widetilde{G}$ and $\phi \in \mathcal{F}_{g(z)}$, we have

$$
T^{g^{\prime} z}(\widetilde{g}) \circ T^{z}\left(\widetilde{g}^{\prime}\right)=T^{z}\left(\widetilde{g} \widetilde{g}^{\prime}\right)
$$

for all $z \in \mathcal{D}$.

Proof. Let $\widetilde{g}=(g, v, t), \widetilde{g}^{\prime}=\left(g^{\prime}, v^{\prime}, t^{\prime}\right) \in \widetilde{G},(z, w) \in \widetilde{\mathcal{D}}=\mathcal{D} \times V_{+}$and $\phi \in \mathcal{F}_{g(z)}$. Then from (7.30) we obtain

$$
\left(T^{z}\left(\widetilde{g}^{\prime}\right) \phi\right)(w)=\mathcal{J}\left(\widetilde{g}^{\prime-1},\left(g^{\prime} z, w\right)\right)^{-1} \phi\left(\operatorname{pr}_{2}\left(\widetilde{g}^{\prime-1}\left(g^{\prime} z, w\right)\right)\right)
$$

Applying (7.30) once again, we see that

$$
\left.\begin{array}{l}
\left(T^{g^{\prime} z}(\widetilde{g}) \circ T^{z}\left(\widetilde{g}^{\prime}\right)(\phi)\right)(w)=\mathcal{J}\left(\widetilde{g}^{-1},\left(g g^{\prime} z, w\right)\right)^{-1} \\
\times \mathcal{J}\left(\widetilde{g}^{\prime-1},\right.
\end{array} \quad\left(g^{\prime} z, \operatorname{pr}_{2}\left(\widetilde{g}^{-1}\left(g g^{\prime} z, w\right)\right)\right)\right)^{-1} .
$$

On the other hand, we have

$$
\begin{gathered}
\left(T^{z}\left(\widetilde{g} \widetilde{g}^{\prime}\right)(\phi)\right)(w)=\mathcal{J}\left(\left(\widetilde{g} \widetilde{g}^{\prime}\right)^{-1},\left(g g^{\prime} z, w\right)\right) \phi\left(\operatorname{pr}_{2}\left(\left(\widetilde{g} \widetilde{g}^{\prime}\right)^{-1}\left(g g^{\prime} z, w\right)\right)\right) \\
=\mathcal{J}\left(\widetilde{g}^{\prime-1}, \widetilde{g}^{-1}\left(g g^{\prime} z, w\right)\right) \mathcal{J}\left(\widetilde{g}^{-1},\left(g g^{\prime} z, w\right)\right) \\
\times \phi\left(\operatorname{pr}_{2}\left(\left(\widetilde{g} \widetilde{g}^{\prime}\right)^{-1}\left(g g^{\prime} z, w\right)\right)\right) .
\end{gathered}
$$

Since we have

$$
\begin{aligned}
\widetilde{g}^{-1}\left(g g^{\prime} z, w\right) & =\left(g^{-1} g g^{\prime} z, \operatorname{pr}_{2}\left(\widetilde{g}^{-1}\left(g g^{\prime} z, w\right)\right)\right) \\
& =\left(g^{\prime} z, \operatorname{pr}_{2}\left(\widetilde{g}^{-1}\left(g g^{\prime} z, w\right)\right)\right), \\
\operatorname{pr}_{2}\left(\widetilde{g}^{\prime-1}\left(g^{\prime} z, \operatorname{pr}_{2}\left(\widetilde{g}^{-1}\left(g g^{\prime} z, w\right)\right)\right)\right) & =\operatorname{pr}_{2}\left(\left(\widetilde{g}^{\prime-1} \widetilde{g}^{-1}\left(g g^{\prime} z, w\right)\right)\right. \\
& =\operatorname{pr}_{2}\left(\left(\widetilde{g} \widetilde{g}^{\prime}\right)^{-1}\left(g g^{\prime} z, w\right)\right),
\end{aligned}
$$

it follows that

$$
\left(T^{g^{\prime} z}(\widetilde{g}) \circ T^{z}\left(\widetilde{g}^{\prime}\right)(\phi)\right)(w)=\left(T^{z}\left(\widetilde{g} \widetilde{g}^{\prime}\right)(\phi)\right)(w)
$$

and therefore the proposition follows.
Now we consider the subgroup $\{1\} \times V_{+} \times \mathbb{R}$ of $\widetilde{G}$. We shall identify this subgroup with $\widetilde{V}=V_{+} \times \mathbb{R}$. Then $\widetilde{V}$ is in fact a Heisenberg group because the restriction of the multiplication operation on $\widetilde{G}$ given by (6.33) to $\widetilde{V}$ gives us the usual multiplication operation on a Heisenberg group. For $\widetilde{u}=(u, t) \in \widetilde{V} \subset \widetilde{G}$ and $w \in V_{+}$we set

$$
\widetilde{u} w=\operatorname{pr}_{2}((\widetilde{u}(z, w))
$$

Then, using (6.47), we obtain

$$
\begin{align*}
\widetilde{u} w & =\operatorname{pr}_{2}(((1, u, t)(z, w))  \tag{7.31}\\
& =u_{1 z}+J_{+}^{S}(\rho(1), \tau(z)) w=u_{z}+w .
\end{align*}
$$

Thus for $\widetilde{g}=\widetilde{u}$ the formula (7.30) reduces to

$$
\begin{equation*}
\left(T^{z}\left(\widetilde{u}^{-1}\right) \phi\right)(w)=\mathcal{J}(\widetilde{u},(z, w))^{-1} \phi(\widetilde{u} w) \tag{7.32}
\end{equation*}
$$

for $\phi \in \mathcal{F}_{z}, z \in \mathcal{D}$ and $w \in V_{+}$, and $T^{z}\left(\widetilde{u}^{-1}\right)$ is an isometry of $\mathcal{F}_{z}$ into itself.

Lemma 7.13 For fixed $z \in \mathcal{D}$ the function $\mathfrak{K}_{z}\left(w, w^{\prime}\right)$ is holomorphic in $w$, and we have

$$
\begin{gather*}
\mathfrak{K}_{z}\left(w^{\prime}, w\right)=\overline{\mathfrak{K}_{z}\left(w, w^{\prime}\right)},  \tag{7.33}\\
\mathfrak{K}_{z}\left(\widetilde{u} w, \widetilde{u} w^{\prime}\right)=\mathcal{J}(\widetilde{u},(z, w)) \mathfrak{K}_{z}\left(w, w^{\prime}\right) \overline{\mathcal{J}\left(\widetilde{u},\left(z, w^{\prime}\right)\right)} \tag{7.34}
\end{gather*}
$$

for all $w, w^{\prime} \in V_{+}$and $\widetilde{u} \in \widetilde{V}$.
Proof. Using (7.23), (7.24) and (7.27), we have

$$
\mathfrak{K}_{z}\left(w, w^{\prime}\right)=\mathfrak{K}\left((z, w),\left(z, w^{\prime}\right)\right)=\mathbf{e}\left[\kappa_{2}\left((z, w),\left(z, w^{\prime}\right)\right)\right] .
$$

for $w, w^{\prime} \in V_{+}$, where

$$
\begin{gathered}
\kappa_{2}\left((z, w),\left(z, w^{\prime}\right)\right)=\beta\left(\bar{w}^{\prime}, \rho\left(\kappa_{1}(z, z)\right)^{-1} \tau(z) \bar{w}^{\prime}\right) / 2+\beta\left(\bar{w}^{\prime}, \rho\left(\kappa_{1}(z, z)\right)^{-1} w\right) \\
+\beta\left(\overline{\tau(z)} w, \rho\left(\kappa_{1}(z, z)\right)^{-1} w\right) / 2
\end{gathered}
$$

Thus $\kappa_{2}$ is holomorphic in $w$, and therefore $\mathfrak{K}_{z}\left(w, w^{\prime}\right)$ is holomorphic in $w$ as well. Now (7.33) and (7.34) follows from the corresponding relations in Proposition 7.9.

Lemma 7.14 Let $\Psi\left(w, w^{\prime}\right)$ is a function on $V_{+} \times V_{+}$that is holomorphic in $w$ satisfying the conditions

$$
\begin{gather*}
\Psi\left(w^{\prime}, w\right)=\overline{\Psi\left(w, w^{\prime}\right)}  \tag{7.35}\\
\Psi\left(\widetilde{u} w, \widetilde{u} w^{\prime}\right)=\mathcal{J}(\widetilde{u},(z, w)) \Psi\left(w, w^{\prime}\right) \overline{\mathcal{J}\left(\widetilde{u},\left(z, w^{\prime}\right)\right)} \tag{7.36}
\end{gather*}
$$

for all $w, w^{\prime} \in V_{+}$and $\widetilde{u} \in \widetilde{V}$. Then $\Psi$ is a constant multiple of $\mathfrak{K}_{z}$.
Proof. This follows from Lemma 7.10.
For fixed $z \in \mathcal{D}$ the map $\phi \mapsto \phi(w), \mathcal{F}_{z} \rightarrow \mathbb{C}$ is a continuous linear functional on $\mathcal{F}_{z}$, and therefore there exists an element $\xi_{w}^{z} \in \mathcal{F}_{z}$ such that

$$
\begin{equation*}
\phi(w)=\int_{V_{+}} \overline{\xi_{w}^{z}\left(w^{\prime}\right)} \phi\left(w^{\prime}\right) \mathfrak{K}_{z}\left(w^{\prime}, w^{\prime}\right)^{-1} d_{z} w^{\prime} \tag{7.37}
\end{equation*}
$$

for all $\phi \in \mathcal{F}_{z}$.
Lemma 7.15 Given $z \in \mathcal{D}$, there is a nonzero constant $C$ such that

$$
\overline{\xi_{w}^{z}\left(w^{\prime}\right)}=C \mathfrak{K}_{z}\left(w, w^{\prime}\right)
$$

for all $w, w^{\prime} \in V_{+}$.

Proof. For $z \in \mathcal{D}$ and $w, w^{\prime} \in V_{+}$we have

$$
\xi_{w^{\prime}}^{z}(w)=\int_{V_{+}} \overline{\xi_{w}^{z}(v)} \xi_{w^{\prime}}^{z}(v) \mathfrak{K}_{z}(v, v)^{-1} d_{z} v
$$

which implies that

$$
\overline{\xi_{w^{\prime}}^{z}(w)}=\int_{V_{+}} \xi_{w}^{z}(v) \overline{\xi_{w^{\prime}}^{z}(v)} \mathfrak{K}_{z}(v, v)^{-1} d_{z} v=\xi_{w}^{z}\left(w^{\prime}\right)
$$

Let $\widetilde{u}=(u, t) \in \widetilde{V} \subset \widetilde{G}$ and $\phi \in \mathcal{F}_{z}$, so that we have

$$
\left(T^{z}\left(\widetilde{u}^{-1}\right) \phi\right)(w)=\mathcal{J}(\widetilde{u},(z, w))^{-1} \phi(\widetilde{u} w)
$$

Then we see that

$$
\begin{aligned}
\int_{V_{+}} & \overline{\xi_{w}^{z}(v)} \mathcal{J}(\widetilde{u},(z, v))^{-1} \phi(\widetilde{u} v) \mathfrak{K}_{z}(v, v)^{-1} d_{z} v \\
& =\int_{V_{+}} \overline{\xi_{w}^{z}(v)}\left(T^{z}\left(\widetilde{u}^{-1}\right) \phi\right)(v) \mathfrak{K}_{z}(v, v)^{-1} d_{z} v \\
& =\mathcal{J}(\widetilde{u},(z, w))^{-1} \int_{V_{+}} \overline{\xi_{\tilde{u} w}^{z}(v)} \phi(v) \mathfrak{K}_{z}(v, v)^{-1} d_{z} v \\
& =\mathcal{J}(\widetilde{u},(z, w))^{-1} \int_{V_{+}} \overline{\xi_{\tilde{u} w}^{z}(\widetilde{u} v)} \phi(\widetilde{u} v) \mathfrak{K}_{z}(\widetilde{u} v, \widetilde{u} v)^{-1} d_{z} v .
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
& \mathcal{J}(\widetilde{u},(z, v))^{-1} \overline{\xi_{w}^{z}(v)} \mathfrak{K}_{z}(v, v)^{-1} \\
&=\mathcal{J}(\widetilde{u},(z, w))^{-1} \overline{\xi_{\widetilde{u} w}^{z}(\widetilde{u} v)} \mathfrak{K}_{z}(\widetilde{u} v, \widetilde{u} v)^{-1} \\
& \quad=\mathcal{J}(\widetilde{u},(z, w))^{-1} \overline{\xi_{\tilde{u} w}^{z}(\widetilde{u} v)} \mathcal{J}(\widetilde{u},(z, v))^{-1} \overline{\mathcal{J}(\widetilde{u},(z, v))^{-1}} \mathfrak{K}_{z}(v, v)^{-1}
\end{aligned}
$$

for $v \in V_{+}$. Hence, replacing $v$ with $w^{\prime}$, we see that

$$
\overline{\xi_{\tilde{u} w}^{z}\left(\widetilde{u} w^{\prime}\right)}=\mathcal{J}(\widetilde{u},(z, w)) \overline{\xi_{w}^{z}\left(w^{\prime}\right) \mathcal{J}\left(\widetilde{u},\left(z, w^{\prime}\right)\right)} .
$$

Now the lemma follows by applying Lemma 7.14 to the function $\left(w, w^{\prime}\right) \mapsto$ $\overline{\xi_{w}^{z}\left(w^{\prime}\right)}$.

Given an element $\widetilde{v}$ of the Heisenberg group $\widetilde{V}=V \times \mathbb{R}$, by (7.32) we obtain the isometry $T^{z}(\widetilde{v})$ of $\mathcal{F}_{z}$ into itself given by

$$
\begin{equation*}
\left(T^{z}(\widetilde{v}) \phi\right)(w)=\mathcal{J}\left(\widetilde{v}^{-1},(z, w)\right)^{-1} \phi\left(\widetilde{v}^{-1} w\right) \tag{7.38}
\end{equation*}
$$

for all $w \in V_{+}$. We now consider an operator on $\mathcal{F}_{z}$ associated to a function on $\widetilde{V}$. Let $\mathcal{L}(\widetilde{V})$ be the space of $\mathbb{C}$-valued continuous functions on $\widetilde{V}$ with compact support. For $F \in \mathcal{L}(\widetilde{V})$ we denote by $T^{z}(F)$ the operator on $\mathcal{F}_{z}$ defined by

$$
T^{z}(F) \phi=\int_{\widetilde{V}} F(\widetilde{v})\left(T^{z}(\widetilde{v}) \phi\right) d \widetilde{v}
$$

for all $\phi \in \mathcal{F}_{z}$.

Lemma 7.16 For $F \in \mathcal{L}(\widetilde{V})$ and $\phi \in \mathcal{F}_{z}$ we have

$$
\left(T^{z}(F) \phi\right)(w)=\int_{V_{+}} k_{z}\left(w, w^{\prime}\right) \phi\left(w^{\prime}\right) \mathfrak{K}_{z}\left(w^{\prime}, w^{\prime}\right)^{-1} d_{z} w^{\prime}
$$

where
for all $w, w^{\prime} \in V_{+}$.
Proof. Using (7.37) and Lemma 7.15, we have

$$
\left(T^{z}(F) \phi\right)(w)=\int_{V_{+}} \mathfrak{K}_{z}\left(w, w^{\prime}\right)\left(T^{z}(F) \phi\right)\left(w^{\prime}\right) \mathfrak{K}_{z}\left(w^{\prime}, w^{\prime}\right)^{-1} d_{z} w^{\prime}
$$

for $F \in \mathcal{L}(\widetilde{V}), w \in V_{+}$and some constant $C$. On the other hand, for $\widetilde{u} \in \widetilde{V}$ we have

$$
\begin{aligned}
\left(T^{z}(\widetilde{u}) \phi\right)(w)= & C \int_{V_{+}} \mathfrak{K}_{z}(w, v)\left(T^{z}(\widetilde{u}) \phi\right)(v) \mathfrak{K}_{z}(v, v)^{-1} d_{z} v \\
= & \left.C \int_{V_{+}} \mathfrak{K}_{z}(w, v) \mathcal{J}\left(\widetilde{u}^{-1},(z, v)\right)^{-1}\right) \phi\left(\widetilde{u}^{-1} v\right) \mathfrak{K}_{z}(v, v)^{-1} d_{z} v \\
= & \left.C \int_{V_{+}} \mathfrak{K}_{z}\left(w, \widetilde{u} w^{\prime}\right) \mathcal{J}\left(\widetilde{u}^{-1}, \widetilde{u}\left(z, w^{\prime}\right)\right)^{-1}\right) \\
& \quad \times \phi\left(w^{\prime}\right) \mathfrak{K}_{z}\left(\widetilde{u} w^{\prime}, \widetilde{u} w^{\prime}\right)^{-1} d_{z} w^{\prime} .
\end{aligned}
$$

Thus, using the relations

$$
\begin{gathered}
\left.\mathfrak{K}_{z}\left(\widetilde{u} w^{\prime}, \widetilde{u} w^{\prime}\right)^{-1}=\overline{\mathcal{J}\left(\widetilde{u},\left(z, w^{\prime}\right)\right)^{-1} \mathfrak{K}_{z}\left(w^{\prime}, \widetilde{u} w^{\prime}\right)^{-1} \mathcal{J}\left(\widetilde{u},\left(z, w^{\prime}\right)\right)^{-1}} \begin{array}{c}
\mathcal{J}\left(\widetilde{u}^{-1}, \widetilde{u}\left(z, w^{\prime}\right)\right) \mathcal{J}\left(\widetilde{u},\left(z, w^{\prime}\right)\right)=\mathcal{J}\left(\widetilde{u}^{-1} \widetilde{u},\left(z, w^{\prime}\right)\right)=1,
\end{array},={ }^{2}\right)
\end{gathered}
$$

we obtain

$$
\left(T^{z}(\widetilde{u}) \phi\right)(w)=\int_{V_{+}} \mathfrak{K}_{z}\left(w, \widetilde{u} w^{\prime}\right) \overline{\mathcal{J}\left(\widetilde{u},\left(z, w^{\prime}\right)\right)^{-1}} \mathfrak{K}_{z}\left(w^{\prime}, w^{\prime}\right)^{-1} \phi\left(w^{\prime}\right) d_{z} w^{\prime}
$$

Hence we see that

$$
\begin{aligned}
\left(T^{z}(F) \phi\right)(w)=\int_{V_{+}}\left(\int_{\widetilde{V}} F(\widetilde{u}) \overline{\mathcal{J}\left(\widetilde{u},\left(z, w^{\prime}\right)\right)^{-1}}\right. & \left.\mathfrak{K}_{z}\left(w, \widetilde{u} w^{\prime}\right) d \widetilde{u}\right) \\
& \times \phi\left(w^{\prime}\right) \mathfrak{K}_{z}\left(w^{\prime}, w^{\prime}\right)^{-1} d_{z} w^{\prime}
\end{aligned}
$$

and therefore the lemma follows.
Theorem 7.17 Let $z$ be an element of the Hermitian symmetric domain $\mathcal{D}$ and let $\widetilde{V} \subset \widetilde{G}$ be the Heisenberg group associated to the real vector space $V$ described above. Then the map $\widetilde{v} \mapsto T^{z}(\widetilde{v})$ given by (7.38) is an irreducible unitary representation of $\widetilde{V}$ on the space $\mathcal{F}_{z}$.

Proof. By Proposition 7.12, for $\widetilde{v}=(v, t), \widetilde{v}^{\prime}=\left(v^{\prime}, t^{\prime}\right) \in \widetilde{V}$, we have

$$
T^{z}(\widetilde{v}) \circ T^{z}\left(\widetilde{v}^{\prime}\right)=T^{z}\left(\widetilde{v} \widetilde{v}^{\prime}\right)
$$

for all $z \in D$. Furthermore, using Lemma 7.11, we see that $\left\|T^{z}(\widetilde{v}) \phi\right\|_{z}=\|\phi\|_{z}$ for all $z \in \mathcal{D}, \widetilde{v} \in \widetilde{V}$ and $\phi \in \mathcal{F}_{z}$. Therefore the map $\widetilde{v} \mapsto T^{z}(\widetilde{v})$ determines a unitary representation of $\widetilde{V}$ on the space $\mathcal{F}_{z}$. It remains to show that $T^{z}$ is irreducible. Using Lemma 7.16, we see that the image of $\mathcal{F}_{z}$ under $T^{z}$ is dense in the ring of Hilbert-Schmidt operators on the space $\mathcal{L}_{z}^{2}\left(V_{+}\right)$of square-integrable functions on $V_{+}$with respect to the measure

$$
d \mu=\mathfrak{K}_{z}(w, w)^{-1} d_{z} w=\mathfrak{K}_{z}(w, w)^{-1} \operatorname{det}(\operatorname{Im} \tau(z))^{-1} d w
$$

for $w \in V_{+}$. This implies that the centralizer in $\operatorname{Aut}\left(\mathcal{L}_{z}^{2}\left(V_{+}\right)\right)$of the image group of $\widetilde{V}$ under $T^{z}$ is the set $\mathbb{C}_{1}^{\times}$of complex numbers of modulus 1. Indeed, each element $\lambda$ of the centralizer commutes with every $T^{z}(\widetilde{u})$ for $\widetilde{u} \in \widetilde{V}$, and therefore with every $T^{z}(\phi)$ for $\phi \in \mathcal{F}_{z}$. By continuity $\lambda$ commutes with every element of the Hilbert space of Hilbert-Schmidt operators on $\mathcal{L}_{z}^{2}\left(V_{+}\right)$. Let $\psi_{1}, \psi_{2} \in \mathcal{L}_{z}^{2}\left(V_{+}\right)$, and let $\Xi$ be the Hilbert-Schmidt operator with kernel $k\left(w, w^{\prime}\right)=\psi_{1}(w) \overline{\psi_{2}\left(w^{\prime}\right)}$. Then we have $\Xi \lambda \psi=\lambda \Xi \psi$ for all $\psi \in L_{z}^{2}\left(V_{+}\right)$, which implies

$$
\left\langle\psi, \psi_{2}\right\rangle \lambda \psi_{1}=\left\langle\lambda \psi, \psi_{2}\right\rangle \psi_{1} .
$$

Since $\psi, \psi_{1}, \psi_{2}$ are arbitrary, it follows that $\lambda$ is a scalar; therefore the unitarity of $\lambda$ shows the claim that $\lambda \in \mathbb{C}_{1}^{\times}$. Now let $\mathcal{F}_{z}^{1}$ be a $\widetilde{V}$ invariant subspace of $\mathcal{F}_{z}$ under $T^{z}$. Since $T^{z}$ is unitary, there is an invariant subspace $\mathcal{F}_{z}^{2}$ such that $\mathcal{F}_{z}=\mathcal{F}_{z}^{1} \oplus \mathcal{F}_{z}^{1}$. If $\Lambda$ is the scalar multiplication by $\lambda_{1} \in \mathbb{C}_{1}^{\times}$on $\mathcal{F}_{z}^{1}$ and $\lambda_{2} \in \mathbb{C}_{1}^{\times}$on $\mathcal{F}_{z}^{2}$ with $\lambda_{1} \neq t_{2}$, then $\Lambda$ belongs to the centralizer of the image group of $\tilde{V}$ under $T^{z}$. Hence we have $\mathcal{F}_{z}^{2}=0$, and therefor $T^{z}$ is irreducible.

Remark 7.18 If the Hermitian symmetric domain is the Siegel upper half space $\mathcal{H}_{n}$ and if $\rho$ and $\tau$ are identity maps, the representation $T^{z}$ given in Theorem 7.17 reduces to the usual Fock representation of the Heisenberg group $\widetilde{V}$ described in [107].

### 7.3 Theta Functions

Let $(\tau, \rho)$ is the equivariant pair consisting of the homomorphism $\rho: G \rightarrow$ $S p(V, \beta)$ and the holomophic map $\tau: \mathcal{D} \rightarrow \mathcal{H}_{n}$ used for the construction of Kuga fiber varieties in Section 6.1. In this section we consider generalized theta functions on the Hermitian symmetric domain $\mathcal{D}$ which should reduce to usual theta functions on the Siegel upper half space $\mathcal{H}_{n}$ when $\rho$ and $\tau$ are identity maps. We obtain a transformation formula for such a theta
function, and show that certain types of such theta functions genenate some eigenspaces associated to the Fock representations described in Section 7.2.

We shall use the same notations as in the previous sections. Thus $V$ is a real vector space of dimension $2 n$ whose complexification is of the form $V_{\mathbb{C}}=V_{+}+V_{-}$, and the underlying real vector space of each of $V_{+}$and $V_{-}$is isomorphic to the real vector space $V$. Then there are $n$-dimensional subspaces $V_{1}$ and $V_{2}$ of $V$ and an element $\alpha \in S p(V, \beta)_{\mathbb{C}}$ such that

$$
V=V_{1} \oplus V_{2}, \quad \alpha\left(V_{1}\right)=V_{+}, \quad \alpha\left(V_{2}\right)=V_{-} .
$$

Let $L_{0}$ be a lattice in $V$ with $L=\alpha\left(L_{0}\right) \subset V_{\mathbb{C}}$ such that

$$
\begin{equation*}
\beta(L, L) \subset \mathbb{Z}, \quad L=L \cap V_{+}+L \cap V_{-} \tag{7.39}
\end{equation*}
$$

We set

$$
L_{+}=L \cap V_{+}, \quad L_{-}=L \cap V_{-}, \quad V_{0}=\alpha(V) \subset V_{\mathbb{C}}
$$

Thus each element $m \in V_{0}$ can be written in the form $m=m_{+}+m_{-} \in V_{0}$ with $m_{+}=V_{0} \cap V_{+}$and $m_{-}=V_{0} \cap V_{-}$.

Definition 7.19 The theta function associated to $m \in V_{0}$ and the equivariant pair $(\tau, \rho)$ is the function $\theta_{m}: \mathcal{D} \times V_{+} \rightarrow \mathbb{C}$ given by

$$
\begin{align*}
\theta_{m}(z, w)=\sum_{l_{-} \in L_{-}} \mathbf{e}\left(\beta \left(l_{-}+m_{-},\right.\right. & \left.\tau(z)\left(l_{-}+m_{-}\right)\right) / 2  \tag{7.40}\\
& \left.+\beta\left(l_{-}+m_{-}, w+m_{+}\right)\right)
\end{align*}
$$

for all $(z, w) \in \mathcal{D} \times V_{+}$.
Example 7.20 Let $S$ be an $r \times r$ real symmetric positive definite matrix, and let $\tau: \mathcal{H}_{k} \rightarrow \mathcal{H}_{k r}$ be the Eichler embedding (see for example [25, Section II.4]) given by $\tau(Z)=S \otimes Z$ for all $Z \in \mathcal{H}_{k}$, where $\mathcal{H}_{k}$ is regarded as the set of $k \times k$ complex symmetric matrices with positive definite imaginary part. Let $\rho: S p(k, \mathbb{R}) \rightarrow S p(k r, \mathbb{R})$ be the homomorphism given by

$$
\rho\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)=\left(\begin{array}{cc}
E \otimes A & S \otimes B \\
S^{-1} \otimes C & E \otimes D
\end{array}\right), \quad\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right) \in S p(k, \mathbb{R}),
$$

where $E$ is the $r \times r$ identity matrix. Then $(\tau, \rho)$ is an equivariant pair, and therefore (7.40) determines the associated theta function on $\mathcal{H}_{k} \times \mathbb{C}^{k r}$.

Example 7.21 Let $\mathcal{H}^{k}$ be the product of $k$ copies of the Poincaré upper half plane $\mathcal{H}$. We define the holomorphic map $\tau_{0}: \mathcal{H}^{h} \rightarrow \mathcal{H}_{k}$ and the homomorphism $\rho_{0}: S p(1, \mathbb{R})^{k} \rightarrow S p(k, \mathbb{R})$ as follows. Let $g=\left(g_{1}, \ldots, g_{k}\right)$ be an element of $\operatorname{Sp}(1, \mathbb{R})^{k}$ with $g_{i}=\left(\begin{array}{ll}a_{i} & b_{i} \\ c_{i} & d_{i}\end{array}\right) \in S p(1, \mathbb{R})$ for $1 \leq i \leq k$, and let $z=\left(z_{1}, \ldots, z_{k}\right) \in \mathcal{H}^{k}$. Then we set

$$
\tau_{0}(z)=z^{*}, \quad \rho_{0}(g)=\left(\begin{array}{ll}
a^{*} & b^{*} \\
c^{*} & d^{*}
\end{array}\right)
$$

where $z^{*}=\operatorname{diag}\left(z_{1}, \ldots, z_{k}\right)$ is the $k \times k$ diagonal matrix and similarly for $a^{*}$, $b^{*}, c^{*}$ and $d^{*}$. Let $\Xi$ be an element of $S p(k, \mathbb{R})^{k}$, and set

$$
\tau(z)=\Xi \tau_{0}(z), \quad \rho(g)=\Xi \rho_{0}(g) \Xi^{-1}
$$

for $z \in \mathcal{H}^{k}$ and $g \in S p(k, \mathbb{R})^{k}$. Then $(\tau, \rho)$ is an equivariant pair, and (7.40) determines the associated theta function on $\mathcal{H}^{k}$. Such a function can be shown to be a Hilbert modular form under certain conditions if the results in [35] is used.

Lemma 7.22 Let $r=r_{+}+r_{-}$be an element of $L$ with $r_{+} \in L_{+}$and $r_{-} \in L_{-}$. Then we have

$$
\begin{aligned}
\theta_{m}(z, w & \left.+r_{+}+\tau(z) r_{-}\right) \\
& =\mathbf{e}\left[-\beta\left(r_{-}, \tau(z) r_{-}\right) / 2-\beta\left(r_{-}, w+m_{+}\right)\right] \theta_{m+r}(z, w)
\end{aligned}
$$

for all $(z, w) \in \mathcal{D} \times V_{+}$.
Proof. Given $(z, w) \in \mathcal{D} \times V_{+}$, we have

$$
\begin{aligned}
& \beta\left(l_{-}+m_{-}, \tau(z)\left(l_{-}+m_{-}\right)\right) / 2+\beta\left(l_{-}+m_{-}, w+r_{+}+\tau(z) r_{-}+m_{+}\right) \\
& =\beta\left(l_{-}+m_{-}+r_{-}, \tau(z)\left(l_{-}+m_{-}+r_{-}\right)\right) / 2 \\
& \quad-\beta\left(r_{-}, \tau(z)\left(l_{-}+m_{-}\right)\right) / 2-\beta\left(r_{-}, \tau(z) r_{-}\right) / 2 \\
& \quad-\beta\left(l_{-}+m_{-}, \tau(z) r_{-}\right) / 2 \\
& +\beta\left(l_{-}+\right. \\
& \left.\quad m_{-}+r_{-}, w+r_{+}+m_{+}\right) \\
& \quad+\beta\left(l_{-}+m_{-}, \tau(z) r_{-}\right)-\beta\left(r_{-}, w+r_{+}+m_{+}\right) .
\end{aligned}
$$

Since the matrix representation of $\tau(z): V_{\mathbb{C}} \rightarrow V_{\mathbb{C}}$ is of the form $\left(\begin{array}{cc}0 & * \\ * & 0\end{array}\right)$ relative to the decomposition $V_{\mathbb{C}}=V_{+} \oplus V_{-}$, we have $\tau(z)^{-1}=-{ }^{t} \tau(z)=-\tau(z)$; hence we obtain

$$
\beta\left(l_{-}+m_{-}, \tau(z) r_{-}\right)=\beta\left(\tau(z)^{-1}\left(l_{-}+m_{-}\right), r_{-}\right)=-\beta\left(\tau(z)\left(l_{-}+m_{-}\right), r_{-}\right)
$$

Thus we see that

$$
\begin{aligned}
& \beta\left(l_{-}+m_{-}, \tau(z)\left(l_{-}+m_{-}\right)\right) / 2+\beta\left(l_{-}+m_{-}, w+r_{+} \tau(z) r_{-}+m_{+}\right) \\
& =\beta\left(l_{-}+m_{-}+r_{-}, \tau(z)\left(l_{-}+m_{-}+r_{-}\right)\right) / 2 \\
& \quad+\beta\left(l_{-}+m_{-}+r_{-}, w+r_{+}+m_{+}\right) \\
& \quad \quad-\beta\left(r_{-}, \tau(z) r_{-}\right) / 2-\beta\left(r_{-}, w+r_{+}+m_{+}\right)
\end{aligned}
$$

and therefore the lemma follows.
Given an element $l=l_{+}+l_{-} \in L$ with $l_{+} \in L_{+}$and $l_{-} \in L_{-}$, we set

$$
\begin{equation*}
\psi_{m}(l)=\mathbf{e}\left[\beta\left(l_{+}, l_{-}\right) / 2+\beta\left(l_{-}, m_{+}\right)+\beta\left(m_{-}, l_{+}\right)\right] . \tag{7.41}
\end{equation*}
$$

Then $\psi_{m}$ is a quasi-character of $L$ in the sense that the map

$$
l \mapsto \psi_{m}(l) \mathbf{e}\left[\beta\left(l_{+}, l_{-}\right) / 2\right]
$$

is a character of $L$. We also set $l_{z}=l_{+}-\tau(z) l_{-} \in V_{+}$for $z \in \mathcal{D}$ as in Section 6.1.

Theorem 7.23 Let $\mathcal{J}: \widetilde{G} \times \widetilde{\mathcal{D}} \rightarrow \mathbb{C}$ be the automorphy factor given by (6.52). Then the theta function $\theta_{m}$ satisfies the relation

$$
\begin{equation*}
\theta_{m}\left(z, w+l_{z}\right)=\psi_{m}(l) \mathcal{J}((1, l, 0),(z, w)) \theta_{m}(z, w) \tag{7.42}
\end{equation*}
$$

for all $(z, w) \in \widetilde{\mathcal{D}}=\mathcal{D} \times V_{+}$and $l \in L \subset V_{0}$.
Proof. Applying Lemma 7.22 for $(z, w) \in \mathcal{D} \times V_{+}$and $r=l_{+}-l_{-}$with $r_{+}=l_{+} \in L_{+}$and $r_{-}=-l_{-} \in L_{-}$, we have

$$
\theta_{m}\left(z, w+l_{z}\right)=\mathbf{e}\left[-\beta\left(l_{-}, \tau(z) l_{-}\right) / 2+\beta\left(l_{-}, w+m_{+}\right)\right] \theta_{m+r}(z, w)
$$

However, for $m+r=\left(m_{+}+l_{+}\right)+\left(m_{-}-l_{-}\right)$, we have

$$
\left.\begin{array}{rl}
\theta_{m+r}(z, w)= & \sum_{k_{-} \in L_{-}} \mathbf{e}\left[\beta\left(k_{-}+m_{-}-l_{-}, \tau(z)\left(k_{-}+m_{-}-l_{-}\right)\right) / 2\right. \\
& \left.\quad+\beta\left(k_{-}+m_{-}-l_{-}, w+m_{+}+l_{+}\right)\right]
\end{array}\right] \begin{array}{r}
\sum_{k_{-} \in L_{-}} \mathbf{e}\left[\beta\left(k_{-}+m_{-}, \tau(z)\left(k_{-}+m_{-}\right)\right) / 2\right. \\
\left.\quad+\beta\left(k_{-}+m_{-}, w+m_{+}+l_{+}\right)\right] \\
= \\
\sum_{k_{-} \in L_{-}} \mathbf{e}\left[\beta\left(k_{-}+m_{-}, \tau(z)\left(k_{-}+m_{-}\right)\right) / 2\right. \\
= \\
\quad \mathbf{e}\left[\beta\left(m_{-}, l_{+}\right)\right] \theta_{m}(z, w),
\end{array}
$$

where we used the condition $\beta(L, L) \subset \mathbb{Z}$. Thus we obtain

$$
\theta_{m}\left(z, w+l_{z}\right)=\mathbf{e}\left[-\beta\left(l_{-}, \tau(z) l_{-}\right) / 2+\beta\left(l_{-}, w+m_{+}\right)+\beta\left(m_{-}, l_{+}\right)\right] \theta_{m}(z, w)
$$

Since $\beta=0$ on $V_{+} \times V_{+}$and $V_{-} \times V_{-}$, we have

$$
\begin{aligned}
\mathcal{J}((1, l, 0),(z, w)) & =\mathbf{e}\left[\beta\left(l, l_{z}\right) / 2+\beta(l, w)\right]=\mathbf{e}\left[\beta\left(l_{-}, l_{z}\right) / 2+\beta\left(l_{-}, w\right)\right] \\
& =\mathbf{e}\left[\beta\left(l_{-}, l_{+}\right) / 2-\beta\left(l_{-}, \tau(z) l_{-}\right) / 2+\beta\left(l_{-}, w\right)\right] .
\end{aligned}
$$

Hence we see that

$$
\begin{aligned}
\psi(l) \mathcal{J}((1, l, 0),(z, w))=\mathbf{e}\left[-\beta\left(l_{-}, \tau(z) l_{-}\right)\right. & / 2+\beta\left(l_{-}, w\right) \\
& \left.+\beta\left(l_{-}, m_{+}\right)+\beta\left(m_{-}, l_{+}\right)\right]
\end{aligned}
$$

and therefore the proof of the theorem is complete.

Remark 7.24 If we set $\widetilde{u}=(1, l, 0) \in \widetilde{G}$ and $\widetilde{z}=(z, w) \in \widetilde{\mathcal{D}}$, then (7.42) can be written in the form

$$
\theta_{m}(\widetilde{u} \widetilde{z})=\mathcal{J}_{\psi}(\widetilde{u}, \widetilde{z}) \theta_{m}(\widetilde{z})
$$

where $\mathcal{J}_{\psi}:(\Gamma \times L \times\{0\}) \times\left(\mathcal{D} \times V_{+}\right) \rightarrow \mathbb{C}$ is the automorphy factor given by

$$
\mathcal{J}_{\psi}((\gamma, l, 0),(z, w))=\psi(l) \mathcal{J}((\gamma, l, 0),(z, w))
$$

for all $\gamma \in \Gamma, l \in L$ and $(z, w) \in \mathcal{D} \times V_{+}$.
Given an element $z \in \mathcal{D}$ and a quasi-character $\psi$ of $L$, we denote by $V_{\psi}^{z}$ the complex vector space consisting of all functions $f: V_{+} \rightarrow \mathbb{C}$ satisfying the relation

$$
T^{z}((1, l, 0)) f=\psi(l)^{-1} f
$$

for all $l \in L$, where $T^{z}$ is the Fock representation in Section 7.2.
Proposition 7.25 Let $z \in \mathcal{D}$, and let $f$ be an element of $V_{\psi}^{z}$ for some quasicharacter $\psi$ of $L$. Then $T_{(\gamma, 0,0)}^{z} f$ is an element of $V_{\psi}^{\gamma z}$ for all $\gamma \in G$.

Proof. Let $l \in L, \gamma \in G$ and $z \in \mathcal{D}$. Then we have

$$
(1, \gamma l, 0)(\gamma, 0,0)=(\gamma, 0,0)(1, l, 0)=(\gamma, \gamma l, 0) \in \widetilde{G}=G \times V_{0} \times \mathbb{R}
$$

Hence, using Proposition 7.12, we obtain

$$
T^{\gamma z}((\gamma, 0,0)) \circ T^{z}((1, l, 0))=T^{z}((\gamma, 0,0)) \circ T^{z}((1, l, 0))
$$

Thus for $f \in V_{\psi}^{z}$, we have

$$
\begin{aligned}
T^{\gamma z}((\gamma, 0,0))\left(T^{z}((1, l, 0)) f\right) & =T^{z}((\gamma, 0,0))\left(T^{z}((1, l, 0)) f\right) \\
& =\psi(l)^{-1}\left(T^{z}((\gamma, 0,0)) f\right)
\end{aligned}
$$

and therefore we see that $T^{z}((1, l, 0)) f \in V_{\psi}^{\gamma z}$.
Given $z \in \mathcal{D}$ and $m \in V_{0}$ we define the function $\theta_{m}^{z}: V_{+} \rightarrow \mathbb{C}$ by

$$
\theta_{m}^{z}(w)=\theta_{m}(z, w)
$$

for all $w \in V_{+}$.
Proposition 7.26 Let $z \in \mathcal{D}$, and set $\widehat{l}=(1, l, 0) \in \widetilde{G}$ for $l \in L$. Let $\left.T^{z} \widehat{l}\right)$ be the associated operator on $\mathcal{F}_{z}$ given by (7.38), and let $\psi_{m}$ be the quasicharacter associated to $m \in V_{0}$ in (7.41). Then the function $\theta_{m}^{z}$ is an element of $V_{\psi_{m}}^{z}$

Proof. Given $z \in \mathcal{D}, m \in V_{0}, \widehat{l}=(1, l, 0) \in \widetilde{G}$ and $w \in V_{\mathbb{C}}$, we have

$$
\left(T^{z}(\widehat{l})\left(\theta_{m}^{z}\right)\right)(w)=\mathcal{J}\left(\hat{l}^{-1},(z, w)\right)^{-1} \theta_{m}^{z}\left(\left(\widehat{l}^{-1}(z, w)\right)_{w}\right)
$$

However, we have

$$
\hat{l}^{-1}(z, w)=(1,-l, 0)(z, w)=\left(z, w-l_{z}\right)
$$

hence we obtain $\left(\hat{l}^{-1}(z, w)\right)_{w}=w-l_{z}$. Thus we see that

$$
\begin{aligned}
\left(T^{z}(\widehat{l})\left(\theta_{m}^{z}\right)\right)(w) & =\mathcal{J}\left(\widehat{l}^{-1},(z, w)\right)^{-1} \theta_{m}^{z}\left(w-l_{z}\right) \\
& =\mathcal{J}\left(\widehat{l}^{-1},(z, w)\right)^{-1} \psi_{m}(-l) \mathcal{J}\left(\widehat{l}^{-1},(z, w)\right) \theta_{m}^{z}(w) \\
& =\psi_{m}(-l) \theta_{m}^{z}(w)=\psi_{m}(l)^{-1} \theta_{m}^{z}(w)
\end{aligned}
$$

Thus the proposition follows.
Let $L_{+}^{*}$ be the dual lattice of $L_{+}$relative to $\beta$, that is,

$$
L_{+}^{*}=\left\{v \in V_{0} \mid \beta\left(L_{+}, v\right) \subset \mathbb{Z}\right\}
$$

Then by (7.39), we have $L_{-} \subset L_{+}^{*}$. Now we state the main theorem in this section which extends a result of Satake [107, Section 3] to the case of Hermitian symmetric domains.

Theorem 7.27 Let $\Omega$ be the complete set of representatives $L_{+}$modulo $L_{-}$. Then, for $z \in \mathcal{D}$ and $m \in V_{0}$, the set $\left\{\theta_{m+r}^{z} \mid r \in \Omega\right\}$ forms a basis of the complex vector space $V_{\psi_{m}}^{z}$.

Proof. Since the set $\left\{\theta_{m+r}^{z} \mid r \in \Omega\right\}$ is obviously linearly independent over $\mathbb{C}$, it suffices to show that it spans the complex vector space $V_{\psi_{m}}^{z}$. Let $z \in \mathcal{D}$, $w \in V_{0}$ and $m=m_{+}+m_{-}$with $m_{+} \in V_{+}$and $m_{-} \in V_{-}$. Then for $l_{+} \in L_{+}$ we have

$$
\mathcal{J}\left(\left(1, l_{+}, 0\right),(z, w)\right)=1, \quad \psi\left(l_{+}\right)=\mathbf{e}\left[\beta\left(m_{-}, l_{+}\right)\right] .
$$

Thus, for $f \in V_{\psi_{m}}^{z}$, the relation $T_{\left(1, l_{+}, 0\right)}^{z} f=\psi_{m}\left(l_{+}\right)^{-1} f(w)$ reduces to

$$
f\left(w-l_{+}\right)=\mathbf{e}\left[-\beta\left(m_{-}, l_{+}\right)\right] f(w)
$$

Hence the function $f_{e}(w)=f(w) \mathbf{e}\left[-\beta\left(m_{-}, w\right)\right]$ satisfies the relation

$$
\begin{aligned}
f_{e}\left(w-l_{+}\right) & =f\left(w-l_{+}\right) \mathbf{e}\left[-\beta\left(m_{-}, w\right)+\beta\left(m_{-}, l_{+}\right)\right] \\
& =f(w) \mathbf{e}\left[-\beta\left(m_{-}, l_{+}\right)\right] \mathbf{e}\left[-\beta\left(m_{-}, w\right)\right] \mathbf{e}\left[\beta\left(m_{-}, l_{+}\right)\right] \\
& =f_{e}(w)
\end{aligned}
$$

Therefore we obtain a Fourier expansion of $f_{e}(w)$ of the form

$$
f_{e}(w)=f(w) \mathbf{e}\left[-\beta\left(m_{-}, w\right)\right]=\sum_{r \in L_{+}^{*}} a(r) \mathbf{e}[\beta(r, w)],
$$

which implies that

$$
f(w)=\sum_{r \in L_{+}^{*}} a(r) \mathbf{e}\left[\beta\left(r+m_{-}, w\right)\right] .
$$

On the other hand, for $l_{-} \in L_{-}$, we have

$$
f\left(w-\tau(z) l_{-}\right)=\mathbf{e}\left[-\beta\left(l_{-}, \tau(z) l_{-}\right) / 2+\beta\left(l_{-}, w\right)+\beta\left(l_{-}, m_{+}\right)\right] f(w)
$$

By comparing the coefficients of $\mathbf{e}\left[\beta\left(r+m_{-}, w\right)\right]$ in the Fourier series of both sides of the above equation, we see that

$$
a(r) \mathbf{e}\left[\beta\left(r+m_{-}, \tau(z) l_{-}\right)\right]=a\left(r-l_{-}\right) \mathbf{e}\left[-\beta\left(l_{-}, \tau(z) l_{-}\right) / 2+\beta\left(l_{-}, m_{+}\right)\right] ;
$$

hence we have

$$
a\left(r-l_{-}\right)=a(r) \mathbf{e}\left[\beta\left(r+m_{-}, \tau(z) l_{-}\right)+\beta\left(l_{-}, \tau(z) l_{-}\right) / 2-\beta\left(l_{-}, m_{+}\right)\right]
$$

for each $r \in L_{+}^{*}$. Using this relation, we obtain

$$
\begin{aligned}
f(w)= & \sum_{r \in \Omega} \sum_{l_{-} \in L_{-}} a\left(r-l_{-}\right) \mathbf{e}\left[\beta\left(r+m_{-}-l_{-}, w\right)\right] \\
= & \sum_{r \in \Omega} \sum_{l_{-} \in L_{-}} a(r) \mathbf{e}\left[\beta\left(r+m_{-}, \tau(z) l_{-}\right)+\beta\left(l_{-}, \tau(z) l_{-}\right) / 2\right. \\
& \left.\quad-\beta\left(l_{-}, m_{+}\right)+\beta\left(r+m_{-}-l_{-}, w\right)\right] .
\end{aligned}
$$

However, we have

$$
\begin{aligned}
\beta(r & \left.+m_{-}, \tau(z) l_{-}\right)+\beta\left(l_{-}, \tau(z) l_{-}\right) / 2 \\
& =\beta\left(r+m_{-}, \tau(z) l_{-}\right) / 2+\beta\left(l_{-}, \tau(z)\left(r+m_{-}\right)\right) / 2+\beta\left(l_{-}, \tau(z) l_{-}\right) / 2 \\
& =\beta\left(r+m_{-}, \tau(z) l_{-}\right) / 2+\beta\left(l_{-}, \tau(z)\left(r+m_{-}+l_{-}\right)\right) / 2 \\
& =\beta\left(r+m_{-}+l_{-}, \tau(z)\left(r+m_{-}+l_{-}\right)\right) / 2-\beta\left(r+m_{-}, \tau(z)\left(r+m_{-}\right)\right) / 2 \\
-\beta & \left(l_{-}, m_{+}\right)+\beta\left(r+m_{-}, w\right)=\beta\left(r+m_{-}-l_{-}, w+m_{+}\right)+\beta\left(r+m_{-}, m_{+}\right) .
\end{aligned}
$$

Thus we see that

$$
\begin{aligned}
f(w)= & \sum_{r \in \Omega} a(r) \mathbf{e}\left[\beta\left(r+m_{-}-l_{-}, \tau(z)\left(r+m_{-}\right)\right) / 2-\beta\left(r+m_{-}, m_{+}\right)\right] \\
& \times \sum_{l_{-} \in L_{-}} \mathbf{e}\left[\beta\left(r+m_{-}+l_{-}, \tau(z)\left(r+m_{-}+l_{-}\right)\right) / 2\right. \\
& \left.+\beta\left(r+m_{-}-l_{-}, w+m_{+}\right)\right] \\
= & \sum_{r \in \Omega} c(r, z) \theta_{m+r}^{z}(w)
\end{aligned}
$$

where

$$
c(r, z)=a(r) \mathbf{e}\left[\beta\left(r+m_{-}, \tau(z)\left(r+m_{-}\right)\right) / 2-\beta\left(r+m_{-}, m_{+}\right)\right]
$$

is a constant independent of $w$; hence the theorem follows.

### 7.4 Vector-Valued Jacobi Forms

In this section we extend the notion of Jacobi forms treated in Section 7.1, and discuss vector-valued Jacobi forms on symmetric domains in connection with vector-valued modular forms. Such Jacobi forms are related to torus bundles over Kuga fiber varieties.

Let $G=\mathbb{G}(\mathbb{R}), \mathcal{D}=G / K$, and the equivariant pair $(\tau, \rho)$ be as in Section 6.1. In particular, $\tau: \mathcal{D} \rightarrow \mathcal{H}_{n}$ is a holomorphic map that is equivariant with respect to the homomorphism $\rho: G \rightarrow S p(V, \beta)$, where $\beta$ is an alternating bilinear form on the real vector space $V$ of dimension $2 n$. We denote by Alt $(V)$ the space of all alternating bilinear forms on $V$.

Definition 7.28 $A$ Hermitian structure on $V$ is a pair $(\alpha, I)$ consisting of all elements $\alpha \in \operatorname{Alt}(V)$ and $I \in G L(V)$ with $I^{2}=-1_{V}$ such that the bilinear map

$$
V \times V \rightarrow \mathbb{R}, \quad\left(v, v^{\prime}\right) \mapsto \alpha\left(v, I v^{\prime}\right)
$$

is symmetric and positive definite. We shall denote by $\operatorname{Herm}(V)$ the space of all Hermitian structures on $V$.

We $z_{0} \in \mathcal{D}$ as before, and denote by $I_{0}=I_{\tau\left(z_{0}\right)}$ the complex structure on $V$ corresponding to the element $\tau\left(z_{0}\right) \in \mathcal{H}_{n}$. Then we see that $\left(\beta, I_{0}\right) \in$ $\operatorname{Herm}(V)$, and the Siegel upper half space $\mathcal{H}_{n}$ of degree $n$ can be identified with the space

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}(V, \beta)=\{I \in G L(V) \mid(\beta, I) \in \operatorname{Herm}(V)\} \tag{7.43}
\end{equation*}
$$

on which $\operatorname{Sp}(V, \beta)$ acts by

$$
(g, I) \mapsto g I g^{-1}
$$

for all $g \in S p(V, \beta)$ and $I \in \mathcal{H}(V, \beta)$. We set

$$
U^{*}=\{\alpha \in \operatorname{Alt}(V) \mid \rho(G) \subset S p(V, \alpha)\}
$$

Then $U^{*}$ is a subspace of $\operatorname{Alt}(V)$ defined over $\mathbb{Q}$, and we have $\beta \in U^{*}$. Let $U=\left(U^{*}\right)^{*}$ be the dual space of $U^{*}$. Then we obtain an alternating bilinear $\operatorname{map} A: V \times V \rightarrow U$ defined over $\mathbb{Q}$ by

$$
\begin{equation*}
A\left(v, v^{\prime}\right)(\alpha)=\alpha\left(v, v^{\prime}\right) \tag{7.44}
\end{equation*}
$$

for all $\alpha \in U^{*}$ and $v, v^{\prime} \in V$.
Following Satake (cf. [108, §III.5], [109]), we consider the generalized Heisenberg group $\mathbb{H}$ associated to $A$ consisting of all elements of $V \times U$ together with a multiplication operation given by

$$
\begin{equation*}
(v, u) \cdot\left(v^{\prime}, u^{\prime}\right)=\left(v+v^{\prime}, u+u^{\prime}-A\left(v, v^{\prime}\right) / 2\right) \tag{7.45}
\end{equation*}
$$

for all $(v, u),\left(v^{\prime}, u^{\prime}\right) \in V \times U$. Then the group $G$ operates on $\mathbb{H}$ by

$$
\begin{equation*}
g \cdot(v, u)=(\rho(g) v, u) \tag{7.46}
\end{equation*}
$$

for all $g \in G$ and $(v, u) \in \mathbb{H}$, and we can form the semidirect product $G \ltimes \mathbb{H}$ with respect to this operation. Thus $G \ltimes \mathbb{H}$ consists of the elements $(g, v, u)$ of $G \times V \times U$ whose multiplication operation is given by

$$
\begin{align*}
(g, v, u) \cdot\left(g^{\prime}, v^{\prime}, u^{\prime}\right) & =\left(g g^{\prime},(v, u) \cdot\left(\rho(g) v^{\prime}, u^{\prime}\right)\right)  \tag{7.47}\\
& =\left(g g^{\prime}, v+\rho(g) v^{\prime}, u+u^{\prime}-A\left(v, \rho(g) v^{\prime}\right) / 2\right)
\end{align*}
$$

If $I \in \mathcal{H}=\mathcal{H}(V, \beta)$, we extend the complex structure $I$ on $V$ linearly to the complexification $V_{\mathbb{C}}=V \otimes_{\mathbb{R}} \mathbb{C}$ of $V$, and set

$$
V_{+}(I)=\left\{v \in V_{\mathbb{C}} \mid I v=i v\right\}, \quad V_{-}(I)=\left\{v \in V_{\mathbb{C}} \mid I v=-i v\right\} .
$$

When $I$ is equal to $I_{0}$ considered above, we shall write $V_{+}=V_{+}\left(I_{0}\right)$ and $V_{-}=V_{-}\left(I_{0}\right)$.

Lemma 7.29 To each complex structure $I$ on $V$ there corresponds a unique complex linear map $\xi_{I}: V_{-} \rightarrow V_{+}$satisfying

$$
\begin{equation*}
V_{-}(I)=\left(1+\xi_{I}\right) V_{-} . \tag{7.48}
\end{equation*}
$$

Furthermore, the map $I \mapsto \xi_{I}$ determines a bijection between $\mathcal{H}=\mathcal{H}(V, \beta)$ and the set of $\mathbb{C}$-linear maps $\xi: V_{-} \rightarrow V_{+}$such that $1-\xi \bar{\xi}$ is positive definite and $\xi^{t}=\xi$, where the transpose is taken with respect to the bilinear map $\beta$.

Proof. This follows from [108, Lemma II.7.2].
If $\xi$ is an element of $\operatorname{Hom}_{\mathbb{C}}\left(V_{-}, V_{+}\right)$in Lemma 7.29 corresponding to an element $I \in \mathcal{H}$, then we shall write $I=I_{\xi}$.

Lemma 7.30 For each $\xi \in \operatorname{Hom}_{\mathbb{C}}\left(V_{-}, V_{+}\right)$with $I_{\xi} \in \mathcal{H}$ the map

$$
\Xi_{\xi}:\left(V, I_{\xi}\right) \rightarrow V_{+}, \quad v \mapsto v_{+}-\xi v_{-}
$$

determines an isomorphism of vector spaces over $\mathbb{C}$, where $v=v_{+}+v_{-} \in$ $V \subset V_{\mathbb{C}}$ with $v_{ \pm} \in V_{ \pm}$.

Proof. Given $\xi \in \operatorname{Hom}_{\mathbb{C}}\left(V_{-}, V_{+}\right)$with $I_{\xi} \in \mathcal{H}$, the map $\Xi_{\xi}$ is linear. Since $\operatorname{dim}_{\mathbb{C}} V=\operatorname{dim}_{\mathbb{C}} V_{+}$, it suffices to show that $\operatorname{Ker} \Xi_{\xi}=\{0\}$. Suppose that $v \in V$ satisfies

$$
\begin{equation*}
\Xi_{\xi}(v)=v_{+}-\xi v_{-}=0 . \tag{7.49}
\end{equation*}
$$

By (7.48) there exists $v^{\prime} \in V_{-}\left(I_{\xi}\right)$ such that

$$
\begin{equation*}
v^{\prime}=v_{-}+\xi v_{-} \tag{7.50}
\end{equation*}
$$

From (7.49) and (7.50) we see that $v^{\prime}=v_{+}+v_{-}=v \in V$. Since $V \cap V_{-}\left(I_{\xi}\right)=$ $\{0\}$, we have $v^{\prime}=v=0$; hence it follows that $\operatorname{Ker} \Xi_{\xi}=\{0\}$

By Lemma 7.29 we may identify the symmetric domain $\mathcal{H}$ in (7.43) with the set of elements $z \in \operatorname{Hom}_{\mathbb{C}}\left(V_{-}, V_{+}\right)$with $z^{t}=z$ and $1-z \bar{z} \gg 0$. Then the symplectic group $S p(V, \beta)$ operates on $\mathcal{H}$ in (7.43) by

$$
g(z)=(a z+b)(c z+d)^{-1}
$$

for all $z \in \mathcal{H}$ and

$$
g=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S p(V, \beta)
$$

here we wrote $g \in S p(V, \beta)$ as a $2 \times 2$ block matrix with respect to the decomposition $V_{\mathbb{C}}=V_{+}+V_{-}$. As was discussed in Section 6.2, the canonical automorphy factor $J$ of $S p(V, \beta)$ is the map on $S p(V, \beta) \times \mathcal{H}$ with values in $G L\left(V_{\mathbb{C}}\right)$ given by

$$
J(g, z)=\left(\begin{array}{cc}
J_{+}(g, z) & 0  \tag{7.51}\\
0 & J_{-}(g, z)
\end{array}\right)
$$

for all $g \in S p(V, \beta)$ and $z \in \mathcal{H}$, where

$$
\begin{equation*}
J_{+}(g, z)=a-g(z) c, \quad J_{-}(g, z)=c z+d \tag{7.52}
\end{equation*}
$$

If $\tau: \mathcal{D} \rightarrow \mathcal{H}$ is the holomorphic map equivariant with respect to the homomorphism $\rho: G \rightarrow S p(V, \beta)$ as before and if $A$ is as in (7.44), then we set

$$
\begin{align*}
\mathfrak{J}((g, r, s),(z, v))=s-A(\rho(g) r & , J_{+}(\rho(g),  \tag{7.53}\\
- & \left.\tau(z)) r_{z}\right) / 2 \\
& -A\left(\rho(g) v, J_{+}(\rho(g), \tau(z)) v\right) / 2 \\
& -A\left(\rho(g) r, J_{+}(\rho(g), \tau(z)) v\right)
\end{align*}
$$

for $g \in G,(r, s) \in \mathbb{H}$ and $(z, v) \in \mathcal{D} \times V_{+}$, where

$$
\begin{equation*}
r_{z}=r_{+}-z r_{-} \in V_{+} \tag{7.54}
\end{equation*}
$$

for $r=\left(r_{+}, r_{-}\right) \in V \subset V_{\mathbb{C}}=V_{+} \oplus V_{-}$. Then it is known (see [108, §III.5]) that the group $G \ltimes \mathbb{H}$ operates on $\mathcal{D} \times V_{+} \times U_{\mathbb{C}}$ by

$$
\begin{equation*}
(g, r, s) \cdot(z, v, u)=\left(g z, J_{+}(\rho(g), \tau(z))\left(v+r_{z}\right), u+\mathfrak{J}((g, r, s),(z, v))\right) \tag{7.55}
\end{equation*}
$$

By restricting this action to $\mathcal{D} \times V_{+}$we obtain the action of $G \ltimes \mathbb{H}$ on $\mathcal{D} \times V_{+}$ given by

$$
(g, r, s) \cdot(z, v)=\left(g z, J_{+}(\rho(g), \tau(z))\left(v+r_{z}\right)\right)
$$

for $g \in G,(r, s) \in \mathbb{H}$ and $(z, v) \in \mathcal{D} \times V_{+}$.
Proposition 7.31 The map $\mathfrak{J}:(G \ltimes \mathbb{H}) \times\left(\mathcal{D} \times V_{+}\right) \rightarrow U_{\mathbb{C}}$ given by $(7.53)$ satisfies
$\mathfrak{J}\left(\left(g^{\prime}, r^{\prime}, s^{\prime}\right) \cdot(g, r, s),(z, v)\right)=\mathfrak{J}\left(\left(g^{\prime}, r^{\prime}, s^{\prime}\right),(g, r, s) \cdot(z, v)\right)+\mathfrak{J}((g, r, s),(z, v))$ for all $\left(g^{\prime}, r^{\prime}, s^{\prime}\right),(g, r, s) \in G \ltimes \mathbb{H}$ and $(z, v) \in \mathcal{D} \times V_{+}$.

Proof. Given $\left(g^{\prime}, r^{\prime}, s^{\prime}\right),(g, r, s) \in G \ltimes \mathbb{H}$ and $(z, v, u) \in \mathcal{D} \times V_{+} \times U_{\mathbb{C}}$, we set

$$
\begin{aligned}
\left(z_{1}, v_{1}, u_{1}\right) & =(g, r, s) \cdot(z, v, u) \\
\left(z_{2}, v_{2}, u_{2}\right) & =\left(g^{\prime}, r^{\prime}, s^{\prime}\right) \cdot\left(z_{1}, v_{1}, u_{1}\right) \\
\left(z_{3}, v_{3}, u_{3}\right) & =\left(\left(g^{\prime}, r^{\prime}, s^{\prime}\right) \cdot(g, r, s)\right) \cdot(z, v, u) .
\end{aligned}
$$

Then by (7.55) we see that

$$
\begin{aligned}
& u_{1}=u+\mathfrak{J}((g, r, s),(z, v)) \\
& u_{2}=u_{1}+\mathfrak{J}\left(\left(g^{\prime}, r^{\prime}, s^{\prime}\right),(g, r, s) \cdot(z, v)\right) \\
& u_{3}=u+\mathfrak{J}\left(\left(g^{\prime}, r^{\prime}, s^{\prime}\right) \cdot(g, r, s),(z, v)\right) .
\end{aligned}
$$

Since $G \ltimes \mathbb{H}$ acts on $\mathcal{D} \times V_{+} \times U_{\mathbb{C}}$, we have $u_{2}=u_{3}$; hence the proposition follows.

Let $L_{\mathbb{H}}$ be an arithmetic subgroup of $\mathbb{H}$, and set

$$
\begin{equation*}
L=p_{V}\left(L_{\mathbb{H}}\right), \quad L_{U}=p_{U}\left(L_{\mathbb{H}}\right), \tag{7.56}
\end{equation*}
$$

where $p_{V}: \mathbb{H} \rightarrow V$ and $p_{U}: \mathbb{H} \rightarrow U$ are the natural projection maps. Then $L$ and $L_{U}$ are lattices in $V$ and $U$, respectively, and we have $L=L_{\mathbb{H}} / L_{U}$. Given elements $l, l^{\prime} \in L$, we have $(l, 0),\left(l^{\prime}, 0\right) \in L_{\mathbb{H}}$; hence by (7.45) we see that

$$
(l, 0) \cdot\left(l^{\prime}, 0\right)=\left(l+l^{\prime},-A\left(l, l^{\prime}\right) / 2\right) \in L_{\mathbb{H}} .
$$

Since $\left(l+l^{\prime}, 0\right)^{-1}=\left(-l-l^{\prime}, 0\right) \in L_{\mathbb{H}}$, we have

$$
\left(l+l^{\prime},-A\left(l, l^{\prime}\right) / 2\right) \cdot\left(-l-l^{\prime}, 0\right)=\left(0,-A\left(l, l^{\prime}\right) / 2\right) \in L_{\mathbb{H}} .
$$

Thus it follows that $A(L, L) \subset L_{U}$. Let $\gamma$ be a torsion-free arithmetic subgroup of $G$. Using the isomorphism

$$
\Gamma \ltimes L_{\mathbb{H}} / L_{U} \cong \Gamma \ltimes L,
$$

we see that the action of $G \ltimes \mathbb{H}$ on $\mathcal{D} \times V_{+} \times U_{\mathbb{C}}$ induces actions of the discrete groups $\Gamma \ltimes L_{\mathbb{H}}, \Gamma \ltimes L$ and $\Gamma$ on the spaces $\mathcal{D} \times V_{+} \times U_{\mathbb{C}}, \mathcal{D} \times V_{+}$and $\mathcal{D}$, respectively. We denote the associated quotient spaces by

$$
W=\Gamma \ltimes L_{\mathbb{H}} \backslash \mathcal{D} \times V_{+} \times U_{\mathbb{C}}, \quad Y=\Gamma \ltimes L \backslash \mathcal{D} \times V_{+}, \quad X=\Gamma \backslash \mathcal{D} .
$$

Then each of the spaces $W, Y$ and $X$ has a natural structure of a complex manifold, and there are natural projections

$$
W \xrightarrow{\pi_{1}} Y \xrightarrow{\pi_{2}} X .
$$

The complex manifold $Y$ is the Kuga fiber variety in (6.21), and $W$ is a torus bundle over $Y$ whose fiber is isomorphic to the complex torus $U_{\mathbb{C}} / L_{U}$.

Let $K_{\mathbb{C}}^{\mathrm{Sp}}$ be the subgroup of $G L\left(V_{\mathbb{C}}\right)$ given by

$$
K_{\mathbb{C}}^{\mathrm{Sp}}=\left\{\left.\left(\begin{array}{ll}
p & 0 \\
0 & q
\end{array}\right) \in G L\left(V_{\mathbb{C}}\right) \right\rvert\, p=\left(q^{t}\right)^{-1}\right\}
$$

where the matrix is written with respect to the decomposition $V_{\mathbb{C}}=V_{+}+V_{-}$. Then it is known that $K_{\mathbb{C}}^{\mathrm{Sp}}$ is the complexification of a maximal compact subgroup $K^{\mathrm{Sp}}$ of $S p(V, \beta)$. Let $J, J_{+}$and $J_{-}$be as in (7.51), and let $g=$ $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S p(V, \beta)$ and $\zeta \in \mathcal{H}$. Since the matrix $g \zeta=(a \zeta+b)(c \zeta+d)^{-1} \in \mathcal{H}$ is symmetric, by (7.52) we obtain

$$
\begin{aligned}
J_{+}(g, \zeta) & =a-(a \zeta+b)(c \zeta+d)^{-1} c \\
& =a-\left(\zeta c^{t}+d^{t}\right)^{-1}\left(\zeta a^{t}+b^{t}\right) c \\
& =\left(\zeta c^{t}+d^{t}\right)^{-1}\left(\zeta\left(c^{t} a-a^{t} c\right)+d^{t} a-b^{t} c\right) \\
& =\left(\zeta c^{t}+d^{t}\right)^{-1}=\left(J_{-}(g, \zeta)^{t}\right)^{-1}
\end{aligned}
$$

Hence it follows that $J_{+}(g, \zeta) \in K_{\mathbb{C}}^{\mathrm{Sp}}$.
Let $\sigma: K_{\mathbb{C}}^{\mathrm{Sp}} \rightarrow G L(\mathcal{Z})$ be a representation of $K_{\mathbb{C}}^{\mathrm{Sp}}$ in a finite-dimensional complex vector space $\mathcal{Z}$. Given a holomorphic map $f: \mathcal{D} \rightarrow \mathcal{Z}$, we set

$$
\begin{equation*}
\left(\left.f\right|_{\sigma} \gamma\right)(z)=\sigma(J(\rho(\gamma), \tau(z)))^{-1} f(\gamma z) \tag{7.57}
\end{equation*}
$$

for $\gamma \in G$ and $z \in \mathcal{D}$. Then it can be shown that

$$
\left.\left.f\right|_{\sigma} \gamma\right|_{\sigma} \gamma^{\prime}=\left.f\right|_{\sigma} \gamma \gamma^{\prime},
$$

for $\gamma, \gamma^{\prime} \in \Gamma$. Let $\Gamma \subset G$ be a torsion-free arithmetic subgroup as before.
Definition 7.32 A holomorphic map $f: \mathcal{D} \rightarrow \mathcal{Z}$ is a modular form for $\Gamma$ associated to $\sigma$ if it satisfies

$$
\left.f\right|_{\sigma} \gamma=f
$$

for all $\gamma \in \Gamma$.
Let $\chi: U_{\mathbb{C}} \rightarrow \mathbb{C}^{\times}$be a character of $U_{\mathbb{C}}$ with $\chi(s)=1$ for all $s \in L_{U}$, where $L_{U}$ is as in (7.56). Then by Proposition 7.31 we see that $\chi \circ \mathfrak{J}:(G \ltimes \mathbb{H}) \times$ $\left(\mathcal{D} \times V_{+}\right) \rightarrow \mathbb{C}$ is an automorphy factor, that is, it satisfies

$$
(\chi \circ \mathfrak{J})\left(\widetilde{g} \widetilde{g}^{\prime}, \widetilde{z}\right)=(\chi \circ \mathfrak{J})\left(\widetilde{g}, \widetilde{g}^{\prime} \widetilde{z}\right) \cdot(\chi \circ \mathfrak{J})\left(\widetilde{g}^{\prime}, \widetilde{z}\right)
$$

for all $\widetilde{g}, \widetilde{g}^{\prime} \in G \ltimes \mathbb{H}$ and $\widetilde{z} \in \mathcal{D} \times V_{+}$. Given a holomorphic map $F: \mathcal{D} \times V_{+} \rightarrow$ $\mathcal{Z}$, we set

$$
\begin{align*}
\left(\left.F\right|_{\sigma, \chi}(\gamma, r, s)\right)(z, w)=\chi(-\mathfrak{J}((\gamma, r, s) & (z, w))) \cdot \sigma(J(\rho(\gamma), \tau(z)))^{-1}  \tag{7.58}\\
& \times F\left(\gamma z, J_{+}(\rho(\gamma), \tau(z))\left(w+r_{z}\right)\right)
\end{align*}
$$

for all $(z, w) \in \mathcal{D} \times V_{+}$and $(\gamma, r, s) \in G \ltimes \mathbb{H}$, where $r_{z}$ is as in (7.54). Using the fact that $\chi \circ \mathfrak{J}$ is an automorphy factor, we see that

$$
\left.\left.F\right|_{\sigma, \chi}(\gamma, r, s)\right|_{\sigma, \chi}\left(\gamma^{\prime}, r^{\prime}, s^{\prime}\right)=\left.F\right|_{\sigma, \chi}\left((\gamma, r, s) \cdot\left(\gamma^{\prime}, r^{\prime}, s^{\prime}\right)\right)
$$

for $\gamma, \gamma^{\prime} \in G$ and $(r, s),\left(r^{\prime}, s^{\prime}\right) \in \mathbb{H}$.

Definition 7.33 A holomorphic map $F: \mathcal{D} \times V_{+} \rightarrow \mathcal{Z}$ is a Jacobi form for $\Gamma \ltimes L_{\mathbb{H}}$ associated to $\sigma$ and $\chi$ if it satisfies

$$
\left.F\right|_{\sigma, \chi}(\gamma, r, s)=F
$$

for all $(\gamma, r, s) \in \Gamma \ltimes L_{\mathbb{H}}$.
We can obtain a family of modular forms on $\mathcal{D}$ parametrized by the rational points of $\mathbb{H}$ as is described in the next theorem.

Theorem 7.34 Let $F: \mathcal{D} \times V_{+} \rightarrow \mathcal{Z}$ be a Jacobi form for $\Gamma \ltimes L_{\mathbb{H}}$ associated to $\sigma$ and $\chi$, and let $(r, s) \in \mathbb{H}_{\mathbb{Q}}=V_{\mathbb{Q}} \times U_{\mathbb{Q}}$ with $r=\left(r_{+}, r_{-}\right) \in V \subset V_{\mathbb{C}}=V_{+} \oplus V_{-}$ in the sense of Definition 7.33. If $A: V \times V \rightarrow U$ is the bilinear map in (7.44), we set

$$
\begin{equation*}
f(z)=\chi\left(-A\left(r, z r_{-}\right) / 2\right) \cdot F\left(z, r_{z}\right) \tag{7.59}
\end{equation*}
$$

for all $z \in \mathcal{D}$. Then $f$ is a modular form for an arithmetic subgroup $\Gamma^{\prime} \subset \Gamma$ of $G$ associated to $\sigma$ in the sense of Definition 7.32.

Proof. Let $\varepsilon$ be the identity element of $G$, and let $(r, s) \in \mathbb{H}_{\mathbb{Q}}$. Then, for each $z \in \mathcal{D}, J(\rho(\varepsilon), \tau(z))$ and $J_{+}(\rho(\varepsilon), \tau(z))$ are identity matrices, and in particular $\sigma(J(\rho(\varepsilon), \tau(z)))$ is the identity element in $G L(\mathcal{Z})$. Thus, using (7.53) and (7.58), we see that

$$
\begin{gathered}
\mathfrak{J}((\varepsilon, r, s),(z, 0))=s-A\left(r, r_{z}\right) / 2-A(v, v) / 2-A(r, 0)=s-A\left(r, r_{z}\right) / 2 \\
\left(\left.F\right|_{\sigma, \chi}(\varepsilon, r, s)\right)(z, 0)=\chi\left(-s+A\left(r, r_{z}\right) / 2\right) F\left(z, r_{z}\right)
\end{gathered}
$$

for all $z \in \mathcal{D}$. Hence by (7.59) we obtain

$$
\begin{aligned}
f(z) & =\chi\left(s-A\left(r, r_{+}-z r_{-}\right) / 2-A\left(r, z r_{-}\right) / 2\right)\left(\left.F\right|_{\sigma, \chi}(\varepsilon, r, s)\right)(z, 0) \\
& =\chi\left(s-A\left(r, r_{+}\right) / 2\right)\left(\left.F\right|_{\sigma, \chi}(\varepsilon, r, s)\right)(z, 0)
\end{aligned}
$$

Thus it suffices to show that the function $F_{(r, s)}: \mathcal{D} \rightarrow \mathcal{Z}$ given by

$$
F_{(r, s)}(z)=\left(\left.F\right|_{\sigma, \chi}(\varepsilon, r, s)\right)(z, 0)
$$

is a modular form for an arithmetic subgroup $\Gamma^{\prime} \subset \Gamma$ associated to $\sigma$. Given an element $\gamma \in \Gamma$, by (7.57) we have

$$
\begin{aligned}
\left(\left.F_{(r, s)}\right|_{\sigma} \gamma\right)(z) & =\sigma(J(\rho(\gamma), \tau(z)))^{-1} F_{(r, s)}(\gamma z) \\
& =\sigma(J(\rho(\gamma), \tau(z)))^{-1}\left(\left.F\right|_{\sigma, \chi}(\varepsilon, r, s)\right)(\gamma z, 0) \\
& =\left(\left.\left(\left.F\right|_{\sigma, \chi}(\varepsilon, r, s)\right)\right|_{\sigma, \chi}(\gamma, 0,0)\right)(z, 0)
\end{aligned}
$$

for all $z \in \mathcal{D}$. However, by (7.47) we see that

$$
(\varepsilon, r, s) \cdot(\gamma, 0,0)=(\gamma, r, s)=(\gamma, 0,0) \cdot\left(\varepsilon, \rho(\gamma)^{-1} r, s\right)
$$

Using this and the fact that $F$ is a Jacobi form for $\Gamma$, we obtain

$$
\begin{aligned}
\left(\left.F_{(r, s)}\right|_{\sigma} \gamma\right)(z) & =\left(\left.\left(\left.F\right|_{\sigma, \chi}(\gamma, 0,0)\right)\right|_{\sigma, \chi}\left(\varepsilon, \rho(\gamma)^{-1} r, s\right)\right)(z, 0) \\
& =\left(\left.F\right|_{\sigma, \chi}\left(\varepsilon, \rho(\gamma)^{-1} r, s\right)(z, 0)\right. \\
& =F_{\gamma^{-1} \cdot(r, s)}(z),
\end{aligned}
$$

where $\gamma^{-1} \cdot(r, s)=\left(\rho(\gamma)^{-1} r, s\right)$ by (7.46). Let $\Gamma_{(r, s)}$ be the subgroup of $\Gamma$ consisting of the elements $\gamma \in \Gamma$ satisfying

$$
\gamma^{-1} \cdot(r, s)=\left(0, s_{1}\right) \cdot\left(r_{2}, s_{2}\right) \cdot(r, s)
$$

with $s_{1} \in L_{U}$ and $\left(r_{2}, s_{2}\right) \in L_{\mathbb{H}}$. Then $\Gamma_{(r, s)}$ is an arithmetic subgroup, and, if $\gamma \in \Gamma_{(r, s)}$, we have

$$
\begin{aligned}
\left(\left.F_{(r, s)}\right|_{\sigma} \gamma\right)(z) & =F_{\gamma^{-1} \cdot(r, s)}(z)=F_{\left(0, s_{1}\right) \cdot\left(r_{2}, s_{2}\right) \cdot(r, s)}(z) \\
& =\left(\left.\left.\left.F\right|_{\sigma, \chi}\left(\varepsilon, 0, s_{1}\right)\right|_{\sigma, \chi}\left(\varepsilon, r_{2}, s_{2}\right)\right|_{\sigma, \chi}(\varepsilon, r, s)\right)(z, 0) \\
& =\left(\left.F\right|_{\sigma, \chi}(\varepsilon, r, s)(z, 0)=F_{(r, s)}(z)\right.
\end{aligned}
$$

for all $z \in \mathcal{D}$. Hence the function $F_{(r, s)}$ is a modular form for the arithmetic subgroup $\Gamma_{(r, s)} \subset \Gamma$ associated to $\sigma$, and therefore the proof of the theorem is complete.

## Twisted Torus Bundles

As was discussed in Chapter 6 equivariant holomorphic maps of Hermitian symmetric domains into Siegel upper half spaces can be used to construct Kuga fiber varieties, which can be regarded as complex torus bundles over locally symmetric spaces. In this chapter we extend the construction of such torus bundles using 2 -cocycles of discrete subgroups of the semisimple Lie groups associated to the given symmetric domains (cf. [85, 87]).

Let $G$ be a semisimple Lie group of Hermitian type, and let $\mathcal{D}$ be the associated symmetric domain, which can be identified with the quotient $G / K$ of $G$ by a maximal compact subgroup $K$. We assume that there are a homomorphism $\rho: G \rightarrow S p(n, \mathbb{R})$ of Lie groups and a holomorphic map $\tau: \mathcal{D} \rightarrow \mathcal{H}_{n}$ that is equivariant with respect to $\rho$, where $\mathcal{H}_{n}$ is the Siegel upper half space of degree $n$. Let $L$ be a lattice in $\mathbb{R}^{2 n}$, and let $\Gamma$ be a torsion-free discrete subgroup of $G$ such that $\ell \cdot \rho(\gamma) \in L$ for all $\ell \in L$ and $\gamma \in \Gamma$, where we regarded elements of $L$ as row vectors. If $L$ denotes the lattice $\mathbb{Z}^{2 n}$ in $\mathbb{Z}^{2 n}$, as in Section 6.1 , we may consider the semidirect product $\Gamma \ltimes L$ with multiplication given by

$$
\begin{equation*}
\left(\gamma_{1}, \ell_{1}\right) \cdot\left(\gamma_{2}, \ell_{2}\right)=\left(\gamma_{1} \gamma_{2}, \ell_{1} \rho\left(\gamma_{2}\right)+\ell_{2}\right) \tag{8.1}
\end{equation*}
$$

for all $\gamma_{1}, \gamma_{2} \in \Gamma$ and $\ell_{1}, \ell_{2} \in L$. Then $\Gamma \ltimes L$ acts on $\mathcal{D} \times \mathbb{C}^{n}$ by

$$
\begin{equation*}
(\gamma,(\mu, \nu)) \cdot(z, w)=\left(\gamma z,(w+\mu \tau(z)+\nu)\left(C_{\rho} \tau(z)+D_{\rho}\right)^{-1}\right) \tag{8.2}
\end{equation*}
$$

for all $(z, w) \in \mathcal{D} \times \mathbb{C}^{n},(\mu, \nu) \in L \subset \mathbb{R}^{n} \times \mathbb{R}^{n}$ and $\gamma \in \Gamma$ with $\rho(\gamma)=$ $\left(\begin{array}{ll}A_{\rho} & B_{\rho} \\ C_{\rho} & D_{\rho}\end{array}\right) \in S p(n, \mathbb{R})$. If we denote the associated quotient space by

$$
Y=\Gamma \ltimes L \backslash \mathcal{D} \times \mathbb{C}^{n}
$$

then the map $\pi_{0}: Y \rightarrow X=\Gamma \backslash \mathcal{D}$ induced by the natural projection map $\mathcal{D} \times \mathbb{C}^{n} \rightarrow \mathcal{D}$ has the structure of a fiber bundle over the locally symmetric space $X$ whose fibers are in fact polarized abelian varieties (see Section 6.1). The total space of such a bundle is called a Kuga fiber variety as was discussed in Chapter 6.

The torus bundle parametrized by $X=\Gamma \backslash \mathcal{D}$ described above can further be generalized if a 2 -cocycle of $\Gamma$ is used to modify the action of $\Gamma \ltimes L$ on $\mathcal{D} \times \mathbb{C}^{n}$. Indeed, given a 2 -cocycle $\psi: \Gamma \times \Gamma \rightarrow L$, by replacing the multiplication operation (8.1) with

$$
\begin{equation*}
\left(\gamma_{1}, \ell_{1}\right) \cdot\left(\gamma_{2}, \ell_{2}\right)=\left(\gamma_{1} \gamma_{2}, \ell_{1} \rho\left(\gamma_{2}\right)+\ell_{2}+\psi\left(\gamma_{1}, \gamma_{2}\right)\right) \tag{8.3}
\end{equation*}
$$

we obtain the generalized semidirect product $\Gamma \ltimes_{\psi} L$ of $\Gamma$ and $L$. We denote by $\mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)$ the space of $\mathbb{C}^{n}$-valued holomorphic functions on $\mathcal{D}$, and let $\xi$ be a 1-cochain for the cohomology of $\Gamma$ with coefficients in $\mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)$ satisfying

$$
\begin{equation*}
\delta \xi\left(\gamma_{1}, \gamma_{2}\right)(z)=\psi\left(\gamma_{1}, \gamma_{2}\right)\binom{\tau(z)}{1} \tag{8.4}
\end{equation*}
$$

for all $z \in \mathcal{D}$ and $\gamma_{1}, \gamma_{2} \in \Gamma$, where $\delta$ is the coboundary operator on 1cochains. Then an action of $\Gamma \ltimes_{\psi} L$ on $\mathcal{D} \times \mathbb{C}^{n}$ can be defined by replacing (8.2) with

$$
(\gamma,(\mu, \nu)) \cdot(z, w)=\left(\gamma z,(w+\mu \tau(z)+\nu+\xi(\gamma)(z))\left(C_{\rho} \tau(z)+D_{\rho}\right)^{-1}\right)
$$

If the quotient of $\mathcal{D} \times \mathbb{C}^{n}$ by $\Gamma \ltimes_{\psi} L$ with respect to this action is denoted by $Y_{\psi, \xi}$, the map $\pi: Y_{\psi, \xi} \rightarrow X=\Gamma \backslash \mathcal{D}$ induced by the natural projection $\mathcal{D} \times \mathbb{C}^{n} \rightarrow \mathcal{D}$ is a torus bundle over $X$ which is called a twisted torus bundle.

In Section 8.1 we describe the multiplication operation (8.3) by introducing a 2-cocycle of $\Gamma$. The action given by (8.4) in terms of a 1 -cochain is considered in Section 8.2, and this action is used in Section 8.3 to construct a complex torus bundle, called a twisted torus bundle, over a locally symmetric space. We also consider families of such torus bundles produced by different 2-cocycles and 1-cochains. In Section 8.4 we determine the cohomology $R^{k} \pi_{*} \mathcal{O}_{Y_{\psi, \xi}}$ along the fibers of $Y_{\psi, \xi}$ over $X$ associated to the sheaf $\mathcal{O}_{Y_{\psi, \xi}}$ of holomorphic functions on $Y_{\psi, \xi}$ for $k=0,1$.

### 8.1 Two-Cocycles of Discrete Groups

As was discussed in Section 6.1, a Kuga fiber variety is obtained as a quotient by a semidirect product $\Gamma \ltimes L$ of a discrete subgroup $\Gamma$ of a semisimple Lie group of Hermitian type and a lattice $L$. In this section we generalize the multiplication operation on $\Gamma \ltimes L$ by using a 2-cocycle of $\Gamma$.

Let $G$ be a semisimple Lie group of Hermitian type, and let $K$ be a maximal compact subgroup of $G$. Thus the quotient space $\mathcal{D}=G / K$ has the structure of a Hermitian symmetric domain. We consider an equivariant pair $(\tau, \rho)$ associated to a Kuga fiber variety as in Section 6.1. Thus $\tau: \mathcal{D} \rightarrow \mathcal{H}_{n}$ is a holomorphic map that is equivariant with respect to a homomorphism $\rho: G \rightarrow S p(n, \mathbb{R})$ of Lie groups, where $S p(n, \mathbb{R})$ and $\mathcal{H}_{n}$ are the symplectic group and the Siegel upper half space, respectively, of degree $n$. Recall that this means that the pair $(\tau, \rho)$ satisfies

$$
\tau(g z)=\rho(g) \tau(z)
$$

for all $z \in \mathcal{D}$ and $g \in G$.

Let $L$ be a lattice in $\mathbb{R}^{2 n}$. In this chapter we shall often consider $L$ as a subgroup of $\mathbb{R}^{n} \times \mathbb{R}^{n}$ and write elements of $L$ in the form $(\mu, \nu)$, where $\mu, \nu \in \mathbb{R}^{n}$ are regarded as row vectors. Let $\Gamma$ be a discrete subgroup of $G$ such that $\ell \rho(\gamma) \in L$ for all $\ell \in L$ and $\gamma \in \Gamma$, where $\ell \rho(\gamma)$ is the matrix product of the row vector $\ell$ of $2 n$ entries and the $2 n \times 2 n$ matrix $\rho(\gamma)$. Thus $L$ has the structure of a right $\Gamma$-module, and therefore we can consider the cohomology $H^{*}(\Gamma, L)$ of the group $\Gamma$ with coefficients in $L$. We denote by $\mathfrak{C}^{k}(\Gamma, L)$ and $\mathfrak{Z}^{k}(\Gamma, L)$ the spaces of the associated $k$-cochains and $k$-cocycles, respectively, and choose an element $\psi$ of $\mathfrak{Z}^{2}(\Gamma, L)$. Thus $\psi$ is a map $\psi: \Gamma \times \Gamma \rightarrow L$ satisfying

$$
\begin{gather*}
\psi\left(\gamma_{1}, \gamma_{2}\right) \rho\left(\gamma_{3}\right)+\psi\left(\gamma_{1} \gamma_{2}, \gamma_{3}\right)=\psi\left(\gamma_{2}, \gamma_{3}\right)+\psi\left(\gamma_{1}, \gamma_{2} \gamma_{3}\right)  \tag{8.5}\\
\psi(\gamma, 1)=0=\psi(1, \gamma) \tag{8.6}
\end{gather*}
$$

for all $\gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma \in \Gamma$, where 1 is the identity element of $\Gamma$. We note that an element $\alpha \in \mathfrak{Z}^{2}(\Gamma, L)$ is a coboundary if $\alpha=\partial \beta$ for some $\beta \in \mathfrak{C}^{1}(\Gamma, L)$, where

$$
\begin{equation*}
\partial \beta\left(\gamma_{1}, \gamma_{2}\right)=\beta\left(\gamma_{2}\right)-\beta\left(\gamma_{1} \gamma_{2}\right)+\beta\left(\gamma_{1}\right) \rho\left(\gamma_{2}\right) \tag{8.7}
\end{equation*}
$$

for all $\gamma_{1}, \gamma_{2} \in \Gamma$.
We now consider the generalized semidirect product $\Gamma \ltimes_{\psi} L$ associated to $\psi$, which consists of the elements $(\gamma,(\mu, \nu))$ in $\Gamma \times L$ and is equipped with the multiplication operation defined by

$$
\begin{equation*}
\left(\gamma_{1},\left(\mu_{1}, \nu_{1}\right)\right) \cdot\left(\gamma_{2},\left(\mu_{2}, \nu_{2}\right)\right)=\left(\gamma_{1} \gamma_{2},\left(\mu_{1}, \nu_{1}\right) \rho\left(\gamma_{2}\right)+\left(\mu_{2}, \nu_{2}\right)+\psi\left(\gamma_{1}, \gamma_{2}\right)\right) \tag{8.8}
\end{equation*}
$$

for all $\gamma_{1}, \gamma_{2} \in \Gamma$ and $\left(\mu_{1}, \nu_{1}\right),\left(\mu_{2}, \nu_{2}\right) \in L$.
Lemma 8.1 The generalized semidirect product $\Gamma \ltimes_{\psi} L$ is a group with respect to the multiplication operation given by (8.8). The identity element is $(1,(0,0))$, and the element

$$
\left(\gamma^{-1},-(\mu, \nu) \rho(\gamma)^{-1}-\psi\left(\gamma, \gamma^{-1}\right)\right)
$$

is the inverse of $(\gamma,(\mu, \nu)) \in \Gamma \ltimes_{\psi} L$.
Proof. First, we shall show that the operation in (8.8) is associative. Let $\gamma_{1}, \gamma_{2}, \gamma_{3} \in \Gamma$ and $\left(\mu_{1}, \nu_{1}\right),\left(\mu_{2}, \nu_{2}\right),\left(\mu_{3}, \nu_{3}\right) \in L$. Then by (8.8) we have

$$
\begin{aligned}
& \left(\left(\gamma_{1},\left(\mu_{1}, \nu_{1}\right)\right) \cdot\left(\gamma_{2},\left(\mu_{2}, \nu_{2}\right)\right)\right) \cdot\left(\gamma_{3},\left(\mu_{3}, \nu_{3}\right)\right) \\
& \quad=\left(\gamma_{1} \gamma_{2} \gamma_{3},\left(\mu_{1}, \nu_{1}\right) \rho\left(\gamma_{2}\right) \rho\left(\gamma_{3}\right)+\left(\mu_{2}, \nu_{2}\right) \rho\left(\gamma_{3}\right)\right. \\
& \left.\quad+\psi\left(\gamma_{1}, \gamma_{2}\right) \rho\left(\gamma_{3}\right)+\left(\mu_{3}, \nu_{3}\right)+\psi\left(\gamma_{1} \gamma_{2}, \gamma_{3}\right)\right)
\end{aligned}
$$

Similarly, we obtain

$$
\begin{aligned}
& \left(\gamma_{1},\left(\mu_{1}, \nu_{1}\right)\right) \cdot\left(\left(\gamma_{2},\left(\mu_{2}, \nu_{2}\right)\right) \cdot\left(\gamma_{3},\left(\mu_{3}, \nu_{3}\right)\right)\right) \\
& =\left(\gamma_{1},\left(\mu_{1}, \nu_{1}\right)\right) \cdot\left(\gamma_{2} \gamma_{3},\left(\mu_{2}, \nu_{2}\right) \rho\left(\gamma_{3}\right)+\left(\mu_{3}, \nu_{3}\right)+\psi\left(\gamma_{2}, \gamma_{3}\right)\right) \\
& =\left(\gamma_{1} \gamma_{2} \gamma_{3},\left(\mu_{1}, \nu_{1}\right) \rho\left(\gamma_{2}\right) \rho\left(\gamma_{3}\right)+\left(\mu_{2}, \nu_{2}\right) \rho\left(\gamma_{3}\right)+\left(\mu_{3}, \nu_{3}\right)\right. \\
& \left.+\psi\left(\gamma_{2}, \gamma_{3}\right)+\psi\left(\gamma_{1}, \gamma_{2} \gamma_{3}\right)\right) .
\end{aligned}
$$

Thus the associativity follows from the cocycle condition (8.5). Given $(\gamma,(\mu, \nu)) \in$ $\Gamma \ltimes_{\psi} L$, using (8.6), we have

$$
\begin{aligned}
& (\gamma,(\mu, \nu)) \cdot(1,(0,0))=(\gamma,(\mu, \nu)+(0,0)+\psi(\gamma, 1))=(\gamma,(\mu, \nu)) \\
& (1,(0,0)) \cdot(\gamma,(\mu, \nu))=(\gamma,(0,0) \rho(\gamma)+(\mu, \nu)+\psi(1, \gamma))=(\gamma,(\mu, \nu))
\end{aligned}
$$

hence it follows that $(1,(0,0))$ is the identity. As for the inverse, we have

$$
\begin{aligned}
& (\gamma,(\mu, \nu)) \cdot\left(\gamma^{-1},-(\mu, \nu) \rho(\gamma)^{-1}-\psi\left(\gamma, \gamma^{-1}\right)\right) \\
& \quad=\left(1,(\mu, \nu) \rho(\gamma)^{-1}-(\mu, \nu) \rho(\gamma)^{-1}-\psi\left(\gamma, \gamma^{-1}\right)+\psi\left(\gamma, \gamma^{-1}\right)\right) \\
& \quad=(1,(0,0)) \\
& \quad\left(\gamma^{-1},-(\mu, \nu) \rho(\gamma)^{-1}-\psi\left(\gamma, \gamma^{-1}\right)\right) \cdot(\gamma,(\mu, \nu)) \\
& \quad=\left(1,-(\mu, \nu) \rho(\gamma)^{-1} \rho(\gamma)-\psi\left(\gamma, \gamma^{-1}\right) \rho(\gamma)+(\mu, \nu)+\psi\left(\gamma^{-1}, \gamma\right)\right) \\
& \quad=\left(1, \psi\left(\gamma^{-1}, \gamma\right)-\psi\left(\gamma, \gamma^{-1}\right) \rho(\gamma)\right)
\end{aligned}
$$

However, using (8.5) for $\gamma_{1}=\gamma_{3}=\gamma$ and $\gamma_{2}=\gamma^{-1}$, we see that

$$
\psi\left(\gamma^{-1}, \gamma\right)=\psi\left(\gamma, \gamma^{-1}\right) \rho(\gamma)
$$

and therefore it follows that $\left(\gamma^{-1},-(\mu, \nu) \rho(\gamma)^{-1}-\psi\left(\gamma, \gamma^{-1}\right)\right)$ is the inverse of $(\gamma,(\mu, \nu))$.

The group $\Gamma \ltimes_{\psi} L$ essentially depends on the cohomology class $[\psi] \in$ $H^{2}(\Gamma, L)$ of $\psi$ according to the next lemma.

Lemma 8.2 Let $\psi, \psi^{\prime}: \Gamma \times \Gamma \rightarrow L$ be 2-cocycles that are cohomologous, and let $\phi$ be an element of $\mathfrak{C}^{1}(\Gamma, L)$ such that

$$
\begin{equation*}
\psi\left(\gamma_{1}, \gamma_{2}\right)=\psi^{\prime}\left(\gamma_{1}, \gamma_{2}\right)+(\partial \phi)\left(\gamma_{1}, \gamma_{2}\right) . \tag{8.9}
\end{equation*}
$$

Then the map $\Phi: \Gamma \ltimes_{\psi} L \rightarrow \Gamma \ltimes_{\psi^{\prime}} L$ defined by

$$
\begin{equation*}
\Phi(\gamma,(\mu, \nu))=(\gamma,(\mu, \nu)+\phi(\gamma)) \tag{8.10}
\end{equation*}
$$

for $\gamma \in \Gamma$ and $(\mu, \nu) \in L$ is an isomorphism.
Proof. Using (8.9), we have

$$
\begin{aligned}
\Phi\left(\gamma_{1},\right. & \left.\left(\mu_{1}, \nu_{1}\right)\right) \cdot \Phi\left(\gamma_{2},\left(\mu_{2}, \nu_{2}\right)\right) \\
& =\left(\gamma_{1} \gamma_{2},\left(\left(\mu_{1}, \nu_{1}\right)+\phi\left(\gamma_{1}\right)\right) \rho\left(\gamma_{2}\right)+\left(\mu_{2}, \nu_{2}\right)+\phi\left(\gamma_{2}\right)+\psi^{\prime}\left(\gamma_{1}, \gamma_{2}\right)\right) \\
& =\left(\gamma_{1} \gamma_{2},\left(\mu_{1}, \nu_{1}\right) \rho\left(\gamma_{2}\right)+\left(\mu_{2}, \nu_{2}\right)+\psi\left(\gamma_{1}, \gamma_{2}\right)+\phi\left(\gamma_{1} \gamma_{2}\right)\right) \\
& =\Phi\left(\left(\gamma_{1},\left(\mu_{1}, \nu_{1}\right)\right) \cdot\left(\gamma_{2},\left(\mu_{2}, \nu_{2}\right)\right)\right) .
\end{aligned}
$$

for all $\left(\gamma_{1},\left(\mu_{1}, \nu_{1}\right)\right),\left(\gamma_{2},\left(\mu_{2}, \nu_{2}\right)\right) \in \Gamma \ltimes_{\psi} L$. Hence it follows that $\Phi$ is a homomorphism. If we set,

$$
\Psi\left(\gamma^{\prime},\left(\mu^{\prime}, \nu^{\prime}\right)\right)=\left(\gamma^{\prime},\left(\mu^{\prime}, \nu^{\prime}\right)-\phi(\gamma)\right)
$$

then we see easily that the $\operatorname{map} \Psi$ is an inverse of $\Phi$, and therefore the lemma follows.

According to the following proposition, the number of cocycles $\psi$ modulo the coboundaries is finite if the $\mathbb{R}$-rank of $G$ is greater than two.

Proposition 8.3 If the $\mathbb{R}$-rank of the semisimple Lie group of $G$ is greater than two, then the cohomology group $H^{2}(\Gamma, L)$ is finite.

Proof. From the short exact sequence

$$
0 \rightarrow L \rightarrow V \rightarrow V / L \rightarrow 0
$$

of $\Gamma$-modules, we obtain the long exact sequence

$$
\begin{aligned}
\cdots & \rightarrow H^{1}(\Gamma, L)
\end{aligned} \rightarrow H^{1}(\Gamma, V) \rightarrow H^{1}(\Gamma, V / L), ~ 子 H^{2}(\Gamma, L) \rightarrow H^{2}(\Gamma, V) \rightarrow H^{2}(\Gamma, V / L) \rightarrow \cdots .
$$

of cohomology groups of $\Gamma$. Since the $\mathbb{R}$-rank of $G$ is greater than two, it follows from Proposition 6.4 in [16, §VII.6] that

$$
H^{i}(\Gamma, V)=H^{i}(\Gamma \backslash D, \tilde{V})=0
$$

for $i=1,2$, where $\widetilde{V}$ is the local system on $\Gamma \backslash D$ defined by the representation $\rho$ of $\Gamma$ on $V$. Hence we have

$$
H^{1}(\Gamma, V / L) \cong H^{2}(\Gamma, L)
$$

However, since $V / L$ is compact, $H^{1}(\Gamma, V / L)$ is also compact, while $H^{2}(\Gamma, L)$ is discrete. Thus it follows that $H^{2}(\Gamma, L)$ is finite.

### 8.2 One-Cochains Associated to 2-Cocycles

In order to introduce an action of the semidirect product associated to a 2-cocycle considered in Section 8.1, we need to introduce a certain 1-cochain of $\Gamma$. In this section we discuss some of the properties of such a cochain.

The symplectic group $S p(n, \mathbb{R})$ acts on the Siegel upper half space $\mathcal{H}_{n}$ as usual by

$$
\begin{equation*}
g \zeta=(a \zeta+b)(c \zeta+d)^{-1} \tag{8.11}
\end{equation*}
$$

for all $z \in \mathcal{H}_{n}$ and $g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S p(n, \mathbb{R})$. For such $g \in S p(n, \mathbb{R})$ and $\zeta \in \mathcal{H}_{n}$, we set

$$
j(g, \zeta)=c \zeta+d
$$

Then the resulting map $j: S p(n, \mathbb{R}) \times \mathcal{H}_{n} \rightarrow G L(n, \mathbb{C})$ satisfies

$$
\begin{equation*}
j\left(g^{\prime} g, \zeta\right)=j\left(g^{\prime}, g \zeta\right) j(g, \zeta) \tag{8.12}
\end{equation*}
$$

for all $\zeta \in \mathcal{H}_{n}$ and $g, g^{\prime} \in S p(n, \mathbb{R})$. Given $z \in \mathcal{D}$ and $\gamma \in \Gamma \subset G$, we set

$$
\begin{equation*}
j_{\rho, \tau}(\gamma, z)=j(\rho(\gamma), \tau(z)) . \tag{8.13}
\end{equation*}
$$

Using (8.12) and the fact that $(\rho, \tau)$ is an equivariant pair, we see that

$$
\begin{equation*}
j_{\rho, \tau}\left(\gamma^{\prime} \gamma, z\right)=j_{\rho, \tau}\left(\gamma^{\prime}, \gamma z\right) j_{\rho, \tau}(\gamma, z) \tag{8.14}
\end{equation*}
$$

for all $z \in \mathcal{D}$ and $\gamma, \gamma^{\prime} \in \Gamma$. Thus $j_{\rho, \tau}: \Gamma \times \mathcal{D} \rightarrow G L(n, \mathbb{C})$ is an automorphy factor, and automorphic forms involving the determinant of such an automorphy factor have been studied in a number of papers (see e.g. [19] and [74]).

Let $\mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)$ denote the space of $\mathbb{C}^{n}$-valued holomorphic functions on $\mathcal{D}$. Then $\mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)$ has the structure of a double $\Gamma$-module by

$$
\begin{equation*}
(\gamma \cdot f)(z)=f(z), \quad(f \cdot \gamma)(z)=f(\gamma z) j_{\rho, \tau}(\gamma, z) \tag{8.15}
\end{equation*}
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{D}$, where elements of $\mathbb{C}^{n}$ are considered as row vectors. Thus we can consider the cohomology of the group $\Gamma$ with coefficients in $\mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)$, where its group of $k$-cochains consists of all functions

$$
\eta: \Gamma^{k} \rightarrow \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)
$$

such that $\eta\left(\gamma_{1}, \ldots, \gamma_{k}\right)=0$ whenever at least one of the $\gamma_{i}$ is 1 . Then the coboundary operator

$$
\delta: \mathfrak{C}^{k}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right) \rightarrow \mathfrak{C}^{k+1}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right)
$$

is given by

$$
\begin{aligned}
& \delta \eta\left(\gamma_{1}, \ldots, \gamma_{k+1}\right)=\gamma_{1} \cdot \eta\left(\gamma_{2}, \ldots, \gamma_{k+1}\right) \\
& \quad+\sum_{i=1}^{k}(-1)^{i} \eta\left(\gamma_{1}, \ldots, \gamma_{i} \gamma_{i+1}, \ldots, \gamma_{k+1}\right)+(-1)^{k+1} \eta\left(\gamma_{1}, \ldots, \gamma_{k}\right) \cdot \gamma_{k+1}
\end{aligned}
$$

for all $\eta \in \mathfrak{C}^{k}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right)$ (see [34, Chapter 15]). In particular, for $k=1$ we have

$$
\begin{equation*}
\delta \eta\left(\gamma_{1}, \gamma_{2}\right)=\gamma_{1} \cdot \eta\left(\gamma_{2}\right)-\eta\left(\gamma_{1} \gamma_{2}\right)+\eta\left(\gamma_{1}\right) \cdot \gamma_{2} \tag{8.16}
\end{equation*}
$$

for all $\gamma_{1}, \gamma_{2} \in \Gamma$, where the right and left actions of $\Gamma$ are given by (8.15).
Given a 2 -cocycle $\psi \in \mathfrak{Z}^{2}(\Gamma, L)$, we assume that there is an element $\xi$ of $\mathfrak{C}^{1}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right)$ satisfying

$$
\begin{equation*}
\delta \xi\left(\gamma_{1}, \gamma_{2}\right)(z)=\psi\left(\gamma_{1}, \gamma_{2}\right)\binom{\tau(z)}{1} \tag{8.17}
\end{equation*}
$$

for all $z \in \mathcal{D}$, where the right hand side is the matrix multiplication of the row vector $\psi\left(\gamma_{1}, \gamma_{2}\right) \in L \subset \mathbb{R}^{n} \times \mathbb{R}^{n}$ and the complex $2 n \times n$ matrix $\binom{\tau(z)}{1}$. If $\psi^{\prime}$ is another 2-cocycle that is cohomologous to $\psi$, the corresponding element of $\mathfrak{C}^{1}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right)$ can be obtained as follows. Let $\psi^{\prime} \in \mathfrak{Z}^{2}(\Gamma, L)$ satisfy

$$
\begin{equation*}
\psi=\psi^{\prime}+\partial \phi \tag{8.18}
\end{equation*}
$$

for some $\phi \in \mathfrak{C}^{1}(\Gamma, L)$. Then we define the map $\xi^{\prime}: \Gamma \rightarrow \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)$ by

$$
\begin{equation*}
\xi^{\prime}(\gamma)(z)=\xi(\gamma)(z)-\phi(\gamma)\binom{\tau(z)}{1} \tag{8.19}
\end{equation*}
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{D}$.
Lemma 8.4 If $\psi^{\prime}$ and $\xi^{\prime}$ are as in (8.18) and (8.19), then we have

$$
\delta \xi^{\prime}\left(\gamma_{1}, \gamma_{2}\right)(z)=\psi^{\prime}\left(\gamma_{1}, \gamma_{2}\right)\binom{\tau(z)}{1}
$$

for all $\gamma_{1}, \gamma_{2} \in \Gamma$ and $z \in \mathcal{H}$.
Proof. For $\gamma_{1}, \gamma_{2} \in \Gamma$ and $z \in \mathcal{H}$, using (8.16) and (8.19), we obtain

$$
\begin{aligned}
\delta \xi^{\prime}\left(\gamma_{1}, \gamma_{2}\right)(z)= & \xi^{\prime}\left(\gamma_{2}\right)(z)-\xi^{\prime}\left(\gamma_{1} \gamma_{2}\right)(z)+\xi^{\prime}\left(\gamma_{1}\right)\left(\gamma_{2} z\right) j_{\rho, \tau}\left(\gamma_{2}, z\right) \\
= & \delta \xi\left(\gamma_{1}, \gamma_{2}\right)(z)-\phi\left(\gamma_{2}\right)\binom{\tau(z)}{1} \\
& +\phi\left(\gamma_{1} \gamma_{2}\right)\binom{\tau(z)}{1}-\phi\left(\gamma_{1}\right)\binom{\tau\left(\gamma_{2} z\right)}{1} j_{\rho, \tau}\left(\gamma_{2}, z\right)
\end{aligned}
$$

However, we have

$$
\begin{aligned}
\binom{\tau\left(\gamma_{2} z\right)}{1} j_{\rho, \tau}\left(\gamma_{2}, z\right) & =\binom{(a \tau(z)+b)(c \tau(z)+d)^{-1}}{1}(c \tau(z)+d) \\
& =\binom{a \tau(z)+b}{c \tau(z)+d}=\rho\left(\gamma_{2}\right)\binom{\tau(z)}{1}
\end{aligned}
$$

if $\rho\left(\gamma_{2}\right)=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. Using this, (8.17) and (8.7), we see that

$$
\begin{aligned}
\delta \xi^{\prime}\left(\gamma_{1}, \gamma_{2}\right)(z) & =\psi\left(\gamma_{1}, \gamma_{2}\right)\binom{\tau(z)}{1}-(\partial \phi)\left(\gamma_{1}, \gamma_{2}\right)\binom{\tau(z)}{1} \\
& =\psi\left(\gamma_{1}, \gamma_{2}\right)\binom{\tau(z)}{1}
\end{aligned}
$$

and therefore the lemma follows.
Let $\psi \in \mathfrak{Z}^{2}(\Gamma, L)$ and $\xi \in \mathfrak{C}^{1}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right)$ be as in (8.17). Given elements $(\gamma,(\mu, \nu)) \in \Gamma \ltimes_{\psi} L$ and $(z, w) \in \mathcal{D} \times \mathbb{C}^{n}$, we set

$$
\begin{equation*}
(\gamma,(\mu, \nu)) \cdot(z, w)=\left(\gamma z,(w+\mu \tau(z)+\nu+\xi(\gamma)(z)) j_{\rho, \tau}(\gamma, z)^{-1}\right) \tag{8.20}
\end{equation*}
$$

where $j_{\rho, \tau}: \Gamma \times \mathcal{D} \rightarrow G L(n, \mathbb{C})$ is given by (8.13).

Lemma 8.5 The operation given by (8.20) determines an action of the group $\Gamma \ltimes_{\psi} L$ on the space $\mathcal{D} \times \mathbb{C}^{n}$.

Proof. Let $(\gamma,(\mu, \nu)),\left(\gamma^{\prime},\left(\mu^{\prime}, \nu^{\prime}\right)\right) \in \Gamma \ltimes_{\psi} L$ and $(z, w) \in \mathcal{D} \times \mathbb{C}^{n}$. Then we have

$$
\begin{aligned}
& \left(\gamma^{\prime},\left(\mu^{\prime}, \nu^{\prime}\right)\right) \cdot((\gamma,(\mu, \nu)) \cdot(z, w)) \\
& \left.\left.\qquad \begin{array}{rl}
=\left(\gamma^{\prime} \gamma z,\left(\mu^{\prime} \tau(\gamma z)+\nu^{\prime}+(\mu \tau(z)+\nu+w\right.\right. & +\xi(\gamma)(z)) j_{\rho, \tau}(\gamma, z)^{-1} \\
=\left(\gamma^{\prime} \gamma z,\left(\mu^{\prime} \tau(\gamma z)+\nu^{\prime}\right) j_{\rho, \tau}\left(\gamma^{\prime}, \gamma z\right)^{-1}\right. & \left.\left.+\xi\left(\gamma^{\prime}\right)(\gamma z)\right) j_{\rho, \tau}\left(\gamma^{\prime}, \gamma z\right)^{-1}\right) \\
& +(\mu \tau(z)+\nu+w
\end{array}\right)+\xi(\gamma)(z)\right) j_{\rho, \tau}\left(\gamma^{\prime} \gamma, z\right)^{-1} \\
& \\
& \\
& \left.\quad+\xi\left(\gamma^{\prime}\right)(\gamma z) j_{\rho, \tau}\left(\gamma^{\prime}, \gamma z\right)^{-1}\right)
\end{aligned}
$$

where we used the relation (8.14). Similarly, using (8.8) and (8.20) we have

$$
\begin{aligned}
& \left(\left(\gamma^{\prime},\left(\mu^{\prime}, \nu^{\prime}\right)\right) \cdot(\gamma,(\mu, \nu))\right) \cdot(z, w) \\
& \quad=\left(\gamma^{\prime} \gamma,\left(\mu^{\prime}, \nu^{\prime}\right) \rho(\gamma)+(\mu, \nu)+\psi\left(\gamma^{\prime}, \gamma\right)\right) \cdot(z, w) \\
& \quad=\left(\gamma^{\prime} \gamma z,\left(\left(\mu^{\prime}, \nu^{\prime}\right) \rho(\gamma)\binom{\tau(z)}{1}+\mu \tau(z)+\nu\right.\right. \\
& \left.\left.\quad+\psi\left(\gamma^{\prime}, \gamma\right)\binom{\tau(z)}{1}+w+\xi\left(\gamma^{\prime} \gamma\right)(z)\right) j_{\rho, \tau}\left(\gamma^{\prime} \gamma, z\right)^{-1}\right) \\
& \quad=\left(\gamma^{\prime} \gamma z,\left(\mu^{\prime}, \nu^{\prime}\right) \rho(\gamma)\binom{\tau(z)}{1} j_{\rho, \tau}\left(\gamma^{\prime} \gamma, z\right)^{-1}\right. \\
& \quad+(\mu \tau(z)+\nu+w) j_{\rho, \tau}\left(\gamma^{\prime} \gamma, z\right)^{-1}+\psi\left(\gamma^{\prime}, \gamma\right)\binom{\tau(z)}{1} j_{\rho, \tau}\left(\gamma^{\prime} \gamma, z\right)^{-1} \\
& \left.\quad+\left(\xi\left(\gamma^{\prime} \gamma\right)(z)\right) j_{\rho, \tau}\left(\gamma^{\prime} \gamma, z\right)^{-1}\right)
\end{aligned}
$$

However, if $\rho(\gamma)=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S p(n, \mathbb{R})$, we see that

$$
\begin{aligned}
\rho(\gamma)\binom{\tau(z)}{1}=\binom{a \tau(z)+b}{c \tau(z)+d} & =\binom{(a \tau(z)+b)(c \tau(z)+d)^{-1}}{1}(c \tau(z)+d) \\
& =\binom{\tau(\gamma z)}{1} j_{\rho, \tau}(\gamma, z)
\end{aligned}
$$

Hence, using this and (8.14), we obtain

$$
\begin{aligned}
\left(\mu^{\prime} \tau(\gamma z)+\nu^{\prime}\right) j_{\rho, \tau}\left(\gamma^{\prime}, \gamma z\right)^{-1} & =\left(\mu^{\prime}, \nu^{\prime}\right)\binom{\tau(\gamma z)}{1} j_{\rho, \tau}\left(\gamma^{\prime}, \gamma z\right)^{-1} \\
& =\left(\mu^{\prime}, \nu^{\prime}\right) \rho(\gamma)\binom{\tau(z)}{1} j_{\rho, \tau}(\gamma, z)^{-1} j_{\rho, \tau}\left(\gamma^{\prime}, \gamma z\right)^{-1} \\
& =\left(\mu^{\prime}, \nu^{\prime}\right) \rho(\gamma)\binom{\tau(z)}{1} j_{\rho, \tau}\left(\gamma^{\prime} \gamma, z\right)^{-1}
\end{aligned}
$$

On the other hand, using (8.15), (8.16) and (8.17), we have

$$
\begin{aligned}
\psi\left(\gamma^{\prime}, \gamma\right)\binom{\tau(z)}{1} & =\delta \xi\left(\gamma^{\prime}, \gamma\right)(z) \\
& =\left(\gamma^{\prime} \cdot \xi\right)(\gamma)(z)-\xi\left(\gamma^{\prime} \gamma\right)(z)+\left(\xi\left(\gamma^{\prime}\right) \cdot \gamma\right)(z) \\
& =\xi(\gamma)(z)-\xi\left(\gamma^{\prime} \gamma\right)(z)+\xi\left(\gamma^{\prime}\right)(\gamma z) j_{\rho, \tau}(\gamma, z)
\end{aligned}
$$

Hence it follows that

$$
\left(\gamma^{\prime},\left(\mu^{\prime}, \nu^{\prime}\right)\right) \cdot((\gamma,(\mu, \nu)) \cdot(z, w))=\left(\left(\gamma^{\prime},\left(\mu^{\prime}, \nu^{\prime}\right)\right) \cdot(\gamma,(\mu, \nu))\right) \cdot(z, w)
$$

and therefore the proof of the lemma is complete.
Remark 8.6 In [87, Lemma 3.3], there is another action of $\Gamma \ltimes_{\psi} L$ on $\mathcal{D} \times \mathbb{C}^{n}$ which apparently looks different from the one in Lemma 8.5. However, it can be shown that these two actions are equivalent. The equivalence of these actions in the case of trivial $\psi$ and $\xi$ can be found in Section 6.1, and similar arguments can be used to prove the equivalence in the general case.

### 8.3 Families of Torus Bundles

By taking the quotient of the space $\mathcal{D} \times \mathbb{C}^{n}$ by the action of $\Gamma \ltimes_{\psi} L$ discussed in Section 8.2 we obtain a complex torus bundle over a locally symmetric space, which may be regarded as a generalized Kuga fiber variety. In this section we consider certain properties of families of such torus bundles.

We assume that the discrete subgroup $\Gamma \subset G$ does not contain elements of finite order, so that the quotient $X=\Gamma \backslash \mathcal{D}$ of $\mathcal{D}$ by the $\Gamma$-action given by (8.11) has the structure of a complex manifold, and set

$$
\begin{equation*}
Y_{\psi, \xi}=\Gamma \ltimes_{\psi} L \backslash \mathcal{D} \times \mathbb{C}^{n}, \tag{8.21}
\end{equation*}
$$

where the quotient is taken with respect to the action in Lemma 8.5. Then the map $\pi: Y_{\psi, \xi} \rightarrow X$ induced by the natural projections $\mathcal{D} \times \mathbb{C}^{n} \rightarrow \mathcal{D}$ and $\Gamma \ltimes_{\psi} L \rightarrow \Gamma$ has the structure of a fiber bundle over $X$ whose fiber over a point corresponding to $z \in \mathcal{D}$ is isomorphic to the complex torus

$$
\mathbb{C}^{n} /\left(L \cdot\binom{\tau(z)}{1}\right)
$$

If $\psi=0$ and $\xi=0$, then the the corresponding torus bundle $Y_{0,0}$ is a family of abelian varieties known as a Kuga fiber variety (cf. [61, 108]), which was discussed in Section 6.1.

Proposition 8.7 Given $\psi \in \mathfrak{Z}^{2}(\Gamma, L)$ and $\xi \in \mathfrak{C}^{1}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right)$, let $\psi^{\prime}$ and $\xi^{\prime}$ be as in (8.18) and (8.19). Then the map $\Phi: \Gamma \ltimes_{\psi} L \rightarrow \Gamma \ltimes_{\psi^{\prime}} L$ given by (8.10) and the identity map on $\mathcal{D} \times \mathbb{C}^{n}$ induce an isomorphism $Y_{\psi, \xi} \rightarrow Y_{\psi^{\prime}, \xi^{\prime}}$ of bundles over $X=\Gamma \backslash \mathcal{D}$.

Proof. It suffices to show that

$$
\Phi(\gamma,(\mu, \nu)) \cdot(z, w)=(\gamma,(\mu, \nu)) \cdot(z, w)
$$

where the actions on the right and left hand sides are with respect to $(\psi, \xi)$ and ( $\psi^{\prime}, \xi^{\prime}$ ), respectively. Indeed, we have

$$
\begin{aligned}
\Phi(\gamma,(\mu, \nu)) \cdot(z, w)= & \left(\gamma z,\left(w+(\mu, \nu)\binom{\tau(z)}{1}+\phi(\gamma)\binom{\tau(z)}{1}\right.\right. \\
& \left.\left.+\xi^{\prime}(\gamma)(z)\right) j_{\rho, \tau}(\gamma, z)^{-1}\right) \\
= & \left(\gamma z,\left(w+(\mu, \nu)\binom{\tau(z)}{1}+\xi(\gamma)(z)\right) j_{\rho, \tau}(\gamma, z)^{-1}\right) \\
= & (\gamma,(\mu, \nu)) \cdot(z, w)
\end{aligned}
$$

and therefore the proposition follows.
Given a 2-cocycle $\psi: \Gamma \times \Gamma \rightarrow L$, we denote by $\Xi_{\psi}$ the set of all $\xi \in$ $\mathfrak{C}^{1}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right)$ satisfying (8.17). Thus, if $\psi=0$, the set $\Xi_{0}$ coincides with the space

$$
\mathfrak{Z}^{1}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right)=\left\{\eta \in \mathfrak{C}^{1}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right) \mid \delta \eta=0\right\}
$$

of 1-cocycles in $\mathfrak{C}^{1}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right.$ ), where $\delta \eta$ is as in (8.16). Each $\xi \in \Xi_{\psi}$ determines the associated torus bundle $Y_{\psi, \xi}$ over $X$ given by (8.21). We denote by

$$
\mathfrak{T}_{\psi}=\left\{Y_{\psi, \xi} \mid \xi \in \Xi_{\psi}\right\}
$$

the family of torus bundles $Y_{\psi, \xi}$ parametrized by $\Xi_{\psi}$. Thus, if $\psi$ is the zero map, the torus bundle $Y_{0,0}$ determined by $0 \in \Xi_{0}$ is a Kuga fiber variety. Given $\xi \in \Xi_{\psi}$ and $\xi^{\prime} \in \Xi_{\psi^{\prime}}$, if $\delta$ is the coboundary operator on $\mathfrak{C}^{1}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right)$, then by (8.17) we have

$$
\delta\left(\xi+\xi^{\prime}\right)\left(\gamma_{1}, \gamma_{2}\right)(z)=\left(\psi+\psi^{\prime}\right)\left(\gamma_{1}, \gamma_{2}\right)\binom{\tau(z)}{1}
$$

for all $z \in \mathcal{H}_{n}$ and $\gamma_{1}, \gamma_{2} \in \Gamma$; hence we see that $\xi+\xi^{\prime} \in \Xi_{\psi+\psi^{\prime}}$.
Let $\left(\mathcal{D} \times \mathbb{C}^{n}\right) \oplus_{\mathcal{D}}\left(\mathcal{D} \times \mathbb{C}^{n}\right)$ be the Whitney sum of two copies of the trivial vector bundle $\mathcal{D} \times \mathbb{C}^{n}$ over $\mathcal{D}$, which we identify with $\mathcal{D} \times\left(\mathbb{C}^{n} \oplus \mathbb{C}^{n}\right)$. Then we can consider the map

$$
s: \mathcal{D} \times\left(\mathbb{C}^{n} \oplus \mathbb{C}^{n}\right) \rightarrow \mathcal{D} \times \mathbb{C}^{n}
$$

given by

$$
\begin{equation*}
s\left(z, v, v^{\prime}\right)=\left(z, v+v^{\prime}\right) \tag{8.22}
\end{equation*}
$$

for all $z \in \mathcal{D}$ and $v, v^{\prime} \in \mathbb{C}^{n}$. Let $\psi, \psi^{\prime} \in \mathfrak{Z}^{2}(\Gamma, L)$, and let $\Gamma \ltimes_{\psi} L \ltimes_{\psi^{\prime}} L$ be the group consisting of the elements of $\Gamma \times L \times L$ equipped with multiplication given by

$$
\begin{aligned}
& \left(\gamma_{1},\left(\mu_{1}, \nu_{1}\right),\left(\mu_{1}^{\prime}, \nu_{1}^{\prime}\right)\right) \cdot\left(\gamma_{2},\left(\mu_{2}, \nu_{2}\right),\left(\mu_{2}^{\prime}, \nu_{2}^{\prime}\right)\right) \\
& \quad=\left(\gamma_{1} \gamma_{2},\left(\mu_{1}, \nu_{1}\right) \rho\left(\gamma_{2}\right)+\left(\mu_{2}, \nu_{2}\right)+\psi\left(\gamma_{1}, \gamma_{2}\right)\right. \\
& \left.\quad\left(\mu_{1}^{\prime}, \nu_{1}^{\prime}\right) \rho\left(\gamma_{2}\right)+\left(\mu_{2}^{\prime}, \nu_{2}^{\prime}\right)+\psi^{\prime}\left(\gamma_{1}, \gamma_{2}\right)\right)
\end{aligned}
$$

Then we see that there is a group homomorphism

$$
\widetilde{s}: \Gamma \ltimes_{\psi} L \ltimes_{\psi^{\prime}} L \rightarrow \Gamma \ltimes_{\psi+\psi^{\prime}} L
$$

given by

$$
\begin{equation*}
\widetilde{s}\left(\gamma, \ell_{1}, \ell_{2}\right)=\left(\gamma, \ell_{1}+\ell_{2}\right) \tag{8.23}
\end{equation*}
$$

for all $\gamma \in \Gamma$ and $\ell_{1}, \ell_{2} \in L$. If $\xi \in \Xi_{\psi}$ and $\xi^{\prime} \in \Xi_{\psi^{\prime}}$, we let the group $\Gamma \ltimes_{\psi} L \ltimes_{\psi^{\prime}} L$ act on the space $\mathcal{D} \times\left(\mathbb{C}^{n} \oplus \mathbb{C}^{n}\right)$ by

$$
\begin{align*}
& \left(\gamma,(\mu, \nu),\left(\mu^{\prime}, \nu^{\prime}\right)\right) \cdot\left(z, w, w^{\prime}\right)  \tag{8.24}\\
& =\left(\gamma z,(\mu \tau(z)+\nu+w+\xi(\gamma)(z)) \cdot j_{\rho, \tau}(\gamma, z)^{-1}\right. \\
& \left.\quad\left(\mu^{\prime} \tau(z)+\nu^{\prime}+w^{\prime}+\xi^{\prime}(\gamma)(z)\right) \cdot j_{\rho, \tau}(\gamma, z)^{-1}\right)
\end{align*}
$$

Then the associated quotient space

$$
Y_{\psi, \xi} \oplus_{X} Y_{\psi^{\prime}, \xi^{\prime}}=\Gamma \ltimes_{\psi} L \ltimes_{\psi^{\prime}} L \backslash \mathcal{D} \times\left(\mathbb{C}^{n} \oplus \mathbb{C}^{n}\right)
$$

is the fiber product of the torus bundles $Y_{\psi, \xi} \in \mathfrak{T}_{\psi}$ and $Y_{\psi^{\prime}, \xi^{\prime}} \in \mathfrak{T}_{\psi^{\prime}}$ over $X$.
Proposition 8.8 Let $\xi \in \Xi_{\psi}$ and $\xi^{\prime} \in \Xi_{\psi^{\prime}}$ with $\psi, \psi^{\prime} \in \mathfrak{Z}^{1}(\Gamma, L)$. Then the map $s$ in (8.22) and the morphism $\widetilde{s}$ in (8.23) induce a morphism

$$
Y_{\psi, \xi} \oplus_{X} Y_{\psi^{\prime}, \xi^{\prime}} \rightarrow Y_{\psi+\psi^{\prime}, \xi+\xi^{\prime}}
$$

of torus bundles over $X$.
Proof. By our construction of the torus bundles involved, it suffices to show that

$$
s\left(\left(\gamma,(\mu, \nu),\left(\mu^{\prime}, \nu^{\prime}\right)\right) \cdot\left(z, w, w^{\prime}\right)\right)=\widetilde{s}\left(\gamma,(\mu, \nu)+\left(\mu^{\prime}, \nu^{\prime}\right)\right) \cdot s\left(z, w, w^{\prime}\right)
$$

for $\gamma \in \Gamma,(\mu, \nu),\left(\mu^{\prime}, \nu^{\prime}\right) \in L$ and $\left(z, w, w^{\prime}\right) \in \mathcal{D} \times\left(\mathbb{C}^{n} \oplus \mathbb{C}^{n}\right)$. Indeed, using (8.24) and (8.23), we see that

$$
\begin{aligned}
s((\gamma,(\mu, \nu), & \left.\left.\left(\mu^{\prime}, \nu^{\prime}\right)\right) \cdot\left(z, w, w^{\prime}\right)\right) \\
= & \left(\gamma z,\left(\left(\mu+\mu^{\prime}\right) \tau(z)+\left(\nu+\nu^{\prime}\right)\right.\right. \\
& \left.\left.\quad+\left(w+w^{\prime}\right)+(\xi+\eta)(\gamma)(z)\right) \cdot j_{\rho, \tau}(\gamma, z)^{-1}\right) \\
= & \widetilde{s}\left(\gamma,(\mu, \nu)+\left(\mu^{\prime}, \nu^{\prime}\right)\right) \cdot s\left(z, w, w^{\prime}\right)
\end{aligned}
$$

and therefore the proposition follows.

Applying Proposition 8.8 to the special case of $\psi^{\prime}=0$, we see that there is a natural morphism

$$
Y_{\psi, \xi} \oplus_{X} Y_{0, \eta} \rightarrow Y_{\psi, \xi+\eta}
$$

for $Y_{\psi, \xi} \in \mathfrak{T}_{\psi}$ and $\eta \in \Xi_{0}$.
Example 8.9 Given an element $h \in \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)$, we define the 1 -cochain $\eta \in$ $\mathfrak{C}^{1}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right)$ by

$$
\eta(\gamma)(z)=h(z)-h(\gamma z) j_{\rho, \tau}(\gamma, z)
$$

for all $z \in D$ and $\gamma \in \Gamma$. Then for $z \in D$ and $\gamma^{\prime}, \gamma \in \Gamma$ we have

$$
\begin{aligned}
\eta(\gamma)(z)- & \eta\left(\gamma^{\prime} \gamma\right)(z)+\eta\left(\gamma^{\prime}\right)(\gamma z) j_{\rho, \tau}(\gamma, z) \\
= & \left(h(z)-h(\gamma z) j_{\rho, \tau}(\gamma, z)\right)-\left(h(z)-h\left(\gamma^{\prime} \gamma z\right) j_{\rho, \tau}\left(\gamma^{\prime} \gamma, z\right)\right) \\
& +\left(h(\gamma z)-h\left(\gamma^{\prime} \gamma z\right) j_{\rho, \tau}\left(\gamma^{\prime}, z\right)\right) j_{\rho, \tau}(\gamma, z)=0
\end{aligned}
$$

hence it follows that $\eta \in \mathfrak{Z}^{1}\left(\Gamma, \mathcal{A}\left(\mathcal{D}, \mathbb{C}^{n}\right)\right)$. In fact, $\eta$ is a coboundary. Thus we can consider the associated torus bundle $Y_{h}=Y_{0, \eta}$ and a morphism $Y_{\psi, \xi} \oplus_{X}$ $Y_{h} \rightarrow Y_{\psi, \xi+\eta}$ for each $Y_{\psi, \xi} \in \mathfrak{T}_{\psi}$.

We are now interested in extending the interpretation of holomorphic forms on Kuga fiber varieties as mixed automorphic forms given in Theorem 6.17 to the torus bundle $Y_{\psi, \xi}$. Let $j_{H}: G \times \mathcal{D} \rightarrow \mathbb{C}$ and $j_{V}: S p(V, \beta) \times \mathcal{H}_{n} \rightarrow \mathbb{C}$ be canonical automorphy factors given by (6.55) and (6.56), respectively. Then from (6.56) and (8.13) we see that

$$
\operatorname{det}\left(j_{\rho, \tau}(\gamma, z)\right)=j_{V}(\rho(\gamma), \tau(z))
$$

for all $z \in \mathcal{D}$ and $\gamma \in G$.
Theorem 8.10 Let $\pi: Y_{\psi, \xi}^{m} \rightarrow X$ be the $m$-fold fiber power of the torus bundle $Y_{\psi, \xi}$ over $X$ in (8.21). Then the space of mixed automorphic forms on $\mathcal{D}$ of type $\left(j_{H}^{-1}, j_{V}^{m}, \rho, \tau\right)$ is canonically isomorphic to the space $H^{0}\left(Y_{\psi, \xi}^{m}, \Omega^{k+m n}\right)$ of holomorphic $(k+m n)$-forms on $Y_{\psi, \xi}^{m}$, where $k=\operatorname{dim}_{\mathbb{C}} \mathcal{D}$.

Proof. Using (8.21), we see that $Y_{\psi, \xi}^{m}$ can be regarded as the quotient

$$
\Gamma \ltimes_{\rho} L^{n} \backslash \mathcal{D} \times\left(\mathbb{C}^{n}\right)^{m}
$$

fibered over the locally symmetric space $X=\Gamma \backslash \mathcal{D}$ with fiber $\left(\mathbb{C}^{n} / L\right)^{m}$. Let $z=\left(z_{1}, \ldots, z_{k}\right)$ be a global coordinates for $\mathcal{D}$, and let

$$
w=\left(w^{(1)}, \ldots, w^{(m)}\right)=\left(w_{1}^{(1)}, \ldots, w_{n}^{(1)} ; \ldots ; w_{1}^{(m)}, \ldots, w_{n}^{(m)}\right)
$$

be the canonical coordinates for $\left(\mathbb{C}^{n}\right)^{m}$. If $\Phi$ is a holomorphic $(k+m n)$ form on $Y_{\psi, \xi}^{m}$, then $\Phi$ can be considered as a holomorphic $(k+m n)$-form on $\mathcal{D} \times\left(\mathbb{C}^{n}\right)^{m}$ that is invariant under the action of $\Gamma \ltimes{ }_{\rho} L^{m}$. Thus there is a holomorphic function $F_{\Phi}(z, w)$ on $\mathcal{D} \times\left(\mathbb{C}^{n}\right)^{m}$ such that

$$
\Phi=F_{\Phi}(z, w) d z \wedge d w^{(1)} \wedge \cdots \wedge d w^{(m)}
$$

where $z=\left(z_{1}, \ldots, z_{k}\right) \in \mathcal{D}, w=\left(w^{(1)}, \ldots, w^{(m)}\right) \in\left(\mathbb{C}^{n}\right)^{m}$, and $w^{(j)}=$ $\left(w_{1}^{(j)}, \ldots, w_{n}^{(j)}\right) \in \mathbb{C}^{n}$ for $1 \leq j \leq m$. Given $x \in X$, the holomorphic form $\Phi$ descends to a holomorphic $m n$-form on the fiber $\left(Y_{\psi, \xi}^{m}\right)_{x}$ over $x$. The fiber $\left(Y_{\psi, \xi}^{m}\right)_{x}$ is the $m$-fold product of a complex torus of dimension $n$, and hence the dimension of the space of holomorphic $m n$-forms on $\left(Y_{\psi, \xi}^{m}\right)_{x}$ is one. Since any holomorphic function on a compact complex manifold is constant, the restriction of $F_{\Phi}(z, w)$ to the compact complex manifold $Y_{\psi, \xi}^{m}$ is constant. Thus $F_{\Phi}(z, w)$ depends only on $z$; and hence $\Phi$ can be written in the form

$$
\Phi=f_{\Phi}(z) d z \wedge d w^{(1)} \wedge \cdots \wedge d w^{(m)}
$$

where $f_{\Phi}$ is a holomorphic function on $\mathcal{D}$. To consider the invariance of $\Phi$ under the group $\Gamma \ltimes_{\rho} L^{m}$, we first notice that the action of $\Gamma \ltimes_{\rho} L^{m}$ on $d z=d z_{1} \wedge \cdots \wedge d z_{k}$ is given by

$$
(\gamma,(\mu, \nu)) \cdot d z=j_{H}(\gamma, z) d z
$$

for all $(\gamma,(\mu, \nu)) \in \Gamma \ltimes_{\rho} L^{m}$, because $z \mapsto j_{H}(\gamma, z)$ is the Jacobian map for the transformation $z \mapsto \gamma z$ of $\mathcal{D}$. On the other hand, the action of $\Gamma \ltimes{ }_{\rho} L^{m}$ on $d w^{(j)}=d w_{1}^{(j)} \wedge \cdots \wedge d w_{n}^{(j)}$ is given by

$$
\begin{aligned}
(\gamma,(\mu, \nu)) \cdot d w^{(j)} & =d\left[(w+\mu \tau(z)+\nu+\xi(\gamma)(z)) j_{\rho, \tau}(\gamma, z)^{-1}\right] \\
& =\operatorname{det}\left(j_{\rho, \tau}(\gamma, z)\right)^{-1} d w^{(j)}+\Psi^{(j)} \\
& =j_{V}(\rho(\gamma), \tau(z))^{-1} d w^{(j)}+\Psi^{(j)}
\end{aligned}
$$

for $1 \leq j \leq m$, where the term $\Psi^{(j)}$ is the sum of the terms involving some $d z_{\ell}$ for $1 \leq \ell \leq k$; hence we obtain

$$
(\gamma,(\mu, \nu)) \cdot \Phi=f_{\Phi}(\gamma z) j_{H}(\gamma, z) j_{V}(\rho(\gamma), \tau(z))^{-m} d z \wedge d w^{(1)} \wedge \cdots \wedge d w^{(m)}
$$

Thus we have

$$
f_{\Phi}(\gamma z)=j_{H}(\gamma, z)^{-1} j_{V}(\rho(\gamma), \tau(z))^{m} f_{\Phi}(z)
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{D}$. On the other hand, each mixed automorphic form on $\mathcal{D}$ of type $\left(j_{H}^{-1}, j_{V}^{m}, \rho, \tau\right)$ is a holomorphic function $h: \mathcal{D} \rightarrow \mathbb{C}$ satisfying

$$
h(\gamma z)=j_{H}(\gamma, z)^{-1} j_{V}(\rho(\gamma), \tau(z))^{n} h(z)
$$

for $z \in \mathcal{D}$ and $\gamma \in \Gamma$. Therefore the assignment $\Phi \mapsto f_{\Phi}(z)$ determines an isomorphism between the space $H^{0}\left(Y_{\psi, \xi}^{m}, \Omega^{k+m n}\right)$ of holomorphic ( $k+$ $m n$ )-forms on $Y_{\psi, \xi}^{m}$ and the space of mixed automorphic forms on $\mathcal{D}$ of type $\left(j_{H}^{-1}, j_{V}^{m}, \rho, \tau\right)$.

### 8.4 Cohomology

In this section we establish an isomorphism between the $k$-th cohomology along the fibers of a twisted torus bundle and the sheaf of holomorphic sections of a certain vector bundle over the base space of the torus bundle. This vector bundle is determined by an automorphy factor associated to an equivariant pair.

We fix elements $\psi \in \mathfrak{J}^{2}(\Gamma, L)$ and $\xi \in \Xi_{\psi}$, where $\Xi_{\psi}$ is as in Section 8.3, and consider the associated torus bundle $\pi: Y_{\psi, \xi} \rightarrow X$ constructed in the same section. The cohomology along the fibers of $Y_{\psi, \xi}$ over $X$ can be provided by the direct image functors $R^{i} \pi_{*}$, which determine sheaves on $X$ associated to sheaves on $Y_{\psi, \xi}$ (see e.g. [40, Section III.8]). We are interested in the images of the sheaf $\mathcal{O}_{Y_{\psi, \xi}}$ of holomorphic functions on $Y_{\psi, \xi}$ under such functors. Given a nonnegative integer $k, R^{k} \pi_{*} \mathcal{O}_{Y_{\psi, \xi}}$ is the sheaf on $X$ generated by the presheaf

$$
U \mapsto H^{k}\left(\pi^{-1}(U), \mathcal{O}_{Y_{\psi, \xi}}\right)
$$

for open subsets $U$ of $X$. Note that by Dolbeault's theorem there is a canonical isomorphism

$$
H^{k}\left(\pi^{-1}(U), \mathcal{O}_{Y_{\psi, \xi}}\right) \cong H^{(0, k)}\left(\pi^{-1}(U)\right)
$$

Proposition 8.11 The sheaf $R^{0} \pi_{*} \mathcal{O}_{Y_{\psi, \xi}}$ is isomorphic to the sheaf $\mathcal{O}_{X}$ of holomorphic functions on $X$.

Proof. Let $U$ be a sufficiently small open ball in $X$, and consider the section $f \in H^{0}\left(\pi^{-1}(U), \mathcal{O}_{Y_{\psi, \xi}}\right)$ of $\mathcal{O}_{Y_{\psi, \xi}}$ on $\pi^{-1}(U)$. If $\widetilde{U} \subset \mathcal{D}$ is the inverse image of $U$ under the natural projection map $\mathcal{D} \rightarrow X=\Gamma \backslash \mathcal{D}$, then we have

$$
\begin{equation*}
\pi^{-1}(U) \cong \Gamma \ltimes_{\psi} L \backslash \widetilde{U} \times \mathbb{C}^{n} \tag{8.25}
\end{equation*}
$$

Thus $f$ may be regarded as a holomorphic function on $\widetilde{U} \times \mathbb{C}^{n}$ that is invariant under the action of $\Gamma \ltimes_{\psi}\{0\}$ and satisfies

$$
f(z, w)=f(z, w+\mu \tau(z)+\nu)
$$

for all $(z, w) \in \widetilde{U} \times \mathbb{C}^{n}$ and $(\mu, \nu) \in L$. Hence it follows that $f$ is constant with respect to $w$ and therefore can be identified with a $\Gamma$-invariant holomorphic function on $\widetilde{U}$ or a holomorphic function on $U$.

Let $j_{\rho, \tau}: \Gamma \times \mathcal{D} \rightarrow G L(n, \mathbb{C})$ be the automorphy factor given by (8.13). Then the discrete subgroup $\Gamma \subset S p(n, \mathbb{R})$ acts on $\mathcal{D} \times \mathbb{C}^{n}$ by

$$
\gamma \cdot(z, w)=\left(\gamma z, w \cdot j_{\rho, \tau}(\gamma, z)^{-1}\right)
$$

for all $\gamma \in \Gamma$ and $(z, w) \in \mathcal{D} \times \mathbb{C}^{n}$. If we denote the associated quotient by

$$
\begin{equation*}
\mathcal{V}=\Gamma \backslash \mathcal{D} \times \mathbb{C}^{n} \tag{8.26}
\end{equation*}
$$

then the map $p: \mathcal{V} \rightarrow X=\Gamma \backslash \mathcal{D}$ induced by the natural projection $\mathcal{D} \times$ $\mathbb{C}^{n} \rightarrow \mathcal{D}$ determines the structure of a vector bundle on $\mathcal{V}$ over $X$ with fiber isomorphic to $\mathbb{C}^{n}$. By our construction we see that each holomorphic section $s: X \rightarrow \mathcal{V}$ of $\mathcal{V}$ over $X$ can be identified with a function $\widetilde{s}: \mathcal{D} \rightarrow \mathbb{C}^{n}$ satisfying

$$
\begin{equation*}
\widetilde{s}(\gamma z)=\widetilde{s}(z) \cdot j_{\rho, \tau}(\gamma, z)^{-1} \tag{8.27}
\end{equation*}
$$

for all $\gamma \in \Gamma$ and $z \in \mathcal{D}$.
Given a torus bundle $\pi: Y_{\psi, \xi} \rightarrow X$ and a sufficiently small open ball $U$ in $X$, we consider a $(0,1)$-form $\omega$ on $\pi^{-1}(U)$ which determines the cohomology class $[\omega]$ in $H^{(0,1)}\left(\pi^{-1}(U)\right)=H^{1}\left(\pi^{-1}(U), \mathcal{O}_{Y_{\psi, \xi}}\right)$. Let $\widetilde{U} \subset \mathcal{D}$ be the inverse image of $U$ under the natural projection map $\mathcal{D} \rightarrow X$ as in (8.25), and let $z=\left(z_{1}, \ldots, z_{N}\right)$ be a local holomorphic system of coordinates on $\widetilde{U}$. Then we have

$$
\begin{equation*}
\omega=\sum_{\alpha=1}^{N} A_{\alpha}(z, w) d \bar{z}_{\alpha}+\sum_{\beta=1}^{n} B_{\beta}(z, w) d \bar{w}_{\beta} \tag{8.28}
\end{equation*}
$$

for some $\mathbb{C}$-valued $C^{\infty}$ functions $A_{\alpha}(z, w)$ and $B_{\beta}(z, w)$ on $\widetilde{U} \times \mathbb{C}^{n}$, where $w=\left(w_{1}, \ldots, w_{n}\right)$ is the standard coordinate system for $\mathbb{C}^{n}$. Let $\ell=(\mu, \nu) \in$ $L$, and set

$$
\zeta(z, \ell)=\mu \cdot \tau(z)+\nu
$$

for all $z \in \mathcal{D}$. Note that $\zeta(z, \ell)$ is the same as $\xi(z, \ell)=\ell_{z}$ in the notation used in Chapter 6 (see Example 6.6). Then by (8.20) the action of $\ell$ on $\omega$ is given by

$$
\begin{aligned}
\ell^{*} \omega=\sum_{\alpha=1}^{N} A_{\alpha}(z, w & +\zeta(z, \ell)) d \bar{z}_{\alpha} \\
& +\sum_{\beta=1}^{n} B_{\beta}(z, w+\zeta(z, \ell))\left(d \bar{w}_{\beta}+\sum_{\alpha=1}^{N} \frac{\partial \overline{\zeta(z, \ell)}_{\beta}}{\partial \bar{z}_{\alpha}} d \bar{z}_{\alpha}\right) .
\end{aligned}
$$

Since $\ell^{*} \omega=\omega$, we obtain

$$
\begin{gather*}
A_{\alpha}(z, w)=A_{\alpha}(z, w+\zeta(z, \ell))+\sum_{\beta=1}^{n} B_{\beta}(z, w+\zeta(z, \ell)) \frac{\partial \overline{\zeta(z, \ell)}_{\beta}}{\partial \bar{z}_{\alpha}}, \\
B_{\beta}(z, w)=B_{\beta}(z, w+\zeta(z, \ell)) \tag{8.29}
\end{gather*}
$$

for all $\ell \in L$.
Lemma 8.12 Let $\omega^{(1)}$ be the $(0,1)$-form on $\widetilde{U} \times \mathbb{C}^{n}$ given by (8.28). Then there exists $a(0,1)$-form on $\widetilde{U} \times \mathbb{C}^{n}$ of the form

$$
\begin{equation*}
\omega^{(1)}=\sum_{\alpha=1}^{N}\left(A_{\alpha}(z, w)-\frac{\partial f(z, w)}{\partial \bar{z}_{\alpha}}\right) d \bar{z}_{\alpha}+\sum_{\beta=1}^{n} C_{\beta}(z) d \bar{w}_{\beta} \tag{8.30}
\end{equation*}
$$

such that $\left[\omega^{(1)}\right]=[\omega]$ in $H^{(0,1)}\left(\pi^{-1}(U)\right)$, where $f(z, w)$ and $C_{\beta}(z)$ for $1 \leq$ $\beta \leq n$ are $C^{\infty}$ functions on $\widetilde{U} \times \mathbb{C}^{n}$ and $\widetilde{U}$, respectively.

Proof. We first rewrite the ( 0,1 )-form $\omega$ in (8.28) as

$$
\begin{equation*}
\omega=\sum_{\alpha=1}^{N} A_{\alpha}(z, w) d \bar{z}_{\alpha}+\widetilde{\Phi}(z, w) \tag{8.31}
\end{equation*}
$$

by setting

$$
\widetilde{\Phi}(z, w)=\sum_{\beta=1}^{n} B_{\beta}(z, w) d \bar{w}_{\beta}
$$

Then, for fixed $z \in \widetilde{U} \subset \mathcal{D}$, by (8.29) we see that the ( 0,1 )-form $\widetilde{\Phi}(z, w)$ on $\mathbb{C}^{n}$ is $L$-invariant and satisfies $\bar{\partial}_{w} \widetilde{\Phi}(z, w)=0$. Thus for each $z \in \widetilde{U}$ we obtain a $\bar{\partial}_{w}$-closed $(0,1)$-form $\Phi(z)$ that is cohomologous to $\widetilde{\Phi}(z, w)$ on the complex torus

$$
\mathbb{C}^{n} /\left(L \cdot\binom{\tau(z)}{1}\right)
$$

which is the fiber of the bundle $Y_{\psi, \xi}$ over the image of $z$ in $X$. From harmonic theory we see that there are $C^{\infty}$ functions $C_{\beta}(z)$ on $\widetilde{U}$ with $1 \leq \beta \leq n$ such that

$$
\begin{equation*}
\Phi^{0}(z)=\sum_{\beta=1}^{n} C_{\beta}(z) d \bar{w}_{\beta} \tag{8.32}
\end{equation*}
$$

is a harmonic form in $w$ that is cohomologous, for each fixed $z$, to $\Phi(z)$ in $H^{(0,1)}\left(\pi^{-1}(z)\right)$. Hence there is a $C^{\infty}$ function $f(z, w)$ on $\widetilde{U} \times \mathbb{C}^{n}$ such that $f(z, w+\zeta(z, \ell))=f(z, w)$ for all $\ell \in L$ and

$$
\begin{align*}
\Phi(z)-\Phi^{0}(z)=\bar{\partial}_{w} f(z, w) & =\sum_{\beta=1}^{n} \frac{\partial f(z, w)}{\partial \bar{w}_{\beta}} d \bar{w}_{\beta}  \tag{8.33}\\
& =\bar{\partial} f(z, w)-\sum_{\alpha=1}^{N} \frac{\partial f(z, w)}{\partial \bar{z}_{\alpha}} d \bar{z}_{\alpha}
\end{align*}
$$

We now define $\omega^{(1)}$ by (8.30), so that

$$
\begin{equation*}
\omega^{(1)}=\sum_{\alpha=1}^{N}\left(A_{\alpha}(z, w)-\frac{\partial f(z, w)}{\partial \bar{z}_{\alpha}}\right) d \bar{z}_{\alpha}+\Phi^{0}(z) \tag{8.34}
\end{equation*}
$$

by (8.32). Then from (8.31), (8.33) and (8.34), we obtain

$$
\omega-\omega^{(1)}=\bar{\partial} f
$$

hence it follows that $[\omega]=\left[\omega^{(1)}\right]$ in $H^{(0,1)}\left(\pi^{-1}(U)\right)$.

Lemma 8.13 There are $C^{\infty}$ functions $F_{j, \alpha}(z)$ with $1 \leq j \leq n$ and $1 \leq \alpha \leq$ $N$ such that the $(0,1)$-form on $\widetilde{U} \times \mathbb{C}^{n}$ given by

$$
\begin{equation*}
\omega^{(2)}=\sum_{\alpha=1}^{N} F_{\alpha}(z)\left({ }^{t} \bar{w}-{ }^{t} w\right) d \bar{z}_{\alpha}+C_{\beta}(z) d \bar{w}_{\beta} \tag{8.35}
\end{equation*}
$$

satisfies $\left[\omega^{(2)}\right]=\left[\omega^{(1)}\right]=[\omega]$ in $H^{(0,1)}\left(\pi^{-1}(U)\right)$, where the functions $C_{\beta}(z)$ are as in (8.30), $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right)$, and $F_{\alpha}(z)=\left(F_{\alpha, 1}(z), \ldots, F_{\alpha, n}(z)\right)$ for each $\alpha \in\{1, \ldots, n\}$.

Proof. From (8.30) we may write

$$
\begin{equation*}
\omega^{(1)}=\sum_{\alpha=1}^{N} D_{\alpha}(z, w) d \bar{z}_{\alpha}+\sum_{\beta=1}^{n} C_{\beta}(z) d \bar{w}_{\beta} \tag{8.36}
\end{equation*}
$$

with

$$
D_{\alpha}(z, w)=A_{\alpha}(z, w)-\frac{\partial f(z, w)}{\partial \bar{z}_{\alpha}}
$$

Since $\omega^{(1)}$ is a $\bar{\partial}$-closed form, we have

$$
\left.\left.\begin{array}{rl}
0=\bar{\partial} \omega^{(1)}=\sum_{\alpha=1}^{N} \sum_{\lambda=1}^{N} \frac{\partial D_{\alpha}(z, w)}{\partial \bar{z}_{\lambda}} d \bar{z}_{\lambda} & \wedge d \bar{z}_{\alpha}
\end{array}\right) \sum_{\alpha=1}^{N} \sum_{\epsilon=1}^{n} \frac{\partial D_{\alpha}(z, w)}{\partial \bar{w}_{\epsilon}} d \bar{w}_{\epsilon} \wedge d \bar{z}_{\alpha}\right)
$$

hence we obtain

$$
\begin{equation*}
\frac{\partial C_{\beta}(z)}{\partial \bar{z}_{\lambda}}=\frac{\partial D_{\lambda}(z, w)}{\partial \bar{w}_{\beta}}, \quad \frac{\partial D_{\alpha}(z, w)}{\partial \bar{z}_{\lambda}}=\frac{\partial D_{\lambda}(z, w)}{\partial \bar{z}_{\alpha}} \tag{8.37}
\end{equation*}
$$

for $1 \leq \alpha, \lambda \leq N$ and $1 \leq \beta \leq n$. Thus we have

$$
\begin{equation*}
D_{\lambda}(z, w)=\sum_{\beta=1}^{n} F_{\lambda, \beta}(z) \bar{w}_{\beta}+P_{\lambda}(z, w), \quad F_{\lambda, \beta}(z)=\frac{\partial C_{\beta}(z)}{\partial \bar{z}_{\lambda}} \tag{8.38}
\end{equation*}
$$

where $P_{\lambda}(z, w)$ is a holomorphic function in $w$. Since $\ell^{*} \omega^{(1)}=\omega^{(1)}$ for each $\ell \in L$, by (8.36) we obtain

$$
\begin{equation*}
D_{\lambda}(z, w)=D_{\lambda}(z, w+\zeta(z, \ell))+\sum_{\beta=1}^{n} C_{\beta}(z) \frac{\partial \overline{\zeta(z, \ell)}_{\beta}}{\partial \bar{z}_{\lambda}} \tag{8.39}
\end{equation*}
$$

for all $\ell \in L$. Hence, if we set

$$
\widetilde{P}_{\lambda}^{0}(z)=\sum_{\beta=1}^{n}\left(C_{\beta}(z) \frac{\partial \overline{\zeta(z, \ell)}_{\beta}}{\partial \bar{z}_{\lambda}}+F_{\lambda, \beta}(z) \overline{\zeta(z, \ell)}_{\beta}\right)
$$

for $1 \leq \lambda \leq N$, by (8.38) and (8.39) we have

$$
\begin{equation*}
P_{\lambda}(z, w)-P_{\lambda}(z, w+\zeta(z, \ell))=\widetilde{P}_{\lambda}^{0}(z) \tag{8.40}
\end{equation*}
$$

which is a function of $z$ only. Thus $P_{\lambda}(z, w)$ must be of the form

$$
\begin{equation*}
P_{\lambda}(z, w)=P_{\lambda}^{0}(z)+\sum_{\beta=1}^{n} P_{\lambda, \beta}^{1}(z) w_{\beta} \tag{8.41}
\end{equation*}
$$

for each $\lambda$. Using (8.40) and (8.41) for $w=\zeta(z, \ell)$, we see that the functions $P_{\lambda, \beta}^{1}(z)$ satisfy

$$
\begin{equation*}
\sum_{\beta=1}^{n} P_{\lambda, \beta}^{1}(z) \zeta(z, \ell)_{\beta}=-\sum_{\beta=1}^{n}\left(F_{\lambda, \beta}(z) \overline{\zeta(z, \ell)}_{\beta}+C_{\beta}(z) \frac{\partial \overline{\zeta(z, \ell)}_{\beta}}{\partial \bar{z}_{\lambda}}\right) \tag{8.42}
\end{equation*}
$$

Since $\zeta(z, \ell)=\mu \cdot \tau(z)+\nu$ for $\ell=(\mu, \nu)$, using $\mu=0$ and $\nu=\left(\nu_{1}, \ldots, \nu_{n}\right)$ with $\nu_{j} \neq 0$ and $\nu_{k}=0$ for $k \neq j$, from (8.42) we obtain

$$
\begin{equation*}
P_{\lambda, j}^{1}(z)=-F_{\lambda, j}(z) \tag{8.43}
\end{equation*}
$$

for each $j \in\{1, \ldots, n\}$. Thus (8.42) reduces to

$$
\sum_{\beta=1}^{n} F_{\lambda, \beta}(z)(\mu \cdot \tau(z))_{\beta}=\sum_{\beta=1}^{n}\left(F_{\lambda, \beta}(z)(\mu \cdot \overline{\tau(z)})_{\beta}+C_{\beta}(z) \frac{\partial(\mu \cdot \overline{\tau(z)})_{\beta}}{\partial \bar{z}_{\lambda}}\right)
$$

for $\ell=(\mu, 0)$. By considering $\mu$ with only one nonzero entry $\mu_{j}$ for each $j$ we see that

$$
F_{\lambda}(z) \tau(z)=F_{\lambda}(z) \overline{\tau(z)}+C(z) \frac{\partial \overline{\tau(z)}}{\partial \bar{z}_{\lambda}}
$$

where the $F_{\lambda}(z)$ and $C(z)$ are row vectors given by

$$
F_{\lambda}(z)=\left(F_{\lambda, 1}(z), \ldots, F_{\lambda, n}(z)\right), \quad C(z)=\left(C_{1}(z), \ldots, C_{n}(z)\right)
$$

and the products are matrix products. Thus we have

$$
\begin{equation*}
2 i F_{\lambda}(z)(\operatorname{Im} \tau(z))=C(z) \frac{\partial \overline{\tau(z)}}{\partial \bar{z}_{\lambda}} \tag{8.44}
\end{equation*}
$$

By (8.37) and (8.38) we have

$$
\begin{aligned}
\frac{\partial F_{\alpha}(z)}{\partial \bar{z}_{\lambda}} t \bar{w}+\frac{\partial P_{\alpha}(z, w)}{\partial \bar{z}_{\lambda}} & =\frac{\partial D_{\alpha}(z, w)}{\partial \bar{z}_{\lambda}}=\frac{\partial D_{\lambda}(z, w)}{\partial \bar{z}_{\alpha}} \\
& =\frac{\partial F_{\lambda}(z)}{\partial \bar{z}_{\alpha}} t \bar{w}+\frac{\partial P_{\lambda}(z, w)}{\partial \bar{z}_{\alpha}}
\end{aligned}
$$

where $\bar{w}$ is regarded as a row vector and ${ }^{t} \bar{w}$ is its transpose. Hence it follows that

$$
\frac{\partial F_{\alpha}(z)}{\partial \bar{z}_{\lambda}}=\frac{\partial F_{\lambda}(z)}{\partial \bar{z}_{\alpha}}, \quad \frac{\partial P_{\alpha}(z, w)}{\partial \bar{z}_{\lambda}}=\frac{\partial P_{\lambda}(z, w)}{\partial \bar{z}_{\alpha}}
$$

Thus, using this and (8.41), we obtain

$$
\frac{\partial P_{\alpha}^{0}(z)}{\partial \bar{z}_{\lambda}}+\frac{\partial P_{\alpha}^{1}(z)}{\partial \bar{z}_{\lambda}} t w=\frac{\partial P_{\lambda}^{0}(z)}{\partial \bar{z}_{\alpha}}+\frac{\partial P_{\lambda}^{1}(z)}{\partial \bar{z}_{\alpha}} t w
$$

with $P_{\epsilon}^{1}=\left(P_{\epsilon, 1}^{1}, \ldots, P_{\epsilon, n}^{1}\right)$ for $\epsilon=\alpha, \lambda$, which implies that

$$
\frac{\partial P_{\alpha}^{0}(z)}{\partial \bar{z}_{\lambda}}=\frac{\partial P_{\lambda}^{0}(z)}{\partial \bar{z}_{\alpha}}
$$

By (8.36), (8.38), (8.41) and (8.43) we see that

$$
\begin{aligned}
\omega^{(1)} & =\sum_{\alpha=1}^{N}\left(F_{\alpha}(z)^{t} \bar{w}+P_{\alpha}^{0}(z)+P_{\alpha}^{1}(z)^{t} w\right) d \bar{z}_{\alpha}+\sum_{\beta=1}^{n} C_{\beta}(z) d \bar{w}_{\beta} \\
& =\sum_{\alpha=1}^{N}\left(F_{\alpha}(z)\left({ }^{t} \bar{w}-{ }^{t} w\right)+P_{\alpha}^{0}(z)\right) d \bar{z}_{\alpha}+C(z) d^{t} \bar{w} .
\end{aligned}
$$

Hence, if we define the $(0,1)$-form $\omega^{(2)}$ on $\widetilde{U} \times \mathbb{C}^{n}$ by (8.35), we obtain

$$
\omega^{(1)}=\omega^{(2)}+\sum_{\alpha=1}^{N} P_{\alpha}^{0}(z) d \bar{z}_{\alpha}
$$

Since $\sum_{\alpha=1}^{N} P_{\alpha}^{0}(z) d \bar{z}_{\alpha}$ is a closed 1-form on $\pi^{-1}(U)$, it is exact by Poincaré's lemma; hence it follows that $[\omega]=\left[\omega^{(1)}\right]=\left[\omega^{(2)}\right]$ in $H^{(0,1)}\left(\pi^{-1}(U)\right)$.

Lemma 8.14 The $(0,1)$-form $\omega^{(2)}$ on $\widetilde{U} \times \mathbb{C}^{n}$ given by (8.35) can be written in the form

$$
\omega^{(2)}=\phi(z) \bar{\partial}\left((\operatorname{Im} \tau(z))^{-1} \operatorname{Im}^{t} w\right)
$$

for some $\mathbb{C}^{n}$-valued holomorphic function $\phi$ on $\widetilde{U}$.
Proof. By (8.38) and (8.44) we have

$$
\begin{aligned}
\frac{\partial C(z)}{\partial \bar{z}_{\lambda}}(\operatorname{Im} \tau(z)) & =F_{\lambda}(z)(\operatorname{Im} \tau(z)) \\
& =\frac{1}{2 i} C(z) \frac{\partial \overline{\tau(z)}}{\partial \bar{z}_{\lambda}}=\frac{1}{2 i} C(z) \frac{\partial}{\partial \bar{z}_{\lambda}}(\overline{\tau(z)}-\tau(z)) \\
& =-C(z) \frac{\partial}{\partial \bar{z}_{\lambda}}(\operatorname{Im} \tau(z))
\end{aligned}
$$

Thus we obtain

$$
\frac{\partial}{\partial \bar{z}_{\lambda}}(C(z) \operatorname{Im} \tau(z))=0
$$

and therefore we see that the function $C(z) \operatorname{Im} \tau(z)$ is holomorphic. Now we define the vector-valued holomorphic function $\phi$ on $\widetilde{U} \subset \mathcal{D}$ by

$$
\begin{equation*}
\phi(z)=\left(\phi_{1}(z), \ldots, \phi_{n}(z)\right)=-2 i C(z) \operatorname{Im} \tau(z) \tag{8.45}
\end{equation*}
$$

Using this, (8.38) and (8.35), we obtain

$$
\begin{align*}
\omega^{(2)} & =\sum_{\alpha=1}^{N} \frac{\partial C(z)}{\partial \bar{z}_{\alpha}}\left({ }^{t} \bar{w}-{ }^{t} w\right) d \bar{z}_{\alpha}+C(z) d^{t} \bar{w}  \tag{8.46}\\
& =-\frac{1}{2 i} \sum_{\alpha=1}^{N} \phi(z) \frac{\partial(\operatorname{Im} \tau(z))^{-1}}{\partial \bar{z}_{\alpha}}\left({ }^{t} \bar{w}-{ }^{t} w\right) d \bar{z}_{\alpha}-\frac{1}{2 i} \phi(z)(\operatorname{Im} \tau(z))^{-1} d^{t} \bar{w} \\
& =-\frac{1}{2 i} \phi(z)\left(\left(\bar{\partial}(\operatorname{Im} \tau(z))^{-1}\right)\left({ }^{t} \bar{w}-{ }^{t} w\right)+(\operatorname{Im} \tau(z))^{-1} \bar{\partial}\left({ }^{t} \bar{w}-{ }^{t} w\right)\right) \\
& =\phi(z) \bar{\partial}\left((\operatorname{Im} \tau(z))^{-1} \operatorname{Im}^{t} w\right)
\end{align*}
$$

which prove the lemma.
Theorem 8.15 Let $\mathcal{V}$ be the vector bundle over $X$ given by (8.26). Then the sheaf $R^{1} \pi_{*} \mathcal{O}_{Y_{\psi, \xi}}$ is isomorphic to the sheaf $\widetilde{\mathcal{V}}$ of holomorphic sections of $\mathcal{V}$ over $X$.

Proof. We shall first show that $\phi$ in (8.45) corresponds to a holomorphic section of the bundle $\mathcal{V}$ over $U$. By (8.27) it suffices to show that the function $\phi: \widetilde{U} \rightarrow \mathbb{C}^{n}$ in (8.46) satisfies

$$
\begin{equation*}
\phi(\gamma z)=\phi(z) j_{\rho, \tau}(\gamma, z)^{-1} \tag{8.47}
\end{equation*}
$$

for all $\gamma \in \Gamma$ and $z \in \widetilde{U}$. If $\gamma \in \Gamma$, using (8.20), we see that the action of $(\gamma, 0) \in \Gamma \ltimes_{\psi} L$ on $d \bar{w}$ is given by

$$
\begin{aligned}
(\gamma, 0)^{*} d \bar{w} & =d\left(\overline{(w+\xi(\gamma)(z)) j_{\rho, \tau}(\gamma, z)^{-1}}\right) \\
& =d \bar{w} \cdot \overline{j_{\rho, \tau}(\gamma, z)^{-1}}+\bar{w} \cdot d\left(\overline{j_{\rho, \tau}(\gamma, z)}-1\right)+d\left(\overline{\xi(\gamma)(z)} \cdot \overline{j_{\rho, \tau}(\gamma, z)^{-1}}\right) \\
& =d \bar{w} \cdot \bar{j}_{\rho, \tau}(\gamma, z)^{-1}+\left(\text { terms in } d \bar{z}_{\alpha}\right),
\end{aligned}
$$

where we used the fact that the functions $\xi(\gamma)(z)$ and $j_{\rho, \tau}(\gamma, z)$ are holomorphic in $z$. Since $\omega^{(2)}$ in (8.35) can be written in the form

$$
\omega^{(2)}=C(z) d^{t} \bar{w}+\left(\text { terms in } d \bar{z}_{\alpha}\right)
$$

and since $(\gamma, 0)^{*}$ takes terms in $d \bar{z}_{\alpha}$ to themselves, we see that

We now compare terms in $d \bar{w}_{\beta}$ in the relation $(\gamma, 0)^{*} \omega^{(2)}=\omega^{(2)}$ to obtain

$$
C(\gamma z)^{t}{\overline{j_{\rho, \tau}(\gamma, z)}}^{-1}=C(z)
$$

Using this, (8.45), and the fact that

$$
\operatorname{Im} \tau(\gamma z)={ }^{t}{\overline{j_{\rho, \tau}(\gamma, z)}}^{-1} \cdot \operatorname{Im} \tau(z) \cdot j_{\rho, \tau}(\gamma, z)^{-1}
$$

we obtain

$$
\begin{aligned}
\phi(\gamma z) & =-2 i C(\gamma z) \operatorname{Im} \tau(\gamma z) \\
& =-2 i C(z) \operatorname{Im} \tau(z) j_{\rho, \tau}(\gamma, z)^{-1} \\
& =\phi(z) j_{\rho, \tau}(\gamma, z)^{-1} .
\end{aligned}
$$

Hence it follows that $\phi$ can be regarded as a holomorphic section of $\mathcal{V}$ over $U$. On the other hand, if $\widehat{\varphi}$ is a holomorphic section of $\mathcal{V}$ over $U$ represented by a vector-valued holomorphic function $\varphi: \widetilde{U} \rightarrow \mathbb{C}^{n}$, we denote by $\omega_{\hat{\varphi}}$ the $(0,1)$-form on $\widetilde{U} \times \mathbb{C}^{n}$ given by

$$
\omega_{\widehat{\varphi}}=\varphi(z) \bar{\partial}\left((\operatorname{Im} \tau(z))^{-1} \operatorname{Im}^{t} w\right)
$$

Denoting by $\boldsymbol{\Gamma}(U, \mathcal{V})$ the space of holomorphic sections of $\mathcal{V}$ over $U$ and using (8.46), we see that the map

$$
\boldsymbol{\Gamma}(U, \mathcal{V}) \rightarrow H^{(0,1)}\left(\pi^{-1}(U)\right)
$$

sending $\widehat{\varphi}$ to the cohomology class [ $\omega_{\widehat{\varphi}}$ ] of $\omega_{\widehat{\varphi}}$ is surjective. Thus we obtain the corresponding surjective map

$$
\mathfrak{F}: \widetilde{\mathcal{V}} \rightarrow R^{1} \pi_{*} \mathcal{O}_{Y_{\psi, \xi}}
$$

of sheaves on $X$. In order to show that $\mathfrak{F}$ is injective, given $x \in X$, we denote by $T_{x}$ and $\mathcal{V}_{x}$ the fibers of the bundles $Y_{\psi, \xi}$ and $\mathcal{V}$, respectively, over $x$. Then $\mathcal{V}_{x}$ and $H^{1}\left(T_{x}, \mathcal{O}\right)=H^{(0,1)}\left(T_{x}\right)$ are the fibers of the sheaves $\widetilde{\mathcal{V}}$ and $R^{1} \pi_{*} \mathcal{O}_{Y_{\psi, \xi}}$, respectively. Thus, using the fact that both $\mathcal{V}_{x}$ and $H^{1}\left(T_{x}, \mathcal{O}\right)$ are isomorphic to the $n$-dimensional space $\mathbb{C}^{n}$, we see that the surjectivity of $\mathfrak{F}$ implies its injectivity. Hence it follows that $\mathfrak{F}$ is an isomorphism of sheaves on $X$, and the proof of the theorem is complete.

Corollary 8.16 Let $\widetilde{\mathcal{V}}$ be as in Theorem 8.15, and let $k$ be a positive integer. Then there is an isomorphism

$$
R^{k} \pi_{*} \mathcal{O}_{Y_{\psi, \xi}} \cong \wedge^{k}(\widetilde{\mathcal{V}})
$$

of sheaves on $X$.

Proof. Since $\pi^{-1}(x)$ is a complex torus for each $x \in X$, from a well-known result (see e.g. Corollary 1 in [97, p. 8]) we see that

$$
H^{k}\left(\pi^{-1}(x), \mathcal{O}_{Y_{\psi}, \xi}\right) \cong \wedge^{k}\left(H^{1}\left(\pi^{-1}(x), \mathcal{O}_{Y_{\psi, \xi}}\right)\right)
$$

for each $x \in X$. Hence we obtain

$$
R^{k} \pi_{*} \mathcal{O}_{Y_{\psi, \xi}} \cong \wedge^{k}\left(R^{k} \pi_{*} \mathcal{O}_{Y_{\psi, \xi}}\right)
$$

and therefore the corollary follows by combining this with the isomorphism in Theorem 8.15.
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