
Chapter 1

The Category of Graded
Rings

1.1 Graded Rings

Unless otherwise stated, all rings are assumed to be associative rings and any
ring R has an identity 1 ∈ R. If X and Y are nonempty subsets of a ring R
then XY denotes the set of all finite sums of elements of the form xy with
x ∈ X and y ∈ Y . The group of multiplication invertible elements of R will
be denoted by U(R).

Consider a multiplicatively written group G with identity element e ∈ G.
A ring R is graded of type G or R, is G-graded, if there is a family {Rσ, σ ∈
G} of additive subgroups Rσ of R such that R = ⊕σ∈GRσ and RσRτ ⊂ Rστ ,
for every σ, τ ∈ G. For a G-graded ring R such that RσRτ = Rστ for all
σ, τ ∈ G, we say that R is strongly graded by G.

The set h(R) = ∪σ∈GRσ is the set of homogeneous elements of R;
a nonzero element x ∈ Rσ is said to be homogeneous of degree σ and
we write : deg(x) = σ. An element r of R has a unique decomposition as
r =
∑

σ∈G rσ with rσ ∈ Rσ for all σ ∈ G, but the sum being a finite sum i.e.
almost all rσ zero. The set sup(r) = {σ ∈ G, rσ �= 0} is the support of r in
G. By sup(R) = {σ ∈ G,Rσ �= 0} we denote the support of the graded
ring R. In case sup(R) is a finite set we will write sup(R) < ∞ and then R
is said to be a G-graded ring of finite support.

If X is a nontrivial additive subgroup of R then we write Xσ = X ∩ Rσ
for σ ∈ G. We say that X is graded (or homogeneous) if : X =

∑
σ∈GXσ. In

particular, when X is a subring, respectively : a left ideal, a right ideal, an
ideal, then we obtain the notions of graded subring, respectively : a graded
left ideal, a graded right ideal, graded ideal. In case I is a graded ideal
of R then the factor ring R/I is a graded ring with gradation defined by :
(R/I)σ = Rσ + I/I, R/I = ⊕σ∈G(R/I)σ.
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2 1 The Category of Graded Rings

1.1.1 Proposition

Let R = ⊕σ∈GRσ be a G-graded ring. Then the following assertions hold :

1. 1 ∈ Re and Re is a subring of R.

2. The inverse r−1 of a homogeneous element r ∈ U(R) is also homoge-
neous.

3. R is a strongly graded ring if and only if 1 ∈ RσRσ−1 for any σ ∈ G.

Proof

1. Since ReRe ⊆ Re, we only have to prove that 1 ∈ Re. Let 1 =
∑
rσ be

the decomposition of 1 with rσ ∈ Rσ. Then for any sλ ∈ Rλ(λ ∈ G),
we have that sλ = sλ.1 =

∑
σ∈G sλrσ, and sλrσ ∈ Rλσ. Consequently

sλrσ = 0 for any σ �= e, so we have that srσ = 0 for any s ∈ R.
In particular for s = 1 we obtain that rσ = 0 for any σ �= e. Hence
1 = re ∈ Re.

2. Assume that r ∈ U(R) ∩Rλ. If r−1 =
∑
σ∈G(r−1)σ with (r−1)σ ∈ Rσ,

then 1 = rr−1 =
∑
σ∈G r(r

−1)σ. Since 1 ∈ Re and r(r−1)σ ∈ Rλσ, we
have that r(r−1)σ = 0 for any σ �= λ−1. Since r ∈ U(R) we get that
(r−1)σ �= 0 for σ �= λ−1, therefore r−1 = (r−1)λ−1 ∈ Rλ−1 .

3. Suppose that 1 ∈ RσRσ−1 for any σ ∈ G. Then for σ, τ ∈ G we have:

Rστ = ReRστ = (RσRσ−1)Rστ = Rσ(Rσ−1Rστ ) ⊆ RσRτ

therefore Rστ = RσRτ , which means that R is strongly graded. The
converse is clear.

1.1.2 Remark

The previous proposition shows that ReRσ = RσRe = Rσ, proving that Rσ
is an Re-bimodule.

If R is a G-graded ring, we denote by Ugr(R) = ∪σ∈G(U(R) ∩Rσ) the set of
the invertible homogeneous elements. It follows from Proposition 1.1.1 that
Ugr(R) is a subgroup of U(R). Clearly the degree map deg : Ugr(R) → G is
a group morphism with Ker(deg) = U(Re).

A G-graded ring R is called a crossed product if U(R)∩Rσ �= ∅ for any σ ∈ G,
which is equivalent to the map deg being surjective. Note that a G-crossed
product R = ⊕σ∈GRσ is a strongly graded ring. Indeed, if uσ ∈ U(R) ∩ Rσ,
then u−1

σ ∈ Rσ−1 (by Proposition 1.1.1), and 1 = uσu
−1
σ ∈ RσRσ−1 .
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1.2 The Category of Graded Rings

The category of all rings is denoted by RING. If G is a group, the category
of G-graded rings, denoted by G-RING, is obtained by taking the G-graded
rings for the objects and for the morphisms between G-graded rings R and S
we take the ring morphisms ϕ : R→ S such that ϕ(Rσ) ⊆ Sσ for any σ ∈ G.

Note that for G = {1} we have G-RING=RING. If R is a G-graded ring,
and X is a non-empty subset of G, we denote RX = ⊕x∈XRx. In particular,
if H ≤ G is a subgroup, RH = ⊕h∈HRh is a subring of R. In fact RH is
an H-graded ring. If H = {e}, then RH = Re. Clearly the correspondence
R �→ RH defines a functor (−)H : G− RING→ H − RING.

1.2.1 Proposition

The functor (−)H has a left adjoint.

Proof Let S ∈ H − RING, S = ⊕h∈HSh. We define a G-graded ring S as
follows: S = S as rings, and Sσ = Sσ if σ ∈ H , and Sσ = 0 elsewhere. Then
the correspondence S �→ S defines a functor which is a left adjoint of (−)H .

We note that if S ∈ RING = H −RING for H = {1}, then the G-graded ring
S is said to have the trivial G-grading. Let H �G be a normal subgroup.
Then we can consider the factor group G/H . If R ∈ G − RING, then for
any class C ∈ G/H let us consider the set RC = ⊕x∈CRx. Clearly R =
⊕C∈G/HRC , and RCRC′ ⊆ RCC′ for any C,C′ ∈ G/H . Therefore R has
a natural G/H-grading, and we can define a functor UG/H : G − RING →
G/H − RING, associating to the G-graded ring R the same ring with the
G/H-grading described above. If H = G, then G/G − RING = RING, and
the functor UG/G is exactly the forgetful functor U : G − RING → RING,
which associates to the G-graded ring R the underlying ring R.

1.2.2 Proposition

The functor UG/H : G− RING→ G/H − RING has a right adjoint.

Proof Let S ∈ G/H − RING. We consider the group ring S[G], which is a
G-graded ring with the natural grading S[G]g = Sg for any g ∈ G. Since S =
⊕C∈G/HSC , we define the subset A of S[G] by A = ⊕C∈G/HSC [C]. If g ∈ G,
there exists a unique C ∈ G/H such that g ∈ C; define Ag = SCg. Clearly
the Ag’s define a G-grading on A, in such a way that A becomes a G-graded
subring of S[G]. We have defined a functor F : G/H − RING → G − RING,
associating to S the G-graded ring A. This functor is a right adjoint of the
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functor UG/H . Indeed, if R ∈ G − RING and S ∈ G/H − RING, we define a
map

ϕ : HomG/H−RING(UG/H(R), S)→ HomG−RING(R,F (S))

in the following way: if u ∈ HomG/H−RING(UG/H(R), S), then ϕ(u)(rg) =
u(rg)g for any rg ∈ Rg. Then ϕ is a natural bijection; its inverse is defined by
ϕ−1(v) = ε ◦ i ◦ v for any v ∈ HomG−RING(R,A), where i : A → S[G] is the
inclusion map, and ε : S[G]→ S is the augmentation map, i.e. ε(

∑
g∈G sgg) =∑

g∈G sg. In case S is a strongly graded ring (resp. a crossed product, then
the ring A, constructed in the foregoing proof, is also strongly graded (resp.
a crossed product).

Clearly if H ≤ G and R is a G-strongly graded ring (respectively a crossed
product), then RH is an H-strongly graded ring (respectively a crossed prod-
uct). Moreover, if H � G is a normal subgroup, then UG/H(R) is a G/H-
strongly graded ring (respectively a crossed product).

1.2.3 Remark

The category G-RING has arbitrary direct products. Indeed, if (Ri)i∈I is
a family of G-graded rings, then R = ⊕σ∈G(

∏
i(Ri)σ) is a G-graded ring,

which is the product of the family (Ri)i∈I in the category G-RING. Note that
R is a subring of

∏
i∈I Ri, the product of the family in the category RING.

The ring R is denoted by
∏gr
i∈I Ri. If G is finite or I is a finite set, we have∏gr

i∈I Ri =
∏
i∈I Ri.

1.2.4 Remark

Let R = ⊕σ∈GRσ be a G-graded ring. We denote by Ro the opposite ring of
R, i.e. Ro has the same underlying additive group as R, and the multiplication
defined by r ◦ r′ = r′r for r, r′ ∈ R. The assignment (Ro)σ = Rσ−1 makes
R into a G-graded ring. The association R �→ Ro defines an isomorphism
between the categories G− RING and G− RING.

1.3 Examples

1.3.1 Example The polynomial ring

If A is a ring, then the polynomial ring R = A[X ] is a ZZ-graded ring with
the standard grading Rn = AXn for 0 ≤ n, and Rn = 0 for n < 0. Clearly R
is not strongly graded.

1.3.2 Example The Laurent polynomial ring

If A is a ring, let R = A[X,X−1] be the ring of Laurent polynomials with the
indeterminate X . An element of R is of the form

∑
i≥m aiX

i with m ∈ ZZ
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and finitely many non-zero ai’s. Then R has the standard ZZ-grading Rn =
AXn, n ∈ ZZ. Clearly R is a crossed product.

1.3.3 Example Semitrivial extension

Let A be a ring and AMA a bimodule. Assume that ϕ = [−,−] : M ⊗AM →
A is an A − A-bilinear map such that [m1,m2]m3 = m1[m2,m3] for any
m1,m2,m3 ∈ M . Then we can define a multiplication on the abelian group
A×M by

(a,m)(a′,m′) = (aa′ + [m,m′], am′ +ma′)

which makes A ×M a ring called the semi-trivial extension of A by M and
ϕ, and is denoted by A ×ϕ M . The ring R = A ×ϕ M can be regarded as
a ZZ2-graded ring with R0 = A × {0} and R1 = {0} × M . We have that
R1R1 = Imϕ×{0}, so if ϕ is surjective then R is a ZZ2-strongly graded ring.

1.3.4 Example The “Morita Ring”

Let (A,B,AMB,B NA, ϕ, ψ) be a Morita context, where ϕ : M ⊗B N → A is
an A − A-bimodule morphism, and ψ : N ⊗AM → B is a B − B-bimodule
morphism such that ϕ(m⊗n)m′ = mψ(n⊗m′) and ψ(n⊗m)n′ = nϕ(m⊗n′)
for all m,m′ ∈M,n, n′ ∈ N . With this set-up we can form the Morita ring

R =
(

A M
N B

)

where the multiplication is defined by means of ϕ and ψ. Moreover, R is a
ZZ-graded ring with the grading given by:

R0 =
(
A 0
0 B

)

R1 =
(

0 M
0 0

)

R−1 =
(

0 0
N 0

)

and Ri = 0 for i �= −1, 0, 1.

Since R1R−1 =
(
Im ϕ 0

0 0

)

and R−1R1 =
(

0 0
0 Im ψ

)

, then R is not

strongly graded.

1.3.5 Example The matrix rings

Let A be a ring, and R = Mn(A) the matrix ring. Let {eij |1 ≤ i, j ≤ n} be
the set of matrix units, i.e. eij is the matrix having 1 on the (i, j)-position
and 0 elsewhere. We have that eijekl = δjkeil for any i, j, k, l, where δjk is
Kronecker’s symbol. For t ∈ ZZ set Rt = 0 if |t| ≥ n, Rt =

∑
i=1,n−tRei,i+t if

0 ≤ t < n, and Rt =
∑

i=−t+1,nRei,i+t if −n < t < 0. Clearly R = ⊕t∈ZZRt,
and this defines a ZZ-grading on R.
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On the other hand we can define various gradings on the matrix ring. We
mention an example of a ZZ2-grading on R = M3(A), defined by :

R0 =




A A 0
A A 0
0 0 A



 and R1 =




0 0 A
0 0 A
A A 0





Since R1R1 = R0, R is a strongly ZZ2-graded ring; however R is not a crossed
product, since there is no invertible element in R1. It is possible to define
such “block-gradings” on every Mn(A).

1.3.6 Example The G×G-matrix ring

Let G be a finite group and let A be an arbitrary ring. We denote by R =
MG(A) the set of all G×G-matrices with entries in A. We view such a matrix
as a map α : G × G → A. Then R is a ring with the multiplication defined
by:

(αβ)(x, y) =
∑

z∈G
α(x, z)β(z, y)

for α, β ∈ R, x, y ∈ G. If

Rg = {α ∈MG(R)|α(x, y) = 0 for every x, y ∈ G with x−1y �= g}
for g ∈ G, then R is a G-graded ring with g-homogeneous component Rg.
Indeed, let α ∈ Rg, β ∈ Rg′ . Then for every x, y ∈ G such that x−1y �=
gg′, and any z ∈ G, we have either x−1z �= g or z−1y �= g′, therefore
(αβ)(x, y) =

∑
z∈G α(x, z)β(z, y) = 0, which means that αβ ∈ Rgg′ . If for

x, y ∈ G we consider ex,y the matrix having 1 on the (x, y)-position, and 0
elsewhere, then ex,yeu,v = δy,uex,v. Clearly ex,xg ∈ Rg, eyg,y ∈ Rg−1 , and
(
∑

x∈G ex,xg)(
∑

y∈G eyg,y) = 1, hence R is a crossed product.

1.3.7 Example Extensions of fields

Let K ⊆ E be a field extension, and suppose that E = K(α), where α is
algebraic over K, and has minimal polynomial of the form Xn − a, a ∈
K (this means that E is a radical extension of K). Then the elements
1, α, α2, ..., αn−1 form a basis of E over K. Hence E = ⊕i=0,n−1Kα

i, and this
yields a ZZn-grading of E, with E0 = K. Moreover E is a crossed product
with this grading.

As particular examples of the above example we obtain two very interesting
ones:

1.3.8 Example

Let k(X) be the field of rational fractions with the indeterminate X over
the field k. Then the conditions in the previous example are satisfied by the
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extension k(Xn) ⊆ k(X), where n ≥ 1 is a natural number. Therefore k(X)
may be endowed with a ZZn-grading, which even defines a crossed product.

1.3.9 Example

Let P be the set of the positive prime numbers in ZZ, and let {np|p ∈ P}
be a set of positive integers. Let ξp = p1/np and Kp = Q(ξp)the extension
of Q obtained by adjoining ξp. Then there exists a natural ZZnp-grading
on Kp, which defines a crossed product. If we denote by E the extension
of Q obtained by adjoining all the elements ξp, p ∈ P , we obtain a field
with a G-grading, where G = ⊕p∈PZZnp . The grading is given as follows: if
σ ∈ G has the non-zero entries k1, k2, ..., kn at the positions p1, p2, ..., pn, then
Eσ = Qξk1p1 ...ξ

kn
pn

.

1.3.10 Remark

We observe that in the previous examples some fields have a non-trivial G-
grading, whereG is a finite or an infinite torsion group. We prove now that any
ZZ-grading of a field K is trivial. Indeed, if we assume that K = ⊕n∈ZZKn is
a non-trivial grading of K, let us pick some n �= 0 and some non-zero a ∈ Kn.
Then a−1 ∈ K−n, so we may assume that n > 0. Since K is a field, 1 − a is
invertible, so there exists b ∈ K with (1 − a)b = 1. Let b = bn1 + ... + bns ,
with n1 < ... < ns, the decomposition of b as a sum of non-zero homogeneous
components. Then bn1 + ...+bns−abn1− ...−abns = 1. Looking at the degrees
in the expression on the left hand side, abn1 (resp. abns) is the unique term of
the sum of smallest (resp. greatest) degree, and this is a contradiction, since
1 is homogeneous.

1.3.11 Example Tensor product of graded algebras

Let A be a commutative ring. Then R = ⊕σ∈GRσ is called a G-graded A-
algebra if R is a G-graded ring and R is an A-algebra with a.1 = 1.a ∈ Re for
any a ∈ A. If R is a G-graded algebra, and S is an A-algebra, then we may
consider the tensor product R⊗AS, which is an A-algebra with multiplication
given by (r ⊗ s)(r′ ⊗ s′) = rr′ ⊗ ss′ for r, r′ ∈ R, s, s′ ∈ S. Since any Rσ is
an A − A-bimodule, we obtain R ⊗ S =

∑
σ∈GRσ ⊗A S, and this yields a

G-grading of R⊗A S.

Assume now that G is an abelian group and that R = ⊕σ∈GRσ, S = ⊕σ∈GSσ
are two G-graded A-algebras.Then the tensor algebra R⊗ZZ S is a ZZ-algebra
having a G-grading defined as follows: for any σ ∈ G let (R ⊗ZZ S)σ =
⊕xy=σRx ⊗ZZ Sy. Clearly R⊗ZZ S = ⊕σ∈G(R ⊗ZZ S)σ, and since G is abelian
this defines a G-grading. Now R⊗AS is the abelian group R⊗ZZ S/I, where I
is the subgroup of R⊗ZZS generated by the elements of the form ra⊗s−r⊗as,
with r ∈ R, s ∈ S, a ∈ A. Since I is a homogeneous two-sided ideal of R⊗ZZ S,
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the A-algebra R⊗A S has the natural G-grading defined by: (R⊗A S)σ is the
abelian subgroup generated by the elements rx ⊗ sy, with rx ∈ Rx, sy ∈ Sy,
and xy = σ.

Assume now that R = ⊕σ∈GRσ is a G-graded A-algebra, and S = ⊕τ∈HSτ
is an H-graded algebra. The tensor product algebra R ⊗A S has a natural
G×H-grading with (R⊗A S)(σ,τ) = Rσ ⊗ Sτ for any (σ, τ) ∈ G×H .

1.3.12 Example Group actions on rings

Let R be a ring and σ ∈ Aut(R) a ring automorphism of R of finite order
n. Denote by G the cyclic group < σ >, and assume that n.1 is invertible in
R and that R contains a primitive nth-root of unity, say ω. We consider the
character group Ĝ = Hom(G,< ω >) of G, and for any γ ∈ Ĝ we consider
the set

Rγ = {r ∈ R|g(r) = γ(g)r for all g ∈ G}
If χ ∈ Ĝ is the identity element, i.e. χ(g) = 1 for any g ∈ G, then Rχ = RG,
the G-invariant subring of R, RG = {r ∈ R|g(r) = r for all g ∈ G}.

1.3.13 Proposition

With notation as above we have that R = ⊕
γ∈ĜRγ , and RγRγ′ ⊆ Rγγ′ for

any γ, γ′ ∈ Ĝ, i.e. R is a Ĝ-graded ring.

Proof

If r ∈ Rγ , r′ ∈ Rγ′ , then we have that g(rr′) = g(r)g(r′) = (γ(g)r)(γ′(g)r′) =
γ(g)γ′(g)rr′ = (γγ′)(g)rr′ for any g ∈ G, therefore RγRγ′ ⊆ Rγγ′ . On the
other hand Ĝ ia a cyclic group generated by γ0 ∈ Ĝ, where γ0(g) = ω.1, so
Ĝ = {χ = γ0

0 , γ0, ..., γ
n−1
0 }. If r ∈ R, since n.1 is invertible in R, we can define

the elements:
r0 = n−1(r + g(r) + ...+ gn−1(r))
r1 = n−1(r + ωn−1g(r) + ωn−2g2(r) + ...+ ωgn−1(r))
...................................................................................
rn−1 = n−1(r + ωg(r) + ω2g2(r) + ...+ ωn−1gn−1(r))
Since 1+ω+ω2 + ...+ωn−1 = 0, we have that r0 + r1 + ...+ rn−1 = r. On the
other hand for any g ∈ G g(r0) = n−1(g(r) + g2(r) + ... + r) = r0, therefore
r0 ∈ Rχ, g(r1) = n−1(g(r)+ωn−1g2(r)+ωn−2g3(r)+...+ωr) = ωr1 = γ0(g)r1,
therefore r1 ∈ Rγ0 .
In a similar way, we prove that r2 ∈ Rγ2

0
, ..., rn−1 ∈ Rγn−1

0
, and we obtain

R =
∑

γ∈ĜRγ . It remains to show that this sum is direct. Let r0 ∈ Rχ, r1 ∈
Rγ0 , ..., rn−1 ∈ Rγn−1

0
be such that r0 + r1 + ... + rn−1 = 0. By applying
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g, g2, ..., gn−1 we obtain a set of equations :





r0 + r1 + · · ·+ rn−1 = 0
r0 + ωr1 + · · ·+ ωn−1rn−1 = 0
r0 + ω2r1 + · · ·+ ω2(n−1)rn−1 = 0
r0 + ωn−1r1 + · · ·+ ω(n−1)(n−1)rn−1 = 0

If we define the matrix A by :

A =







1 1 · · · 1
1 ω · · · ωn−1

· · · · · · · · · · · ·
1 ωn−1 · · · ω(n−1)(n−1)







then the foregoing system may be rewritten as :

A







r0
r1
· · ·
rn−1





 = 0

The determinant of A is of Vandermonde type, thus :

det(A) =
∏

0≤i<j<n
(ωi − ωj)

We prove that det(A) is an invertible element of R, and for this it is enough
to show that d =

∏
1≤i<n(1 − ωi) is invertible in R.

Let us consider the polynomial f(X) = 1 + X + X2 + ... + Xn−1. Then
f(X) =

∏
1≤i≤n−1(X − ωi), in particular f(1) = d. On the other hand

f(1) = n.1, which is invertible. Hence det(A) is invertible, and then so is A.
We obtain that:

A−1(A







r0
r1
· · ·
rn−1





) = 0

which shows that r0 = r1 = ... = rn−1 = 0.

1.3.14 Remarks

1. It is possible to state a more general result : Assume that G is a finite
abelian group acting by automorphisms on the ring R. If R is an algebra
over ZZ[n−1, ω], where n is the exponent of G and ω is a primitive nth

root of unity, then R = ⊕
γ∈ĜRγ , where Ĝ = Hom(G,< ω >) is the

character group of G, and Rγ = {r ∈ R|g(r) = γ(g)r for all g ∈ G}.
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The proof goes by induction on s, where G = G1 × · · · ×Gs and Gi are
cylic groups.

Such an example arises from the consideration of a finite abelian group
G of automorphisms of the ring R, such that the exponent n of G is
invertible in R. If ω is a primitive nth root of unity, we can construct
R′ = R⊗ZZ[ω]. The ring R′ satisfies the conditions in the above remark,
and R′G = RG ⊗ ZZ[ω].

2. Let R be a ring and G = {1, g} where g is an automorphism of R such
that g2 = 1. Assume that 2 is invertible in R. Since −1 ∈ R is a
primitive root of unity of order 2, then R = R1 ⊕ Rg, where R1 = RG

and Rg = {r ∈ R|g(r) = −r}, i.e. R is a G-graded ring.

We obtain such an example by taking R = Mn(k), k any field of char-
acteristic not 2, and letting g ∈ Aut(R) be the inner automorphism
induced by the diagonal matrix

U =











−1
· · ·

−1
1
· · ·

1











with m entries equal to −1, and n−m entries equal to 1 (where 1 ≤ m <
n). We have g : Mn(k)→Mn(k), g(X) = UXU−1. Then G =< g > has
order 2, and R has the grading R = R1⊕Rg, where R1 = RG is the set

of all matrices of the form
(
A 0
0 B

)

with A ∈Mm(k), B ∈Mn−m(k),

and Rg is the set of all matrices of the form
(

0 ∗
∗ 0

)

.

1.4 Crossed Products

In Section 1.1. a G-crossed product has been defined as a G-graded ring R =
⊕σ∈GRσ such that there exists an invertible element in every homogeneous
component Rσ of R. We now provide a general construction leading to crossed
products. We call (A,G, σ, α) a crossed system if A is a ring, G is a group
with unit element written as 1, and σ : G → Aut(A), α : G ×G → U(A) are
two maps with the following properties for any x, y, z ∈ G and a ∈ A :

i) x(ya) = α(x, y) xyaα(x, y)−1

ii) α(x, y)α(xy, z) = x α(y, z)α(x, yz)

iii) α(x, 1) = α(1, x) = 1
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where we have denoted σ(x)(a) by xa for x ∈ G, a ∈ A.

The map σ is called a weak action of G on A, and α is called a σ-cocycle. Let
G = {g|g ∈ G} be a copy (as a set) of G. We denote by Aσα[G] the free left
A-module with the basis G, and we define a multiplication on this set by:

(a1x)(a2y) = a x
1 a2α(x, y)xy

for a1, a2 ∈ A, x, y ∈ G.

1.4.1 Proposition

The foregoing operation makes the set Aσα[G] into a ring. Moreover, this ring
is G-graded by (Aσα[G])g = Ag, and it is a crossed product.

Proof In the first part we establish that the multiplication is associative.
Indeed, if a1, a2, a3 ∈ A and x, y, z ∈ G, then:

(a1x)((a2y)(a3z))

= (a1x)(a y
2 a3α(y, z)yz)

= a x
1 (a y

2 a3α(y, z))α(x, yz)xyz

= a x
1 a x

2 (ya3) xα(y, z)α(x, yz)xyz

= a x
1 a2α(x, y) xya3α(x, y)−1 xα(y, z)α(x, yz)xyz (by i)

= a x
1 a2α(x, y) xya x

3 α(xy, z)xyz (by ii)

= (a x
1 a2α(x, y)xy)(a3z)

= ((a1x)(a2y))(a3z)

Clearly the element 1Ae is the identity element of Aσα[G] (here 1A is the unity
of A and e is the identity of G). We have by construction that Aσα[G] =
⊕x∈GAx, and (Ax)(Ay) = Axy, therefore Aσα[G] is a G-graded ring. Since
xx−1 = α(x, x−1)1, x−1x = α(x−1, x)1, and α(x, x−1), α(x−1, x) are invert-
ible elements of A, we obtain that x and x−1 are invertible elements of Aσα[G],
and this shows that Aσα[G] is a G-crossed product.

We now consider some particular cases of the above construction.

a. Assume first that α : G×G→ U(A) is the trivial map, i.e. α(x, y) = 1
for all x, y ∈ G. Then ii and iii hold, and i means that σ : G→ Aut(A)
is a group morphism. In this case the crossed product Aσα[G] will be
denoted A ∗σ G, and it is called the skew groupring associated to σ.
In this case the multiplication is defined by :

(ax)(by) = aσ(x)(b)xy

for a, b ∈ A, x, y ∈ G.
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b. Assume that σ : G → Aut(A) is the trivial map, i.e. σ(g) = 1 for any
g ∈ G. In this case the condition i) implies that α(x, y) ∈ U(Z(A))
for any x, y ∈ G, where Z(A) is the center of the ring A. Also the
conditions ii. and iii. show that α is a 2-cocycle in the classical sense,
i.e. α ∈ Z2(G,U(Z(A))). The crossed product Aσα[G] is in this situation
denoted by Aα[G], and it is called the twisted groupring associated
to the cocycle α. The multiplication of the twisted groupring is defined
by :

(ax)(by) = abα(x, y)xy

Let us consider again a general crossed product. We have seen in Section
1.1 that a G-graded ring R = ⊕σ∈GRσ is a crossed product if and only
if the sequence

1→ U(R1)→ Ugr(R)→ G→ 1 (1)

is exact (here Ugr =
⋃
g∈G(Rg

⋂
U(R)) , the second map is the inclu-

sion, and the third map is the degree map).

1.4.2 Proposition

Every G-crossed product R is of the form Aσα[G] for some ring A and
some maps σ, α.

Proof Start by putting A = Re. Since Rg ∩ U(R) �= ∅ for any g ∈ G,
we may choose for g ∈ G some ug ∈ Rg ∩ U(R). We take ue = 1. Then
it is clear that Rg = Reug = ugRe, and that the set {ug|g ∈ G} is a
basis for R as a left (and right) Re-module. Let us define the maps:

σ : G→ Aut(Re) by σ(g)(a) = ugau
−1
g for g ∈ G, a ∈ Re,

and

α : G×G→ U(Re) by α(x, y) = uxuyu
−1
xy for x, y ∈ G

We show that σ and α satisfy the conditions i.,ii.,iii. Indeed,
α(x, y)xyaα(x, y)−1

= uxuyu
−1
xy (uxyau−1

xy )uxyu−1
y u−1

x

= ux(uyau−1
y )u−1

x

= x (ya)

therefore i. holds. Next

α(x, y)α(xy, z) = uxuyu
−1
xy uxyuzu

−1
xyz = uxuyuzu

−1
xyz
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On the other hand:

xα(y, z)α(x, yz) = uxα(y, z)u−1
x uxuyzu

−1
xyz

= uxuyuzu
−1
yz uyzu

−1
xyz = uxuyuzu

−1
xyz

so ii holds, too.

Finally α(x, e) = α(e, x) = 1 since ue = 1, therefore iii. holds. Let
a ∈ Rx and b ∈ Ry be homogeneous elements of R. We compute the
product ab via the maps σ, α. We have that a and b can be uniquely
expressed as a = a1ux and b = b1uy, with a1, b1 ∈ Re. Then

ab = (a1ux)(b1uy) = a1(uxb1u−1
x )uxuy

= a1(uxb1u−1
x )(uxuyu−1

xy )uxy = a x
1 b1α(x, y)uxy

This entails that the ring R is isomorphic to (Re)σα[G].

1.4.3 Remarks

1. If the exact sequence (1) splits, i.e. there exists a group morphism
ϕ : G→ Ugr(R) such that deg ◦ ϕ = IdG, then ux = ϕ(x) is an invert-
ible element of Rx, for any x ∈ G. In this case α(x, y) = uxuyu

−1
xy =

ϕ(x)ϕ(y)ϕ(xy)−1 = 1, therefore ϕ is a group morphism and R is iso-
morphic to the skew group ring Re ∗ϕ G. Conversely, if R = A ∗ϕ G is
a skew group ring over G then (1) is a split exact sequence.

2. If R = ⊕σ∈GRσ is a G-graded ring, we denote by CR(Re) the centralizer
of Re in R, i.e. CR(Re) = {r ∈ R|rre = rer for all re ∈ Re}. Assume
that for any x ∈ G we can choose an invertible element ux ∈ Rx such
that ux ∈ CR(Re). Then clearly σ(x) = 1 for any x ∈ G, and α(x, y) ∈
u(Z(Re)), so α is a 2-cocycle and R is isomorphic to a twisted group
ring. Conversely, it is easy to see that a twisted group ring Aα[G] has
the property that every homogeneous component contains an invertible
element centralizing the homogeneous part of degree e.

1.5 Exercises

1. Let R = ⊕σ∈GRσ be a G-graded ring and (σi)i∈I a set of generators for
the group G. Then the following assertions are equivalent :

i) R is a strongly graded ring.

ii) Re = RσiRσ−1
i

= Rσ−1
i
Rσi for any i ∈ I.

2. Let R = ⊕σ∈GRσ be a G-graded ring and H a subgroup of G. Prove
that U(RH) = RH ∩ U(R).
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3. Let R,S be two objects and ϕ : R → S a morphism in the category
G-RING. Prove that the following assertions are equivalent :

i) ϕ is an epimorphism in the category G-RING.

ii) ϕ is an epimorphism in the category RING.

Hint: ii. ⇒ i. is obvious.

i.⇒ ii. Let us consider T another object in the category RING, and
u, v : S → T morphisms in this category such that u ◦ ϕ = v ◦ ϕ. Let
T [G] be the group ring associated to T with the natural G-grading. We
define the maps u, v : S → T [G] by u(sg) = u(s)g, and v(sg) = v(s)g.
Then u, v are morphisms in the category G-RING, and u ◦ ϕ = v ◦ ϕ.
We obtain that u = v, hence u = v.

4. Let (Ri)i∈I be a family of G-graded rings. Prove that :

i) If I is finite, then the direct product R =
∏gr
i∈I Ri is a strongly

graded ring if and only if Ri is a strongly graded ring for every
i ∈ I.

ii) If I is an arbitrary set, then the direct product R =
∏gr
i∈I Ri

in the category G−RING is a crossed product if and only if
Ri is a crossed product for every i ∈ I.

5. Let A be a commutative ring, R a G-graded A-algebra, and S an H-
graded A-algebra (G and H are two groups). We consider R⊗A S with
the natural G×H-grading (see Example 1.3.17). If R and S are strongly
graded (resp. crossed products), then R⊗AS is a G×H-strongly graded
ring (resp. a crossed product).

6. A ring R is called almost strongly graded by the group G if there
exists a family (Rσ)σ∈G of additive subgroups of R with 1 ∈ Re, R =∑

σ∈GRσ, and RσRτ = Rστ for all σ, τ ∈ G. Prove that :

i) If R is an almost strongly graded ring and I is a two-sided
ideal of R, then R/I is also an almost strongly graded ring.
In particular if R = ⊕σ∈GRσ is a G-strongly graded ring and
I is a two-sided ideal of R, then R/I is an almost strongly
graded ring.

ii) If S is an almost strongly graded ring (by the group G), then
there exist a strongly graded ring R and an ideal I of R such
that S � R/I.

iii) If R =
∑
σ∈GRσ is almost strongly graded, then Rσ is an

Re-bimodule for every σ ∈ G. Moreover, Rσ is a left (and
right) finitely generated projective R1-module.
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Hint : Since 1 ∈ Rσ−1Rσ, we can find some ai’s in Rσ, bi’s in Rσ−1

such that 1 =
∑

i=1,n biai. Define the maps :

u : Rσ → Rne , u(rσ) = (rσb1, ..., rσbn)

and
v : Rne → Rσ, v(λ1, ..., λn) =

∑

i=1,n

λiai

Then u and v are morphisms of left Re-modules and v◦u = Id, therefore
Rσ is a direct summand of the left Re-module Rne .

7. Let R = ⊕σ∈GRσ be a G-strongly graded ring such that R is a commu-
tative ring. Prove that G is an abelian group.

Hint : Since R is strongly graded, we have that RσRτ = Rστ �= 0 for
any σ, τ ∈ G. Therefore there exist rσ ∈ Rσ and rτ ∈ Rτ such that
rσrτ �= 0. We have that rσrτ = rτ rσ �= 0, and this implies στ = τσ.

8. Let R = ⊕σ∈GRσ be a ring graded by the abelian group G. Prove that
the center Z(R) of R is a graded subring of R.

9. Let (A,G, σ, α) be a crossed system (see Section 1.4). If (A,G, σ′, α′)
is another crossed system, we say that (A,G, σ, α) and (A,G, σ′, α′) are
equivalent if there exists a map u : G→ U(A) with the properties :

i) u(e) = 1

ii) σ′(g) = ϕu(g)σ(g), where ϕu(g) ∈ Aut(A) is defined by ϕu(g)(a) =
u(g)au(g)−1 for any a ∈ A, g ∈ G

iii) α′(x, y) = u(x)xu(y)α(x, y)u(xy)−1 for all x, y ∈ G.

Prove that :

a. The above defined relation between crossed systems (with the same
A and G) is an equivalence relation.

b. The crossed systems (A,G, σ, α) and (A,G, σ′, α′) are equivalent if
and only if there exists a graded isomorphism f : Aσα[G]→ Aσ

′
α′ [G]

such that f(a) = a for every a ∈ A.

c. If Z(A) is the center of the ring A and (A,G, σ, α) is a crossed
system, prove that the map σ defines a group morphism G →
Aut(U(Z(A))), i.e. U(Z(A)) is a G-module.

10. Let (A,G, σ, α) be a crossed system. We denote by Z2(G,U(Z(A)))
the set of all functions β : G × G → U(Z(A)) satisfying the following
conditions :

i) β(x, y)β(xy, z) = x β(y, z)α(x, yz) for every x, y, z ∈ G (recall
that by xa we mean σ(x)(a)).
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ii) β(x, e) = β(e, x) = 1.

Prove that :

a. Z2(G,U(Z(A))) is an abelian group with the product defined by
(ββ′)(x, y) = β(x, y)β′(x, y) for every β, β′ ∈ Z2(G,U(Z(A))).
The elements of this group are called 2-cocycles with respect to
the action of G on U(Z(A)) defined by σ.

b. If β ∈ Z2(G,U(Z(A))) then (A,G, σ, βα) is also a crossed system.

c. If for every map t : G → U(Z(A)) with t(e) = 1 we define
the 2-coboundary δt by (δt)(x, y) = t(x)xt(y)t(xy)−1, and we de-
note by B2(G,U(Z(A))) the set of 2-coboundaries, prove that
B2(G,U(Z(A))) is a subgroup of Z2(G,U(Z(A))). Prove also
that for β ∈ Z2(G,U(Z(A))) the crossed systems (A,G, σ, α) and
(A,G, σ, βα) are equivalent if and only if β ∈ B2(G,U(Z(A))).

d. If (A,G, σ, α) and (A,G, σ, α′) are two crossed systems, prove that
there exists β ∈ Z2(G,U(Z(A))) with α′ = βα.

e. We denote by

H2(G,U(Z(A))) = Z2(G,U(Z(A)))/B2(G,U(Z(A)))

which is called the second cohomology group of G over U(Z(A)).
If β ∈ Z2(G,U(Z(A))) then β̂ denotes the class of β in the fac-
tor group H2(G,U(Z(A))). Prove that the map associating to
β̂ ∈ H2(G,U(Z(A))) the equivalence class of the crossed system
(A,G, σ, βα) is bijective (here σ is the weak action of G on A).

11. Let (A,G, σ, α) be a crossed system such that α(x, y) ∈ Z(A) for every
x, y ∈ G. If H2(G,U(Z(A))) = {1}, prove that the graded ring Aσα[G]
is isomorphic to a skew group ring.

Let G be a group ring with identity 1. A ring R is said to be G-
system if R =

∑
g∈GRg, where Rg are such additive subgroups of R

that RgRn ⊆ Rgh for all g, h ∈ G. If for all g, h ∈ G, RgRh = Rgh, R is
called Clifford system (or almost strongly graded ring - see exercise
6.)

12. Prove the following assertions :

i) If I is two-sided ideal of R then R/I is also a G-system (resp.
a Clifford system).

ii) Every a G-system (resp. a Clifford system) is an image of a
G-graded ring (resp. of a G-strongly graded ring).
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13. (P. Greszczuk, [91]) Prove that if the the G-system R =
∑

g∈GRg has
unity 1 and the group G is finite then 1 ∈ Re.
Hint : (Proof of author). For any nonempty subset S of G we put Rs =∑

s∈S R1. If S, T ⊆ G are two nonempty sets we have RS .RT ⊆ RST .
We prove by induction on |G−S| that if e ∈ S then 1 ∈ RS . If S = G, it
is clear. Assume that the result is true for subsets of cardinality > |S|.
Let x ∈ G − S, then |S ∪ {x}| > |S| and |x−1S ∪ {e}| > |S|. Hence by
the induction assumption : 1 ∈ RS + Rx and 1 ∈ Rx−1S + R1. Hence
1 = a + b = c + d where a ∈ RS , b ∈ Rx, C ∈ Rx−1S and d ∈ R1. So,
(1 − a)(1 − d) ∈ RxRx−1S ⊆ RS . Since (1 − a)(1 − d) = 1 − a− d+ ad
since e ∈ S we have Re ⊆ RS and therefore ad − a − d ∈ RS . Hence
1 ∈ RS . Thus, since S = {e} satisfies the hypothesis it results that
1 ∈ Re. For n = 1 it is clear.

14. (P. Greszczuk) Let R =
∑

g∈GRg be a G-system with unity 1 (G is a
finite group). To prove :

a. If I is a right (left) ideal of Re, then IR = R (resp. RI = R) if
and only if I = Re.

b. An element x ∈ Re is right (left) invertible in R if and only if x is
right (left) invertible in Re.

c. J(R) ∩ Re ⊆ J(Re) where J(R) (resp. J(Re)) is the Jacobson
radical of R (resp. Re).

Hint : a. If R = IR =
∑

g∈G IRg, IR =
∑
g∈G IRg is a G-system. By

exercise 13. 1 ∈ JRe ⊆ I. For b. and c. we apply a.

15. Let R = ⊕σ∈GRσ be a G-graded ring. Prove that the polynomial ring
R[X ] is a G-graded ring with the grading R[X ]σ = Rσ[X ] for any σ ∈ G.
Moreover if R is a strongly graded ring (respectively a crossed product)
then R[X ] is strongly graded (respectively crossed product).
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1.6 Comments and References for Chapter 1

This chapter is of a preliminary nature. It contains the definitions of a G-
graded ring and G-strongly graded ring for an arbitrary group G, together
with the main examples. In Section 1.2 the category of G-graded rings is in-
troduced, i.e. G-Ring, and properties of functorial nature are being looked at.
As a special class of strongly graded rings, G-crossed products are introduced
in Section 1.4. Crossed product constructions appear in different areas of
Algebra, in particular the crossed product results in the theory of the Brauer
group and Galois cohomology are well-known, see also exercise 1.5.10 before.
The interested reader may also look at the book by S. Caenepeel, F. Van Oys-
taeyen, Brauer Groups and Cohomology of Graded Rings, M. Dekker, New
York. Let us also mention that crossed products also appear in C∗-algebra
theory, it is a type of construction with a rather general applicability. In this
chapter we included some properties of crossed products as an initiation to
the vast field of possible applications, we complete this by several exercises in
Section 1.5
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Chapter 2

The Category of Graded
Modules

2.1 Graded Modules

Throughout this sectionR = ⊕σ∈GRσ is a graded ring of type G for some fixed
groupG. A (left) G-graded R-module (or simple graded module) is a left R-
moduleM such thatM = ⊕x∈GMx where everyMx is an additive subgroup of
M , and for every σ ∈ G and x ∈ G we have RσMx ⊆Mσx. Since ReMx ⊆Mx

we see that every Mx is an Re-submodule of M . The elements of ∪x∈GMx

are called the homogeneous elements of M . A nonzero element m ∈ Mx is
said to be homogeneous of degree x, and we write deg(m) = x. Every m ∈M
can be uniquely represented as a sum m =

∑
x∈Gmx, with mx ∈ Mx and

finitely many nonzero mx. The nonzero elements mx in this sum are called
the homogenous components of m. The set sup(m) = {x ∈ G|mx �= 0}
is called the support of m. We also denote by sup(M) = {x ∈ G|Mx �= 0}
the support of the graded module M . If sup(M) is a finite set (we denote
by sup(M) <∞) we say that M is a graded module of finite support.

An R-submodule N of M is said to be a graded submodule if for every n ∈
N all its homogeous components are also in N , i.e. : N = ⊕σ∈G(N∩Mσ). For
a graded submodule N of M we may define a quotient- (or factor-) structure
on M/N by defining a gradation as follows : (M/N)σ = Mσ + N/N , for
σ ∈ G. For an arbitrary submodule N of a graded module M we let (N)g,
resp. (N)g, be the largest, resp. smallest, graded submodule of M contained
in N , resp. containing N . It is clear that (N)g equals the sum of all graded
submodules of M contained in N , while (N)g is the intersection of all graded
submodules of M containing N . We have : (N)g ⊂ N ⊂ (N)g. Of course,
when N itself is a graded submodule of M then (N)g = N = (N)g. The set of
R-submodules of a given module M is usually denoted by LR(M); in case M

C. Nǎstǎsescu and F. Van Oystaeyen: LNM 1836, pp. 19–79, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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is a graded R-module we look at the set LgR(M) of all graded R-submodules
of M . It is easily verified that LR(M) is a lattice with respecty to the partial
ordering given by inclusion and the operations ∩ and ∪; moreover LgR(M) is
a sublattice of LR(M).

Note that (N)g = ⊕σ∈G(N ∩Mσ) is the submodule of M generated by N ∩
h(M); on the other hand (N)g is the submodule of M generated by the set
∪n∈N{nσ, σ ∈ G}, where {nσ, σ ∈ G} is the set of homogeneous components
of n ∈ N .

From these observations it is also clear that an R-submodule N of M is a
graded R-submodule if and only if N has a set of generators consisting of
homogeneous elements in M . All of the foregoing may be applied to left
ideals L of R and two-sided ideals I of R, in particular (I)g and (I)g are
two-sided when I is.

2.2 The category of Graded Modules

When the ring R is graded by the group G we consider the category G−R-
gr, simply written R-gr if no ambiguity can arise, defined as follows. For the
objects of R-gr we take the graded (left) R-modules and for graded R-modules
M and N we define the morphisms in the graded category as :

HomR−gr(M,N) = {f ∈ HomR(M,N), f(Mσ) ⊂ Nσ, for all σ ∈ G}

From the definition it is clear thet HomR−gr(M,N) is an additive subgroup
of HomR(M,N).

At this point it is useful though not really essential to have knowledge of a few
basic facts in Category Theory; we include a short introduction in Appendix
A.

The category R-gr has coproducts and products. Indeed, for a family
of graded modules {Mi, i ∈ J} a coproduct SJ = ⊕σ∈GSσ may be given
by taking Sσ = ⊕i∈J (Mi)σ and a product PJ may be obtained by taking
Pσ =

∏
i∈J(Mi)σ, so PJ = ⊕σ∈G

∏
i∈J(Mi)σ.

Since for any f ∈ HomR−gr(M,N) we have a kernel, Kerf , and an image
object, Imf , which are in R-gr and such that : M/Kerf ∼= Imf are naturally
isomorphic in this category, the category R-gr is an abelian category. It also
follows that a graded morphism f is a monomorphism, resp. epimorphism, in
this category if and only if f is injective, resp. surjective in the set theoretic
sense.

In a straightforward way one may verify that R-gr satisfies Grothendieck’s
axioms : Ab3, Ab4, Ab3∗, Ab∗ and also Ab5.
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For M ∈ R-gr and σ ∈ G we define the σ-suspension M(σ) of M to be the
graded R-module obtained from M by putting M(σ)τ = Mτσ for all τ ∈ G.
This defines a functor Tσ : R-gr → R-gr by putting Tσ(M) = M(σ). The
family of functors {Tσ, σ ∈ G} satisfies :

1. Tσ ◦ Tτ = Tστ for all σ, τ ∈ G
2. Tσ ◦ Tσ−1 = Tσ−1 ◦ Tσ = Id., for all σ ∈ G.

In particular it follows that each Tσ is an isomorphism in the category R-
gr. The left R-module RR is of course a graded R-module, hence it is clear
that the family {RR(σ), σ ∈ G} is a set of generators of the category R-gr
(see Appendix A, for the definition of a family of generators). Therefore the
category R-gr is a Grothendieck category (see appendix A). One easily checks
that each RR(σ) is a projective object in R-gr, such objects will be referred
to as graded projective modules, hence R-gr has a projective family of
generators. The general theory of Grothendieck categories then implies that
R-gr has enough injective objects, these are referred to as graded injective
modules (or gr-injective modules). Now F ∈ R-gr is said to be gr-
free if it has an R-basis consisting of homogeneous elements, equivalently
F ∼= ⊕i∈JR(σi), where {σi, i ∈ J} is a family of elements of G

Since a graded module M has a set of homogeneous generators it is in an
obvious way isomorphic to a quotient of a gr-free object of R-gr. Note that
any gr-free object in R-gr is necessarily a free R-module when viewed as an
R-module by forgetting the gradation. A more detailed treatment of the
forgetful functor U : R-gr → R-mod, associating to a graded R-module M
the underlying R-module U(M), is given in Section 2.5. If P is gr-projective
then it is isomorphic to a direct summand of a gr-free F ; in fact find a gr-free
F mapping to P epimorphically in R-gr and use the projectivity of P in R-gr.
Hence it follows that a gr-projective in R-gr is just a graded and projective
R-module. A similar property will fail for gr-free modules ! Indeed, taking
R = ZZ×ZZ with trivial gradation and taking for F the R-module R endowed
with the gradation given by F0 = ZZ × {0}, F1 = {0} × ZZ and Fi = 0 for
i �= 0, 1, then it is clear that F cannot have a homogeneous basis ! Hence
gr-free is a stronger property than “graded plus free”.

2.2.1 Remark

The category of right G-graded R-modules, G-gr-R (or shortly gr-R) may
be defined in a similar way. However, if we let Rop be the opposite graded
ring with respect to the opposite group Gop, then G-gr-R is exactly the cat-
egory Gop-Rop-gr and so we need not repeat any “right” versions of earlier
observations.

For a given M ∈ R-gr we define G(M) = {σ ∈ G,M ∼= M(σ)}. It is an easy
exercise to establish that G(M) is a subgroup of G. The latter subgroup is
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called the stabilizer (or inertia group) of M . In case G(M) = G we say
that M is G-invariant. The subgroup G(M) is connected to sup(M).

2.2.2 Proposition

With notation as before, if {σi, i ∈ I} is a left transversal of G(M) in G then
there is a J ⊂ I such that : sup(M) = ∪i∈J σiG(M). Note that J = ∅ may
be allowed. Moreover the cardinality of J does not depend on {σi, i ∈ J}.

Proof If τ ∈ G(M) then M ∼= M(τ) in R-gr. Take J ⊂ I such that
σi ∈ sup(M) for any i ∈ J . Then : M(τ)σi

∼= Mσi �= 0, hence also Mσiτ �= 0
and ∪i∈JσiG(M) = sup(M). Conversely, , if σ ∈ sup(M) then it follows from
G = ∪i∈IσiG(M) that σ ∈ σiG(M) for a certain i ∈ I. Thus σ = σiτ for
some τ ∈ G(M). Now from Mσ = Mσiτ = M(τ)σi

∼= Mσi and Mσ �= 0 we
derive that σi ∈ sup(M) and thus i ∈ J , or sup(M) = ∪i∈JσiG(M). The
final part of the statement is clear.

In view of the foregoing proposition we may put |J | = [sup(M) : G(M)].

2.2.3 Proposition

For M ∈ R-gr and any σ ∈ G we obtain : G(M(σ)) = σG(M)σ−1. Also
sup(M(σ)) = sup(M)σ−1.

Proof Look at λ ∈ G(M(σ)), then M(σ) ∼= M(σ)(λ) = M(λσ) for every
σ ∈ G. Therefore M ∼= M(λσ)(σ−1) = M(σ−1λσ) and so σ−1λσ ∈ G(M) or
λ ∈ σG(M)σ−1. This proves the inclusion G(M(σ)) ⊂ σG(M)σ−1 and the
reversed inclusion may be established in formally the same way. The last part
of the proposition is clear.

2.3 Elementary Properties of the

Category R-gr

In this section we focus on some elementary properties of the category of
graded R-modules for an arbitrary G-graded ring.

2.3.1 Proposition

Consider M,N,P in R-gr with given R-linear maps, f : M → P , h : M → N ,
g : N → P , such that f = g ◦ h and f is a morphism in R-gr. If g, resp. h is
a morphism in the category R-gr, then there exists a morphism h′ : M → N ,
resp. g′ : N → P , in R-gr such that f = g ◦ h′, resp. f = g′ ◦ h.
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Proof Let us prove the case where g is a morphism in R-gr. Pick an
homogeneous m ∈ Mσ for some σ ∈ G. We decompose h(m) as h(m) =∑

τ∈G h(m)τ . The assumption f = g ◦ h entails that f(m) =
∑
τ∈G g(h(m)τ )

with g(h(m)τ ) ∈ Pτ . Since f(m) ∈ Pσ we may define the morphism (in R-gr)
h′ by putting h′(m) = h(m)σ. That f = g ◦ h′ follows easily.

2.3.2 Corollary

If M ∈ R-gr is projective (resp. injective), when considered as an ungraded
module then M is also projective, resp. injective in the category R-gr.

Proof Let us prove the statement concerning projectivity, the version for
injectivity is dual. Consider an epimorphism u : N → N ′ in R-gr and any
morphism f : M → N ′ in R-gr. Since u is also surjective as a morphism in
R-mod, there exists an R-linear g : M → N such that f = u◦g. Applying the
foregoing proposition yields the existence of a morphism g′ in R-gr, g′M → N
such that f = u ◦ g′ and this establishes the projectivity of M in R-gr.

2.3.3 Remark

We have observed in Section 2.2. that a gr-projective R-module P is also pro-
jective when viewed as an ungraded R-module. However, if Q is gr-injective,
that is an injective object in the category R-gr, then Q need not be injective
in R-mod when viewed as an R-module. Particular cases where a positive
solution exists are encountered in Corollary 2.3.2 and Corollary 2.5.2. For
now let us just provide the following easy example. Over an arbitrary field
k, consider the Laurent polynomial ring R = k[T, T−1] with ZZ-gradation de-
fined by Rn = {aT n, a ∈ k} for n ∈ ZZ. In view of the graded version of
Baer’s theorem, cf. Corollary 2.4.8, it is easy to check that RR is gr-injective
but not injective. A note about the language; we often refer to “the graded
version of X”, e.g. in the foregoing or in the corollary hereafter, to indicate
that a result is in some way a graded version of some “well-known” result in
module theory or general algebra. Even though, for the logical understanding
of this text, knowledge of such results is not assumed (in fact, by restricting
to the case of a trivial gradation one does recover a proof for the classical
result referred to) it is of course beneficary to have studied some elementary
algebra course as we pointed out in the introduction. This will provide more
insight and shed light on the origin of some of the problems we encounter and
why certain modifications have been made.

For M ∈ R-gr we define the projective dimension of M in the category
R-gr similar to the definition of projective dimension in R-mod and we adapt
the notation gr− pdimR(M) for this (writing pdimR(M) for the projective
dimension of M viewed as an ungraded module). That this is not really a
new invariant follows from the foregoing Corollary 2.3.2 and remark 2.3.3.
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2.3.4 Corollary (A graded version of Maschke’s theorem)

Consider a graded submodule N of the graded module M . Then N is a graded
direct summand of M (i.e. a direct summand as an R-gr object) if and only
if N is a direct summand of M viewed as ungraded R-modules.

Proof If N is a direct summand of M as an R-module then there is an
R-linear f : M → N such that f ◦ i = 1N , where i is the canonical inclusion
N → M . In view of Proposition 2.3.1. we may find a graded morphism
f ′ : M → N such that f ′ ◦ i = 1N . But this shows exactly that i splits as
a morphism in R-gr and thus M = N ⊕ N ′, where N ′ = Ker(f ′), in R-gr.
The other implication is trivial enough, so the properties in the statement are
indeed equivalent.

Recall that in any category C a subobject N ⊂M is said to be an essential
subobject if for every other non-zero subobject L ⊂ M we have L ∩N �= 0
(we assume C has a suitable initial object 0). In particular for the category
R-gr a graded submodule N of M is gr-essential if it is an essential subobject
in the above sense for the category R-gr, this is obviously equivalent to : for
every nonzero homogeneous element m ∈ M we have N ∩ Rm �= 0, in other
words there is an a ∈ h(R) such that am �= 0.

2.3.5 Proposition

Let N ⊂M in R-gr. Then N is gr-essential in M if and only if N is essential
in M in R-mod. Moreover, in this case we have that for every m ∈ M there
is a homogeneous aτ ∈ Rτ such that aτm ∈ N and aτm �= 0.

Proof First it is clear that an essential submodule N of M in R-mod is
certainly gr-essential (M and N as in the statement). Conversely, assume
that N ⊂ M is essential in R-gr. Pick m �= 0 in M , write supp(m) =
{σ1, . . . , σn},m = mσ1 + . . . + mσn with 0 �= mσi ∈ Mσi , i = 1, . . . , n. By
induction on n, we now establish Rm∩N �= 0, in fact we establish that there is
an a ∈ h(R) such that : am ∈ N , am �= 0. In case n = 1 this follows from gr-
essentiality ofN in M . In general, applying the induction hypothesis we select
b ∈ h(R) such that b(m−mσ1) �= 0 inN . If bmσ1 = 0 then bm = b(m−mσ1) �=
0 in N and we are done, so assume that bmσ1 �= 0. Take c ∈ h(R) such that
cbmσ1 �= 0 in N and look at cbm = cbmσ1 + . . .+ cbmσn ; since cb ∈ h(R) the
latter is the homogeneous decomposition of cbm and as cbmσ1 �= 0 we must
have cbm �= 0. Since cbm ∈ N follows from b(mσ2 + . . . + mσm) ∈ N and
cbmσ1 ∈ N , the claim has been established.
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2.4 The functor HOMR(−,−)

Let R be a G-graded ring and M = ⊕x∈GMx and N = ⊕x∈GNx two objects
from the category R-gr. An R-linear f : M → N is said to be a graded mor-
phism of degree σ, σ ∈ G, if f(Mx) ⊆ Nxσ for all x ∈ G. Graded morphism
of degree σ build an additive subgroup HOMR(M,N)σ of HomR(M,N). The
following equalities hold :

HOMR(M,N)e = HomR−gr(M,N)
HOMR(M,N)σ = HomR−gr(M,N(σ)) = HomR−gr(M(σ−1), N)

Also, if we put HOMR(M,N) =
∑
σ∈G HOMR(M,N)σ, then we have

HOMR(M,N) = ⊕σ∈GHOMR(M,N)σ so HOMR(M,N) is a graded abelian
group of type G. At places in the literature the Hom is used in stead of HOM.
e.g. in [84], [85].

Denote by G-gr-Ab the category of graded abelian groups of type G. The cor-
respondance (M,N)→ HOMR(M,N) defines a left exact functor : (R−gr)◦×
(R−gr) → G−gr−Ab. If M,N,P ∈ R-gr and f : M → N and g : N →
P are morphisms of degree σ, respectively τ , then g ◦ f : M → P is a
graded morphism of degree στ . It follows that for N = M , the abelian
group HOMR(M,M) with the multiplication : f ∗ g = g ◦ f where f, g ∈
HOMR(M,M) is a G-graded ring. This ring is denoted by ENDR(M). In
general, the inclusion of HOMR(M,N) in HomR(M,N) is proper as can be
seen in the following example.

2.4.1 Example

Let R = ⊕n∈ZZRn be a ZZ-graded ring such that Rn �= 0 for any n ∈ ZZ.
Then there exists an element a =

∑
n an such that an ∈ Rn and an �= 0.

Put M =R R(ZZ), then M is graded R-module. Define f ∈ HomR(M,R) by
putting f((xn)n∈ZZ) =

∑
i∈ZZ xiai, where (xn)n ∈ M . If f ∈ HOMR(M,R)

then there exist fn1 , . . . , fns such that each fni is a morphism of degree ni
for 1 ≤ i ≤ s. In this case we have f(M0) ⊆

∑s
i=1 Rni . But M0 = R

(ZZ)
0 and

we consider (xn)n∈ZZ ∈ M0 such that xn0 = 1 where n0 �= {n1, . . . , ns} and
xn = 0 for n �= n0. In this case we have f((xn)n∈ZZ) = an0 �∈ ⊕si=1Rni . The
connection between HOMR(M,N) and HomR(M,N) can best be expressed
by topological methods.

For this it is necessary to introduce some considerations concerning the “finite
topology”. LetX and Y be arbitrary sets and Y X the set of all mappings from
X to Y . It is clear that we may view Y X as the product of the sets Yx = Y ,
where x ranges over the index set X . The finite topology of Y X is obtained
by taking the product space in the category of topological spaces, with each Y
being regarded as a discrete space. A basis for the open sets of this topology
is given by the sets of the form {g ∈ Y X |g(xi) = f(xi), 1 ≤ i ≤ n}, where
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{xi|1 ≤ i ≤ n} is a finite set of elements of X and f is a fixed element of Y X .
Every open set is a union of sets of this form.

If X and Y are abelian groups, and HomZZ(X,Y ) is the set of all homo-
morphisms from X to Y , then HomZZ(X,Y ) is a subset of Y X . In fact
HomZZ(X,Y ) is a closed set in Y X . Indeed if f ∈ Y X belongs to the clo-
sure of HomZZ(X,Y ) and x, x′ ∈ X , there exist g ∈ HomZZ(X,Y ) such that
g(x) = f(x), g(x′) = f(x′) and g(x + x′) = f(x + x′). From this it follows
that f(x+ x′) = f(x) + f(x′) thus f ∈ HomZZ(X,Y ). HomZZ(X,Y ) is in fact
a topological abelian group for the topology induced by the finite topology.

If f ∈ HomZZ(X,Y ), then the sets

V (f, x1, . . . , xn) = {g ∈ HomZZ(X,Y )|g(xi) = f(xi), 1 ≤ i ≤ n}
form a basis for the filter of neighbourhoods of f , where {xi|1 ≤ i ≤ n}
ranges over the finite subsets of X . Note that V (f, x1, . . . , xn) = ∩i=1V (f, xi)
and V (f, x1, . . . , xn) = f + V (0, x1, . . . , xn). Moreover V (0, x1, . . . , xn) is a
subgroup of HomZZ(X,Y ).

Assume now that R is a G-graded ring, and M,N ∈ R-gr. We have the
inclusion :

HOMR(M,N) ⊆ HomR(M,N) ⊆ HomZZ(M,N)

It is easy to see (same argument as above) that HomR(M,N) is a closed
subset of HomZZ(M,N) which is a topological abelian group with respect to
the topology induced by the finite topology. If m ∈M and m = mx1 + . . .mxs

where {mxi|1 ≤ i ≤ s} is the set of homogeneous components of m, then we
clearly have the inclusion V (f,mx1 , . . . ,mxs) ⊆ V (f,m) and therefore the
sets V (f,m1, . . . ,mt) form a basis for the filter of neighbourhoods of f when
{mi|1 ≤ i ≤ t} ranges over the finite subsets of h(M).

2.4.2 Proposition

For any σ ∈ G, HOMR(M,N)σ is a closed subset of HomR(M,N) in the finite
topology.

Proof Assume that f belongs to the closure of HOMR(M,N). If mx ∈Mx

then there exist g ∈ HOMR(M,N)σ such that g ∈ V (f,mx) and f(mx) =
g(mx). Since g(Mx) ⊆ Nxσ, we have that f(mx) = g(mx) ∈ Nxσ hence
f(Mx) ⊆ Nxσ, for every x ∈ G, and thus f ∈ HOMR(M,N)σ.

Select f ∈ HomR(M,N) and σ ∈ G. We define a map fσ : M → N in the
following way. If mx ∈ Mx for some x ∈ G, we put fσ(mx) = f(mx)xσ, i.e.
fσ(mx) is the homogeneous component of degree xσ of the element f(mx) ∈
N . Then, if aλ ∈ Rλ is a homogeneous element of R we have aλmx ∈
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Mλx and so fσ(aλmx) = f(aλmx)λxσ. On the other hand, aλfσ(mx) =
aλf(mx)xσ. But since aλf(mx)xσ is the homogeneous component of degree
λxσ of the element aλf(mx) = f(aλmx), we see that fσ(aλmx) = aλfσ(mx)
thus fσ is R-linear. Furthermore, since fσ(Mx) ⊆ Mxσ, it follows that fσ ∈
HOMR(M,N)σ.

Recall that if (G,+) is a topological abelian group, x ∈ G and (xi)i∈I a
family of elements of G, then this family is said to be summable to x if,
for any neighbourhood V (x) of x, there exists a finite subset J0 of I such
that

∑
i∈J xi ∈ V (x) for any finite subset J of I such that J0 ⊆ J . If the

family (xi)i∈I is summable to x then we write
∑

i∈I xi = x. We have the
following result, establishing the topological relation between HOMR(M,N)
and HomR(M,N).

2.4.3 Theorem

Let R be a G-graded ring, M,N ∈ R-gr and f ∈ HomR(M,N). Then the
following assertions hold :

i) The family (fσ)σ∈G is summable to f in the finite topology, i.e.
f =
∑

σ∈G fσ, where the fσ are uniquely determined by f , that is,
if (gσ)σ∈G, with gσ ∈ HOMR(M,N)σ is another family summable
to f , then fσ = gσ for any σ ∈ G.

ii) HomR(M,N) is the completion of HOMR(M,N) in the finite
topology.

Proof It is clear that in the definition of summable family of HomR(M,N)
with respect to the finite topology we may restrict to considering neighbour-
hoods of f of the form V (f,m), where m is a homogneous element of M .
Assume that m ∈ Mx for some x ∈ G. By definition of the maps fσ there
exist a finite subset Jo of G such that f(m) = (

∑
σ∈J fσ)(m) and, moreover,

for any σ �∈ J0, fσ(m) = 0. Thus, for any finite subset J of G such that J0 ⊆ J
we have

∑
σ∈J fσ ∈ V (f,m) and hence the family (fσ)σ∈G is summable to

f . Now, for the uniqueless property, assume that (gσ)σ∈G is another family
summable to f such that there exist σ0 ∈ G with fσ0 �= gσ0 . Then there exist
a homogeneous element mx ∈Mx such that fσ0(mx) �= gσ0(mx) and if we con-
sider the neighbourhood V (f,mx) of f , there exists a finite subset J0 of G such
that for any subset J of G that contains J0 we have that

∑
σ∈J fσ ∈ V (f,mx)

and
∑
g∈G gσ ∈ V (f,mx). If σ0 �∈ J0 we put J = J0 ∪ {σ0}; so we may

assume :σ0 ∈ J . Then we have (
∑

σ∈J fσ)(mx) = (
∑

σ∈J gσ)(mx) and since
fσ, gσ ∈ HOMR(M,N)σ we obtain that fσ(mx) = gσ(mx) for any σ ∈ J . The
latter is a contradiction and it completes the proof of the uniqueness. Finally,
in order to prove ii. observe first that, since the finite sum

∑
σ∈J0

fσ belongs
to HOMR(M,N), it follows from i. that V (f,m) ∩ HOMR(M,N) �= ∅ and
hence that HOMR(M,N) is dense in HomR(M,N). Now, it is wellknown that
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NM , being a topological product of discrete topological groups, is complete
in the finite topology. Thus HomR(M,N) being a closed subgroup of NM ,
is complete in the induced topology and therefore HomR(M,N) is the com-
pletion of the Hansdorff topological group HOMR(M,N) endowed with the
topology induced by the finite topology of HomR(M,N), that is exactly the
finite topology of HOMR(M,N).

2.4.4 Corollary

If M,N ∈ R-gr and M is finitely generated then

HOMR(M,N) = HomR(M,N)

Proof Since M is finitely generated, HomR(M,N) is a discrete abelian
group in the finite topology. Now by Theorem 2.4.3. the assertion follows.

2.4.5 Corollary

Let M,N ∈ R-gr such that both M and N have finite support. Then
HOMR(M,N) = HomR(M,N).

Proof Assume that sup(M) = {σ1, . . . , σr} and sup(N) = {τ1, . . . , τs}. If
f ∈ HomR(M,N), then by Theorem 2.4.3 we have that

∑
σ∈G fσ = f in the

finite topology. If σ ∈ G and σ �∈ {σ−1
i τj |i = 1, . . . , r; j = 1, . . . , s} then

for any i, 1 ≤ i ≤ r we have fσ(Mσi) ⊆ Nσiσ, and since in this case σiσ �∈
supp(N), fσ(Mσi) = 0 so fσ = 0. Then it is clear that f =

∑r
i=1

∑s
j=1 fσ−1

i
τj

and hence f ∈ HOMR(M,N).

2.4.6 Corollary

Let R be a G-graded ring where G is a finite group. If M,N ∈ R-gr then we
have

HOMR(M,N) = HomR(M,N)

Proof Apply Corollary 2.4.5.

Since the functor HOMR(−,−) is left exact we can define the right derived
functor denoted by EXTnR(−,−) where n ≥ 0 (for the functor HomR(−,−)
the right derived functors are denoted usually by ExtnR(−,−)).

Let R be a G-graded ring andM ∈ R-gr.

A Noetherian (resp. Artinian) object in R-gr will be called gr-Noetherian
(resp. gr-Artinian). As in the ungraded case it is very easy to prove that M
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is gr-Noetherian if and only if every graded submodule is finitely generated, if
and only if every ascending chain of graded submodules terminates. Similarly,
M is gr-Artinian if and only if every descinding chain of graded submodules
terminates.

When the graded left R-module RR is gr-Noetherian, resp. gr-Artinian, we say
that R is left gr-Noetherian, resp gr-Artinian. Left-right symmetric versions
of these definitions may be phrased in a similar way.

2.4.7 Corollary

Consider graded R-modules M and N and assume that one of the following
conditions holds :

i) The ring R is left gr-Noetherian and M is finitely generated.

ii) the group G is a finite group.

Then, for every n ≥ 0 we have :

EXTnR(M,N) = ExtnR(M,N)

Proof The case where G is a finite group follows as a consequence of Corol-
lary 2.4.6. So let us assume we are in the situation i. The assumptions then
allow to construct the free resolution :

→ F2 → F1 → F0 →M → 0

where each Fi is a free graded R-module of finite rank. As a consequence of
Corollary 2.4.4., and using the well-known calculus of right derived functors,
the statement follows.

A gradedR-module M is said to be gr-injective, resp. gr-projective, if M is in-
jective, resp. projective, as an object of R-gr. The property of gr-projectivity
is a very well-behaved one, see Corollary 2.3.2. and Remark 2.3.3.

From loc. cit. it is easy to obtain that M is gr-projective if and only if the
functor HomR−gr(M,−) is exact, if and only if the functor HOMR(M,−) is
exact, if and only if M is a direct summand in R-gr of a gr-free R-module.
Remark 2.3.3. already pointed at the more erratic behaviour of the notion
“gr-injective”.

2.4.8 Corollary

The following statements are equivalent for some Q ∈ R-gr :

i) Q is a gr-injective R-module

ii) The functors HomR−gr(−, Q) as well as HOMR(−, Q) are exact.
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iii) (Graded Version of Baer’s theorem) For every graded left ideal L
of R we obtain from the canonical inclusion i : L→ R a surjective
morphism :

HOM(i, 1Q) : HOMR(R,Q)→ HOMR(L,Q)

Proof The equivalence i. ⇔ ii. as well as the implication ii. ⇒ iii. are clear.
The proof of iii. ⇒ ii. is formally similar to the proof given in the ungraded
case so we delete it here.

It is possible and easy to construct a theory of graded bimodules with respect
to two graded rings of type G (for the same group; more general situations
may be considered too but that is out of the scope of this book). Let us just
introduce some basic notions and a version of the hom-tensor relation.

Consider the G-graded rings R and S. An abelian group M is said to be a
graded R-S-bimodule if M = ⊕σ∈GMσ is an R-S-bimodule such that the
structure of a left R-module makes it a graded R-module and the structure
of right S-module makes it into a graded right S-module, i.e. for σ, τ, γ ∈ G
we have RσMτRγ ⊂Mστγ .

For N ∈ R-gr we have that HomR(M,N) is a left S-module by putting :
(s.f)(m) = f(ms) for s ∈ S, f ∈ HomR(M,N) and m ∈ M . Moreover, if
f : M → N is R-linear of degree σ and s ∈ Sλ then s.f : M → N has
degree λσ. Indeed, for mτ ∈ Mτ we obtain : (s.f)(mτ ) = f(mτs) ∈ Nτλσ
and (s.f)(Mσ) ⊂ Nτλσ, or s.f has degree λσ. The foregoing establishes that
HOMR(M,N) is in fact a graded left S-module.

Now look at M ∈gr-R and N ∈ R-gr. We may consider the abelian group
M⊗RN , which may be G-graded by putting (M⊗RN)σ equal to the additive
subgroup generated by all elements x⊗y with x ∈Mτ , y ∈ Nγ such that τγ =
σ. To see that this is well-defined (the tensor product over a noncommutative
ring always is to be handled with some care !) we may start the construction
from the abelian group M ⊗ZZ N which is G-graded by putting :

(M ⊗
ZZ
N)σ = ⊕

τ,γ∈G
τγ=σ

(Mτ ⊗Nγ), for each σ ∈ G

In this G-graded abelian groupM⊗ZZN the additive subgroupK generated by
all elements of the formmr⊗n−m⊗rn, withm ∈M,n ∈ N , r ∈ R, is a graded
subgroup of M ⊗ZZ N . By definition we have that M ⊗R N = (M ⊗ZZ N)/K
and the gradation we have defined on M ⊗R N is just the one induced by
the G-gradation of the abelian group M ⊗ZZ N . Considering ZZ with trivial
G-gradation as a graded ring, the object M ⊗R N ∈ ZZ-gr defined is called
the graded tensor product of M and N .

Now if RNS is a graded R-S-bimodule then M ⊗R N inherits the structure
of a graded right S-module defined by putting : (m⊗ n)s = m⊗ ns, for any
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m ∈ M,n ∈ N, s ∈ S. There is a well-known relation between the functors
HomR(−,−) and −⊗R−, often referred to as the hom-tensor relation, we do
have a graded version of such a relation.

2.4.9 Proposition

For M ∈gr-R, P ∈ gr-S, N ∈ R-gr-S we obtain a natural graded isomor-
phism :

HOMS(M ⊗R N,P ) ∼= HOMR(M,HOMS(N,P )

defined as follows : form ∈M,n ∈ N, f ∈ HOMS(M⊗RN,P ) : ϕ(f)(m)(n) =
f(m⊗ n) In particular we obtain a canonical isomorphism :

HomS−gr(M ⊗R N,P ) ∼= HomR−gr(M,HOMS(N,P ))

This means that the functor − ⊗R N : gr−R → gr−S is left adjoint of the
functor HOMS(N,−) : gr−S → gr−R.

Proof The argument is an absolutely straightforward graded version of the
classical (ungraded) argument in the classical situation. This may be found
in any textbook on homological algebra or basic algebra, e.g. N. Bourbaki, so
we refer to the literature for this.

Let R = ⊕σ∈GRσ and S = ⊕σ∈GSσ be two G-graded rings and ϕ : R→ S is
a graded morphism of rings (i.e. ϕ(Rσ) ⊆ Sσ for any σ ∈ G). We denote by
ϕgr
∗ : S-gr → R-gr the functor of “restriction of scalars” so if M ∈ S-gr, then
ϕgr
∗ (M) = M where M has the following structure as left R-module : if a ∈ R

and m ∈ M , then a ∗ m = ϕ(a).m. We denote by S ⊗R − : R-gr → S-gr,
M → S ⊗RM the functor induced by ϕ and by

HOMR(RSR,−) : R−gr → S−gr

the coinduced functor.

2.4.10 Corollary

With notation as above, the functor S⊗R- is a left adjoint of the functor ϕgr
∗

and the functor HOMR(RSS ,−) is a right adjoint of the functor ϕgr
∗ .

Proof We apply Proposition 2.4.9, because ϕgr
∗ � SS ⊗S − and also ϕgr

∗ �
HOMS(SSR,−).

2.5 Some Functorial Constructions

Maybe it is surprizing to learn that the forgetful functor R-gr→ R-mod is in
fact useful at places. Perhaps the most obvious reason for this is that we may
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construct a right adjoint functor for it. The first part of this section deals
with this. In a second part induced and coinduced functors are the topic of
study.

To a G-graded ring R we have associated several categories, e.g. R-mod, R-gr,
Re-mod,. . . . The study of relations between these categories is the main topic
of “graded module theory”. Let us write U : R-gr → R-mod for the forgetful
functor (forgetting the graded structure on the R-modules). We know, from
the basic properties of R-gr, that U is an exact functor. We may define a
right adjoint F : R-mod → R-gr for the functor U , in the following way. To
M ∈ R-mod, associate the G-graded abelian group GM = ⊕σ∈GσM where
σM is just a copy of M indexed by σ, but with R-module structure given
by : r.τm =στ (rm) for τm ∈τ M and r ∈ Rσ, i.e. r.τm is the element rm
viewed in the copy στM of M . It is obvious that the foregoing does define
a structure on GM making it into a G-graded R-module. The latter graded
object is denoted by F (M), F (M) = ⊕σ∈GF (M)σ, where F (M)σ is nothing
but σM as an abelian group.

To an R-linear map f : M → N we correspond F (f) : F (M) → F (N),
such that for x ∈ M,σ ∈ G we have F (f)(σx) =σ f(x). Obviously, F (f) is
a morphism in R-gr. By construction F is an exact functor. Observe that
UF (M) = ⊕σ∈GσM , but this is not a direct sum of copies of M as an R-
module because each σM is not an R-submodule of F (M) (it is of course an
Re-submodule).

2.5.1 Theorem

The functor F is a right adjoint for U . In case G is a finite group, then F is
also a left adjoint for U .

Proof

Consider M ∈ R-gr and N ∈ R-mod. Define ϕ(M,N) : HomR(U(M), N) →
HomR−gr(M,F (N)), by putting : ϕ(M,N)(f)(mσ) =σ (f(mσ)) for mσ ∈Mσ

and f : U(M) → N an R-linear map. Clearly ϕ(M,N)(f) is also R-linear
and in fact even a morphism in the category R-gr as it preserves degrees.
If f is such that ϕ(M,N)(f) = 0 then we must have ϕ(M,N)(f)(mσ) = 0
for all mσ ∈ Mσ, all σ ∈ G, hence σ(f(mσ)) = 0 and thus f(mσ) = 0
for each mσ ∈ M and each σ ∈ G. Consequently ϕ(M,N)(f) = 0 entails
that f = 0 and ϕ(M,N) is an injective map. On the other hand, look at
a given g ∈ HomR−gr(M,F (N)). Now define αN : F (N) → N by putting :
αN ((σn)σ∈G) =

∑
σ∈G

σn (since F (N) is a direct sum, the latter sum is
defined). Clearly αN is R-linear and if we define f = αN ◦ g we have an
R-linear map f : M → N . One easily verifies that ϕ(M,N)(f) = g and it
follows that ϕ(M,N) is an isomorphism. The system {ϕ(M,N),M ∈ R-mod,
N ∈ R-gr} does define a functorial isomorphism.
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For the second part, assume that G is a finite group. For M ∈ R-mod and
N ∈ R-gr we now define :

ψ(M,N) : HomR−gr(F (M), N)→ HomR(M,U(N))

in the following way. Define αM : M → F (M),m �→ (σm)σ∈G where σm = m
for any σ ∈ G. It is clear that for λσ ∈ Rσ, αM (λσm) = (σx(λσm))x∈G =
λσ(xm)x∈G. Observe that finiteness of G is used in the construction of αM
because (σm)σ∈G must be in the direct sum ! Now to f ∈ HomR−gr(F (M), N)
we associate ψ(M,N)(f) = f ◦ αM in HomR(M,U(N)). Again ψ(M,N) is
injective because whenever ψ(M,N)(f) = 0 we have (f ◦ α)(m) = 0 for all
m ∈ F (M)σ, all σ ∈ G, thus f((σm)σ∈G) = 0 and as f preserves degrees
this leads to f(0, . . . ,m, 0 . . . , 0) = 0 with m in the σth-position. The latter
means f(F (M)σ) = 0 for all σ ∈ G, or f = 0. On the other hand, for a given
g ∈ HomR(M,N) we define the map f : F (M) → N by f(σm) = g(m)σ,
where σm ∈ F (M)σ =σ M . For any m ∈ M we have (f ◦ αM )(m) =
f((σm)σ∈G) =

∑
σ∈G g(m)σ = g(m). Thus ψ(M,N)(f) = g and it follows

that ψ(M,N) is also surjective, thus an isomorphism. One verifies that the
system {ψ(M,N),M ∈ R-mod, N ∈ R-gr} defines a functorial morphism.

2.5.2 Corollary

Let R be graded by a finite group G and let Q ∈ R-gr. Then Q is gr-injective
if and only if U(Q) is injective in R-mod.

Proof One implication has been proved in Corollary 2.3.2. Assuming that
Q is gr-injective and using the exactness of U and the properties of adjoints
(see Appendix A), it is easy to see that U(Q) is injective in R-mod.

The reader may already have noticed that often we write Q for U(Q) (we
forget to forget !) when there is no danger of confusion; often we will say “Q
viewed as an R-module”.

There is a partial converse to Theorem 2.5.1. :

2.5.3 Proposition

If U : R-gr → R-mod has a left adjoint then G is finite.

Proof When U has a left adjoint then U commutes with arbitrary di-
rect products in the sense that the natural R-morphism f : U(

∏gr
i∈JMi) →∏

i∈J U(Mi) is an isomorphism for any set J , and any family of graded R-
modules {Mi, i ∈ J}, where

∏

i∈J
grMi = ⊕σ∈G(

∏
i∈J(Mi)σ). Take J = G and

Mi = R(i−1) for i ∈ G and mi ∈ Mi,mi = 1, hence mi is of degree i ∈ G.
In this case(mi)i∈J ∈

∏
i∈J U(Mi) cannot be in Imf unless G is finite, so

necessarily G must have been a finite group.
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2.5.4 Proposition

For M ∈ R-gr we have : FU(M) ∼= ⊕σ∈GM(σ).

Proof Let us consider xm in xM for m ∈ M and a fixed x ∈ G. Write
m =

∑
σ∈Gmxσ with mxσ ∈ Mxσ. Define α : F (U(M)) → ⊕σ∈GM(σ),

xm �→ (mxσ)σ∈G where mxσ ∈ M(σ)x; this is allowed because only finitely
many of the {mxσ, σ ∈ G} are nonzero. For λτ ∈ Rτ , τ ∈ G, we calculate :
α(λτ xm) = α(τx(λτmxσ)σ∈G) = λτ (mxσ)σ∈G = λτα(xm). Consequently, α
is R-linear. Moreover,

α(F (U(M))x) ⊂ (⊕σ∈GM(σ))x

hence α is in fact a morphism in the category R-gr. A standard verification
learns that α is also bijective and thus an isomorphism.

In the remainder of this section we study induced and coinduced functors.
Let R = ⊕σ∈GRσ be a G-graded ring, and N ∈ Re-mod. We consider the
graded R-module M = R ⊗Re N , where M has the gradation given by :
Mσ = Rσ ⊗Re N , for σ ∈ G. The graded R-module M = ⊕σ∈GMσ is called
the R-module induced by the Re-module N . We denote this module by
Ind(N). It is obvious that the mapping N → Ind(N) defines a covariant
functor Ind : Re-mod → R-gr, called the induced functor. This functor is
right exact. Moreover, if R is a flat right Re module (i.e. Rσ is a flat right
Re-module for any σ ∈ G), then the functor Ind is exact.

Since R is an Re − R-bimodule, we may consider the left R-module M ′ =
HomRe(R,N). If f ∈ HomRe(R,N) and a ∈ R, the multiplication af is given
by (af)(x) = f(xa), x ∈ R. For any σ ∈ G, we define the set M ′

σ = {f ∈
HomRe(R,N)|f(Rσ′) = 0 for any σ′ �= σ−1}. It is obvious that M ′

σ is a
subgroup of M ′ (in fact M ′

σ � HomRe(Rσ−1 , N)). The sum M∗ =
∑

σ∈GM
′
σ

is a direct sum. Indeed, if f ∈ M ′
σ ∩ (
∑
τ �=σM

′
τ ), we have that f ∈ M ′

σ and
f =
∑
τ �=σ f

′
τ , f ′

τ ∈ M ′
τ , thus if x ∈ Rσ−1 we have f(x) =

∑
τ �=σ f

′
τ (x) = 0,

so f(Rσ−1) = 0. Since f(Rτ ) = 0 for any τ �= σ−1, we obtain that f = 0.
Now we prove that RσM∗

τ ⊆ M∗
στ for any σ, τ ∈ G. Indeed if a ∈ Rσ and

f ∈ Mτ we have for any x ∈ Rλ, where λ �= (στ)−1 = τ−1σ−1 : (af)(x) =
f(xa) = 0 since xa ∈ Rλσ and λσ �= τ−1. Therefore, af ∈M∗

στ . Consequently
M∗ = ⊕σ∈GM ′

σ is an object in the category R-gr. This object is called the
coinduced module for N , and is denoted by Coind(N). It is obvious that
the mapping N → Coind(N) defines a covariant functor Coind : Re-mod→ R-
gr, called the coinduced functor. It is obvious that Coind is a left exact
functor. Furthermore, if R is a projective left Re-module, then Coind is an
exact functor. Now if σ ∈ G is fixed, we can define the functor (−)σ : R-gr
→ Re-mod, given by M → Mσ, where M = ⊕τ∈GMτ ∈ R-gr. It is obvious
that (−)σ is an exact functor.
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We recall that by Tσ : R-gr→ R-gr we have denoted the σ-suspension functor.
The main result of this section is the following :

2.5.5 Theorem

With notation as above we have :

a. The functor Tσ−1 ◦Ind is a left adjoint functor of the functor(−)σ. More-
over, (−)σ ◦ Tσ−1 ◦ Ind � 1Re−mod

b. The functor Tσ−1 ◦Coind is a right adjoint functor of the functor (−)σ.
Moreover, (−)σ ◦ Tσ−1 ◦ Coind � 1Re−mod.

Proof

a. Since (−)σ = (−)e ◦ Tσ and Tσ is an isomorphism of categories with
inverse Tσ−1 , it is enough to prove a. and b. when σ = e. So for a. we
prove now that Ind is a left adjoint functor of the functor (−)e. For this
we define the functorial morphisms

HomR−gr(Ind,−)
α ��

HomRe
(−, (−)e)

β
��

as follows :
if N ∈ Re-mod and M ∈ R-gr, then α(N,M) : HomR−gr(Ind(N),M)→
HomRe(N,Me) is defined by α(N,M)(u)(x) = u(1⊗x) where u : R⊗Re

N → M is a morphism in R-gr. Clearly u(1 ⊗ x) ∈ Me, since 1 ⊗ x ∈
(R⊗Re N)e = Re ⊗Re N � N .

Now we define β(N,M) : HomRe(N,M1) → HomR−gr(Ind(N),M) as
follows :
if v ∈ HomRe(N,Me), we put β(N,M)(v) : R ⊗Re M → M defined by
β(N,M)(v)(λ ⊗ x) = λv(x). It is clear that β(N,M)(v) ∈ HomR−gr

(Ind(N),M). It is easy to see that α and β are functorial morphisms
and β(N,M) is inverse to α(N,M), hence α and β are functorial iso-
morphisms with β inverse to α. So Ind is a left adjoint functor of (−)e.
The last assertion of a. is obvious.

b. We define the functorial morphism

HomRe
((−)e,−)

γ ��
HomR−gr(−,Coind)

δ
��

as follows :
if N ∈ Re-mod and M ∈ R-gr, then γ(M,N) : HomRe(Me, N) →
HomR−gr(M,Coind(N)) is defined by putting for each u ∈ HomRe(Me,
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N) and mx ∈ Mx,γ(M,N)(u)(mx) : R → N , γ(M,N)(u)(mx)(a) =
u(ax−1mx) where a =

∑
g∈G ag ∈ R, ag ∈ Rg.

It is clear that γ(M,N)(u)(Mx) ⊂ Coind(N)x for any x ∈ G, hence
γ(M,N)(u) ∈ HomR−gr(M,Coind(N)) and therefore the map γ(M,N)
is well-defined.

Conversely, if v ∈ HomR−gr(M,Coind(N)), we define δ(M,N)(v) :
Me → N by δ(M,N)(v)(me) = v(me)(1).

If a ∈ Re we have δ(M,N)(v)(ame) = v(ame)(1) = (av(me))(1) =
v(me)(a) = av(me)(1) = aδ(M,N)(v)(me) and therefore δ(M,N)(v) ∈
HomRe(Me, N) so δ(M,N) is well defined. Now if u ∈ HomRe(Me, N),
we have that (δ(M,N) ◦ γ(M,N))(u) = δ(M,N)(γ(M,N)(u)). If me ∈
Me then we have δ(M,N)(γ(M,N)(u))(me) = γ(M,N)(u)(me)(1) =
u(1.me) = u(me), δ(M,N) ◦ γ(M,N) = 1HomRe (Ne,N). Conversely, if
v ∈ HomR−gr(M,Coind(N)) the we have (γ(M,N)) ◦ δ(M,N))(v) =
γ(M,N)(δ(M,N)(v)). Now if mx ∈ Mx and a ∈ R then we have
γ(M,N)(δ(M,N)(v)(mx)(a) = δ(M,N)(v)(ax−1mx) = v(amx−1x)(1) =
(ax−1v(mx))(1) = v(mx)(1.ax−1) = v(mx)(ax−1) = v(mx)(a) (because
v(mx)(ay) = 0 for any y �= x−1). Consequently (γ(M,N) ◦ δ(M,N) =
1HomR−gr(M,Coind), Finally, the functor Coind is a right adjoint of the
functor (−)e. The last assertion of b. is obvious.

2.5.6 Corollary

1. If N is an injective Re-module, then Coind(N) is gr-injective.

2. If M = ⊕σ∈GMσ is gr-injective, and for any σ ∈ G, Rσ is a flat right
Re-module, then Mσ is an injective Re-module for each σ ∈ G.

Proof

1. In view of Theorem 2.5.5., the functor Coind is a right adjoint of the
functor (−)e. Since the latter functor is exact, the general theory of
adjoint functors (see Appendix A.) implies that Coind(N) is an injective
object in R-gr.

2. Again from Theorem 2.5.5. it follows that (−)σ is a right adjoint of
the functor Tσ−1 ◦ Ind. Since R is a flat Re-module, Ind must be an
exact functor and therefore Tσ−1 ◦ Ind is then an exact functor too.
Consequenty, Mσ is an injective Re-module.

2.5.7 Corollary

For a G-graded ring of finite support R, every R-module may be embedded
into a graded R-module.
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Proof ConsiderM ∈ R-mod and consider ReM by restriction of scalars with
respect to Re → R. Since Supp(R) <∞ we have Coind(M) = HomRe(R,M).
On the other hand there is a canonical map :

ϕ(M) : M → HomRe(R,M)

given by
ϕ(M)(m)(r) = rm, for m ∈M, r ∈ R

Obviously ϕ(M) is R-linear and injective. Since HomRe(R,M) = Coind(M)
and the latter is a graded R-module, the assertion follows.

2.6 Some Topics in Torsion Theory on R-gr

In commutative algebra, in fact in Ring Theory in general, localization is a
useful technique. It has become customary to present the theory of localiza-
tion in its abstract categorical form mainly because it allows a very unified
approach to the concept of localization. In the literature one may find “lo-
calization” applied to rings, algebras, modules, groups, topological spaces.
Obvious problems dealing with properties of objects that may be preserved
under localization may best be dealt with by viewing the localization as a
localization in a specific category of those objects with the property under
consideration and morphisms preserving that property. There are however
still several different, but equivalent ways to introduce the localization the-
ory in a categorical setting e.g. via Serre’s localizing subcategories, torsion
theories on Grothendieck categories and their generalizations to additive cat-
egories, torsion radicals (B. Stenstrom [181]) Gabriel topologies (P. Gabriel
[67]),...

Before focusing on localization in R-gr we provide a short introduction to
the theory of localization in a Grothendieck category, along the way we point
out how several of the concepts, mentioned above, do appear in the theory
and we give a hint about the interrelations between these. We shall return
to general localization theory for graded rings in Chapter 8. The preliminary
results we present in this section are necessary to relate the category of Re-
modules to a suitable full subcategory of R-gr (see Proposition 2.6.3) related
to a certain localization. This in turn will be applied to the problem of
recognizing strongly graded rings.

Let A be a Grothendieck category and C be a full subcategory of A. C is
called a closed subcategory of A if it is closed under subobjects, quotients
objects and arbitrary direct sums. Moreover, if C is also closed under tak-
ing extensions, then it is called a localizing subcategory of A. A closed
subcategory C of a Grothendieck category A is also a Grothendieck category.
Indeed, if U ∈ A is a generator of A, then the set

{U |K|K ∈ A such that U |K ∈ C}
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is a family of generators of C, and then the direct sum of this family is a
generator of C. For any closed subcategory C of A and for any M ∈ A we can
consider the greatest subobject tC(M) of M belonging to C. In fact, tC(M)
is the sum of all subobjects of M which belong to C, and it exists because
C is closed under taking quotient objects and arbitrary sums. The mapping
M → tC(M) defines a left exact functor tC : A → A. If M = tC(M) i.e.
M ∈ C we say that M is a C-torsion object. If tC(M) = 0, M is called a
C-torsion free object. Moreover, if C is a localizing subcategory then for
any M ∈ M, we have tC(M/tC(M)) = 0 i.e. M/tC(M) is C-torsion free. In
this case tC is called the radical associated to the localizing subcategory C.
If A is a Grothendieck category and M ∈ A an object then we denote by
σA[M ] (or shorthly σ[M ]) the full subcategory of all objects of A which are
subgenerated by M , i.e. which are isomorphic to a subobjects of quotient
objects of direct sums of copies of M .

2.6.1 Proposition

With notation as introduced above :

1. σ[M ] is a closed subcategory

2. σ[M ] is the smallest closed subcategory of A, containing M

Proof

1. Since the direct sum functor is exact, we obtain that σ[M ] is closed
under taking direct sums. Now consider :

0→ Y ′ → Y → Y ′′ → 0

an exact sequence in A such that Y ∈ σ[M ]. By the definition of σ[M ]
it follows immediately that Y ′ ∈ σ[M ]. Since Y ∈ σ[M ], there exists
an epimorphism f : M (J) → X and a monomorphism u : Y → X . We
have Y ′′ � Y/Y ′ and Y/Y ′ ⊂ X/Y ′ = X ′′, so X ′′ is a quotient object
of X , it is also a quotient object of M (j) and Y ′′ ∈ σ[M ]. Thus σ[M ] is
a closed subcategory of A.

2. Assume that C is a closed subcategory of A and M ∈ C. Then for Y , f
and u as above, we have that M (j) ∈ C, so X ∈ C, showing that Y ∈ C.
Therefore σ[M ] ⊆ C.

Now we consider the case : A = R-gr, where R = ⊕λ∈GRλ is a G-graded
ring. Fixing σ ∈ G. We define the subclass Cσ to be

Cσ = {M ∈ R−gr|M = ⊕λ∈GMλ, with Mσ = 0}
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A graded left module M = ⊕λ∈GMλ is said to be σ-faithful if Rστ−1xτ �= 0
for any nonzero xτ ∈ Mτ . We say that M is faithful if it is σ-faithful for
all σ ∈ G. The graded ring R is left σ-faithful, respectively faithful if
RR is. Similarly, the notion right σ-faithful respectively faithful may be
introduced for the ring R. When R is a strongly graded ring, Proposition
1.1.1. yields that R is left and right faithful. Now, if M ∈ R-gr, the functorial
isomorphisms α and β (see Section 2.5.) define the canonical graded functorial
morphism.

1. µ(M) : Ind(Mσ(σ−1) → M , µ(M)(λ ⊗ x) = λx, λ ∈ R, x ∈ Mσ.
Analogously, the functorial isomorphisms γ and δ define the canonical
graded functorial morphism

2. v(M) : M → Coind(Mσ(σ−1)), v(M)(xλ)(a) = aσλ−1xλ, where xλ ∈
Mλ, a =

∑
τ∈G aτ , aγ ∈ Rτ .

2.6.2 Proposition

With notation as above : Imv(M) is an essential submodule of Coind(Mσ)(σ−1).

Proof Since M may be changed to the σ-suspension M(σ) it is sufficient to
deal with the case where σ = e. Let f ∈ Coind(Me)λ, f �= 0, for some λ ∈ G.
So we have f ∈ HomRe(R,Me) such that f(Rτ ) = 0 if τ = λ−1. Since f �= 0,
there exist aλ−1 ∈ Rλ−1 such that f(aλ−1) �= 0. We put xe = f(aλ−1) ∈ Me.
We have v(M)(xe)(b) = bexe = bef(aλ−1) = f(beaλ−1) where b =

∑
τ∈G bτ

is an arbitrary element from R. On the other hand (aλ−1f)(b) = f(baλ−1) =∑
τ∈G f(bτaλ−1) = f(beaλ−1) so we have aλ−1f = v(M)(xe) ∈ Imv(M). Since

v(M)(xe)(1) = xe �= 0, we have aλ−1f ∈ Imv(M) and aλ−1f �= 0. Now
by Proposition 2.3.6. it follows that Imv(M) is an essential submodule in
Coind(Me).

2.6.3 Proposition

With notation as before :

a. For every σ ∈ G, Cσ is a localizing subcategory of R-gr which is closed
under arbitrary direct products.

b. If M = ⊕σ∈GMσ, then M ∈ Cσ if and only if for every xτ ∈ Mτ ,
Rστ−1xτ = 0.

c. If M = ⊕σ∈GMσ is a nonzero graded module, then M is Cσ-torsion
free if and only if M is σ-faithful if and only if every non-zero graded
submodule of M intersects Mσ nontrivially.

d. M is faithful if and only if M is Cσ-torsionfree for any σ ∈ G.
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e. If µ(M) and v(M) are the morphisms of 1. and 2. then Ker(µ(M)),
Ker(v(M)), coker(µ(M)) and coker(v(M)) are in Cσ.
Moreover Ker(v(M)) = tCσ(M) and Im(µ(M)) is the smallest graded
submodule L of M , such that M/L ∈ Cσ.

f. If M is σ-faithful then Ker(µ(M)) = tCσ (Ind(Mσ)(σ−1).

g. Cσ = 0 if and only if R is a strongly graded ring.

Proof

a. That Cσ is a localizing subcategory of R-gr follows from the fact that
(−)σ is an exact functor. Now let (Mi)i∈I be a family of objects from
Cσ. If M is a direct product in R-gr of the family (Mi)i∈I , then M =
⊕λ∈GMλ whereMλ =

∏
i∈I(Mi)λ. Therefore,Mi ∈ Cσ yields (Mi)σ = 0

and therefore Mσ = 0, so M ∈ Cσ.
b. This is routine.

c. Assume that M is Cσ-torsionfree and let xτ ∈Mτ , xτ �= 0. Then Rxτ is
also Cσ-torsion free and therefore (Rxτ )σ �= 0. But (Rxτ )σ = Rστ−1xτ .
Hence Rστ−1xτ �= 0; i.e. M is σ-faithful. Conversely, assume that M
is σ-faithful. If tCσ(M) �= 0, then there exists xτ ∈ (tCσ (M))τ , xτ �= 0,
for some τ ∈ G. Thus Rστ−1xτ �= 0. On the other hand (tCσ (M))σ =
0, and from Rστ−1xτ ⊆ (tCσ (M))σ we obtain that Rστ−1xτ = 0, a
contradiction. Hence tCσ (M) = 0, i.e. M is Cσ-torsion free. That M
is σ-faithful if and only if every nonzero graded submodule of M is
intersecting Mσ non-trivially, is obvious.

d. This follows directly from c.

e. Since Ind(Mσ)(σ−1)σ = Ind(Mσ)e = Re ⊗Re Mσ �Mσ,
Coind(Mσ)(σ−1)σ = Coind(Mσ)e = HomRe(Re,Mσ) � Mσ, and be-
cause the functor (−)σ is exact it follows that Ker(µ(M)), ker(v(M)),
coker(µ(M)), coker(v(M)) belong to Cσ. In particular it follows that
Kerv(M) ⊆ tCσ(M). Conversely, let xλ ∈ tCσ (M). Hence (Rxλ)σ = 0
so Rσλ−1xλ = 0. Therefore ν(M)(xλ)(a) = aσλ−1xλ = 0 for any
a ∈ R. Consequently, ν(M)(xλ) = 0 so xλ ∈ Kerv(M) and hence
Kerv(M) = tCσ (M). On the other hand, note that Im(µ(M)) = RMσ,
and since (M/RMσ)σ = 0 we have M/RMσ ∈ Cσ. Now if L is a graded
submodule of M such that M/L ∈ Cσ then (M/L)σ = 0 and hence
Lσ = Mσ so RMσ = RLσ ⊆ L.

f. Easy enough.

g. Assume tat Cσ = 0 and let M ⊕σ∈G Mσ be a nonzero graded module.
So Mσ �= 0 and since (M/RMσ)σ = 0 it follows that M = RMσ and so
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we have RλMσ = Mλσ for any λ ∈ G. Now, if we replace M by the τ -
suspension M(τ) we obtain M(τ) �= 0 so we have Rλ(M(τ))σ = M(τ)λσ
and thus RλMστ = Mλστ for any λ, τ ∈ G. Putting τ = σ−1θ yields
RλMθ = Mλθ for λ, θ ∈ G. In particular for M =R R we obtain that
RλRθ = Rλθ for any λ, θ ∈ G so R is a strongly graded ring. The
converse is obvious.

2.6.4 Remark

A strongly graded ring is left and right faithful (see the first part of this
section). The following example proves that there are left and right faithful
rings which are not strongly graded. Let K be a field and let R = K[X ] be
the polynomial ring in the indeterminate X . R becomes a ZZn-graded ring
by putting R

ô
= K[Xn] and R

k̂
= XkK[Xn], for every k = 1, . . . , n− 1. R is

not strongly graded, as R
1̂
R
n̂−1

= XnK[Xn] �= R
ô
. On the other hand R is

a faithful ring, being a commutative domain.

Let M = ⊕σ∈GMσ be an object from the category R-gr. The tM : M →Me,
t(m) = me, where m =

∑
σ∈Gmσ is an element from M is called the trace

map. It is clear that tM is Re-linear. Also if a ∈ R, a =
∑

σ∈G aσ then we
have tM (am) =

∑
σ∈G aσ−1mσ.

We denote by rad(tM ) = {m ∈ M |tM (am) = 0 for any a ∈ R}. It is clear
that rad(tM ) is a submodule of M . Also if m =

∑
σ∈Gmσ ∈ rad(tM ), then

we have for λ ∈ G that Rλ−1mλ = 0. Hence tM (Rmλ) = Rλ−1mλ = 0 and
therefore mλ ∈ rad(tM ). Hence rad(tM ) is a graded submodule of M , called
the radical of the trace map tM .

In fact we have that rad(tM ) = tCe(M). In particular it follows that M is
e-faithful if and only if rad(tM ) = 0. If M = RR we have the trace map
tR : R → Re (denoted by t). Clearly t : R → Re is left and right Re-linear.
In this case we may define the left radical, l.rad(t), and right radical r.rad(t)
of t.

So we have l.rad(t) = {a ∈ R|t(Ra) = 0} and r.rad(t) = |{a ∈ R|t(aR) = 0}.
We remark that t(ab) =

∑
σ∈G aσ−1 .bσ for any a, b ∈ R.

An object M ∈ R-gr is called Ce-closed if M is Ce-torsionfree and has the
following property : for any diagram in R-gr

0 �� X ′ u ��

f

��

X �� coker u �� 0

M

where coker u ∈ Ce, there exists a unique morphism g : X → M such that
g ◦ u = f .
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2.6.5 Proposition

The following assertions hold :

1. If N ∈ Re-mod then Coind(N) is Ce-closed.

2. If M ∈ R-gr is Ce-closed then M � Coind(Me).

3. If we denote by A the full subcategory of all Ce-closed objects of R-gr,
then the functor Coind : Re −mod→ A is an equivalence of categories.

Proof

1. If K = tCe(Coind(N)), then by Theorem 2.5. we have

HomR−gr(K,Coind(N)) � HomRe(Ke, N) = 0

since Ke = 0. Since K ⊆ Coind(N) it follows that K = 0 so Coind(N)
is Ce-torsionfree. We consider the diagram in R-gr :

0 �� X ′ u ��

f

��

X �� coker u �� 0

Coind(N)

where coker u ∈ Ce. By Theorem 2.5.

HomR−gr(X ′,Coind(N)) � HomRe(X
′
e, N)

Since (coker u)e = 0 then ue : X ′
e → Xe is an isomorphism. Using the

same Theorem 2.5. it followsthat there exists g : X → Coind(N) such
that g ◦ u = f .

2. We consider the canonical morphism

v(M) : M → Coind(Me), v(M)(xλ)(a) = aλ−1xλ

where xλ ∈Mλ, a =
∑

σ∈G aσ, aσ ∈ Rσ. Since kerv(M) ∈ Ce, and M is
Ce-closed, then kerv(M) = 0. Now from the diagram

0 �� M
v(M)��

1M

��

Coind(Me) �� coker(M) �� 0

M

where cokerv(M) ∈ Ce implies that there exists a morphism

g : Coind(Me)→M

such that g ◦ v(M) = 1M . Therefore Imv(M) is direct summand of
Coind(Me). By Proposition 2.6.2., Imv(M) is essential in Coind(Me).
hence Imv(M) = Coind(Me) and therefore v(M) is an isomorphism.
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3. If we consider the functor

(−)e : A → Re−mod,M →Me

then it is clear that (−)e ◦Coind � 1Remod and by assertion 2. it follows
also that Coind ◦ (−)e � 1A.

2.6.6 Remark

Using the notion of quotient category (see P. Gabriel [67]), assertion 3. in
the foregoing proposition states that Re-mod is equivalent to the quotient
category R−gr/Ce.
Let N ∈ Re-mod, if M = Ind(N) = R ⊗Re N , then the morphism ν(M)
defines the canonical morphism η(N) : Ind(N)→ Coind(N), η(N)(a⊗x)(b) =∑

g∈G(bg−1ag).x where a, b ∈ R and x ∈ N . So η(N)(a ⊗ x)(b) = t(ba).x. It
is easy to see that the class of morphisms {η(N), N ∈ Re−mod} defines a
functorial morphism η : Ind → Coind. Also for any N ∈ Re-mod, we have
kerη(N) = tCe(Ind(N)) and cokerη(N) ∈ Ce. Moreover, Imη(N) is an essential
subobject of Coind(N).

2.6.7 Proposition

If R is a strongly graded then η : Ind→ Coind is an functorial isomorphism.

Proof From Ce = 0 it follows that kerη(N) = cokerη(N) = 0 for any N ∈
Re-mod. Thus η(N) is an isomorphism.

2.6.8 Remark

Let G be a non-trivial group i.e. G �= {e} and let R be an arbitrary ring. Then
R can be considered as a G-graded ring with the trivial grading. Obviously,
in this case we have Ind � Coind but R is not strongly graded.

Thus, in this case, we may ask the following question “If R is a graded ring
and the functors Ind and Coind are isomorphic, how close is R to being a
strongly graded ring ?”

2.6.9 Theorem

Let R be a G-graded ring. The following assertions are equivalent :

a. The functors Ind and Coind are isomorphic.

b. The canonical morphism η : Ind→ Coind is a functorial isomorphism.

c. The map η(R) : R → Coind(Re), η(R)(a)(b) = t(ba) is an isomorphism
and for every g ∈ G, Rg is projective and finitely generated in Re-mod.
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d. There exists an isomorphism ϑ : R → Coind(Re) in R-gr that is also a
morphism in mod-Re and for every g ∈ G, Rg is finitely generated and
projective in Re-mod

Proof

a. ⇒ b. Assume that there exists a functorial isomorphism ϕ : Ind→ Coind.
Hence for any N ∈ Re-mod, ϕ(N) : Ind(N) → Coind(N) is an isomorphism.
Since Coind(N) is Ce-closed, it follows that Ind(N) is Ce-closed. In particular
Ind(N) is Ce-torsionfree so Kerη(N) = 0. From the diagram

0 �� Ind(N)
η(N) ��

1Ind(N)

��

Coind(N) �� coker η(N)

Ind(N)

we conclude that there exists a morphism v : Coind(N)→ Ind(N) such that
v ◦ η(N) = 1Ind(N). So, Imη(N) is a direct summand of Coind(N). Since
Imη(N) is essential in Coind(N), we have that Imη(N) = Coind(N), so η(N)
is an isomorphism.

b. ⇒ c. It is clear that η(R) is an isomorphism. Now Theorem 2.5. and
the fact that Ind � Coind imply that the functors Ind and Coind are exact.
By the properties of adjoint functors (see Appendix A.) it follows that the
functor (−)e : R−gr→ Re-mod has the following property : if P ∈ R-gr is a
finitely generated projective object then Pe ∈ Re-mod is a finitely generated
projective object in Re-mod. In particular if P = RR(σ) then Pe = Rσ is a
projective and finitely generated Re-module.

c. ⇒ d. obvious.

d. ⇒ a. If N ∈ Re-mod, then the fact that HomRe(Rσ, Re)⊗ReN is canonical
isomorphic to HomRe(Rσ,N) entails that :

ϑ⊗ 1N : R⊗Re N → Coind(Re)⊗Re N � Coind(N) for N ∈ Re−mod

defines a functorial isomorphism.

2.6.10 Theorem

Let R be a G-graded ring. Assume that Ind � Coind and let g ∈ sup(R).
Then there exist elements ai ∈ Rg, bi ∈ Rg−1 , 1 ≤ i ≤ n, such that for every
a ∈ Rg, b ∈ Rg−1 we have

a = (
n∑

i=1

aibi)a, b = b(
n∑

i=1

aibi)
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Proof From Theorem 2.6.9 we retain that the map

η(R)g : Rg → HomRe(Rg−1, Re) η(R)g(rg)(sg−1 ) = sg−1rg

is an Re-isomorphism. Since Rg−1 is finitely generated and projective in Re-
mod, the dual basis lemma entails the existence of b1, . . . , bn ∈ Rg−1 and
f1, . . . , fn ∈ HomRe(Rg−1 , Re), such that for each b ∈ Rg−1 we have

b =
n∑

i=1

fi(b)bi

For every i = 1, . . . , n, there is an ai ∈ Rg such that fi = η(R)g(ai). Hence
b =
∑n
i=1 η(RR)g(ai)(b)bi =

∑n
i=1 baibi = b(

∑n
i=1 aibi). Let c =

∑n
i=1 aibi,

then b = bc for every b ∈ Rg−1 and thus Rg−1(1 − c) = 0. It follows that
Rg−1(1− c)Rg = 0 so that η(R)g((1− c)Rg) = 0. Since η(R)g is injective, we
get (1− c)Rg = 0 and hence a = (

∑n
i=1 aibi)a for every a ∈ Rg.

2.6.11 Corollary

Let R = ⊕g∈GRg be a G-graded ring. Assume that Ind � Coind. If every
Rg, g ∈ sup(R) is faithful as left (or right) Re-module, then H = sup(R) is a
subgroup of G and R = ⊕h∈HRh is an H-strongly graded ring.

Proof If g ∈ sup(R) then g−1 ∈ sup(R) and it follows from the theorem
above that RgRg−1 = Re. If now g, h ∈ sup(R) and gh �∈ sup(R). Then
0 = RghRh−1 ⊇ RgRhRh−1 = Rg, contradiction. Hence H = sup(R) is a
subgroup of G and R = ⊕h∈HRh is an H-strongly graded ring.

If A is a ring, we denote by ΩA the set of all isomorphism classes of simple
objects in A-mod i.e. ΩA = {[S]|S is a simple left A-module }, and [S] =
{S′ ∈ A−mod|S′ � S}.
We recall that the ring A is called local if A/J(A) is a simple artinian ring
(J(A) is the Jacobson radical).

We conclude this section with two useful corollaries.

2.6.12 Corollary

For a graded ring R = ⊕σ∈GRσ we assume that Ind � Coind. If |ΩRe | = 1
(in particular if Re is a local ring), then H = sup(R) is a subgroup of G and
R = ⊕h∈HRh is an H-strongly graded ring.

Proof Since |ΩRe | = 1 every finitely generated and projective module in
Re-mod is a generator and hence is faithful. Apply now Corollary 2.6.11.
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2.6.13 Corollary

Assume that for a graded ring R, we have Ind � Coind. If Re has only two
idempotents 0 and 1 (in particular when Re ia a domain), then H = sup(R)
is a subgroup of G and R = ⊕n∈HRh is an H-strongly graded ring.

Proof By Theorem 2.6.10, if g ∈ sup(R), there exist elements ai ∈ Rg,
bi ∈ Rg−1 (1 ≤ i ≤ n) such that for every a ∈ Rg we have a = (

∑n
i=1 aibi)a.

We put c =
∑n

i=1 aibi. In particular for every 1 ≤ r ≤ n, ar = car so
arbr = carbr and therefore c2 = c. Since Rg �= 0, c �= 0 and hence the
hypothesis forces c = 1, so RgRg−1 = Re for any g ∈ sup(R).

2.7 The Structure of Simple Objects in R-gr

We consider a G-graded ring R = ⊕σ∈GRσ. A nonzero object Σ ∈ R-gr is
said to be a gr-simple object if 0 and Σ are the only gr-submodules of Σ. An
object M ∈ R-gr is called gr-semisimple if M is a direct sum of gr-simple
modules.

A gr-submodule N of M is said to be a gr-maximal submodule whenever
M/N is gr-simple. Clearly N is gr-maximal in M if and only if N �= M
and N + Rx = M for any x ∈ h(M), x �∈ N . Observe that a gr-maximal
submodule of M need not be a maximal submodule; indeed the zero ideal
in K[X,X−1] = R, endowed with the natural ZZ-gradation Rn = KXn for
n ∈ ZZ, is gr-maximal (because every homogeneous element is invertible)
but not maximal (because not every element is invertible). A more complete
answer, elucidating the structure of gr-simple rings is given in Theorem 2.10.10
(deriving from general results in Chapter 4.).

A G-graded ring ∆ is a gr-division ring, or a gr-skewfield, if every nonzero
homogeneous element of ∆ is invertible. For example, the ring of Laurent
series K[X,X−1], where K is a field, is a gr-skewfield in fact a gr-field. If we
write H = sup(∆) = {σ ∈ G,∆σ �= 0}, then it is easily verified that H is a
subgroup of G and ∆ = ⊕τ∈H∆τ . It follows that as an H-graded ring, ∆ is
a crossed product. gr-skewfields appear naturally in the study of gr-simple
modules because of a graded version of Schur’s lemma, contained in 3. of the
following Proposition.

2.7.1 Proposition

Consider a gr-simple module Σ in R-gr.

1. For σ ∈ G either Σσ = 0 or Σσ is a simple Re-module.

2. If Σσ �= 0. Then Σ ∼= (R/I)(σ−1) for some gr-maximal I of R.
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3. Put ∆ = ENDR(Σ), then ∆ is a gr-skewfield such that ∆ = ⊕σ∈G(Σ)∆σ

where G(Σ) is the stabilizer subgroup of G for Σ.

4. When σ ∈ sup(Σ), Σ is σ-faithful.

Proof

1. In case Σσ �= 0 we can take an xσ ∈ Σσ, xσ �= 0. Then Rxσ is a nonzero
graded submodule of Σ and therefore Σ = Rxσ and Σσ = Rexσ. This
establishes that Σσ is a simple Re-module.

2. Again choose xσ �= 0 in Σσ. The canonical morphism f : R → Σ,
r �→ rxσ , is a nonzero graded map of degree σ. Thus f : R → Σ(σ),
obtained by taking the σ-suspension, is a morphism in R-gr. Of course,
Σ(σ) is gr-simple too and hence f must be surjective. It follows that
Σ(σ) ∼= R/I where I = Kerf ∈ R-gr; obviously I is then a gr-maximal
left ideal of R such that Σ ∼= (R/I)(σ−1).

3. Take f �= 0 in ∆σ, i.e. f is a nonzero morphism in R-gr when viewed
as a map Σ → Σ(σ). The latter is a gr-simple module since it is a
σ-suspension of Σ. Therefore f is necessarily an isomorphism and as
such it is invertible in ∆. Finally observe that ∆σ �= 0 if and only if
σ ∈ G{Σ}.

4. The gr-simplicity of Σ entails that tCσ(Σ) = Σ whenever tCσ (Σ) �= 0,
so one would obtain that Σσ = (tCσ (Σ))σ = 0 but that contradicts
σ ∈ sup(Σ).

Consequently, we must have tCσ (Σ) = 0 and therefore Σ is σ-faithful.

We now aim to describe explicitely the structure of gr-simple modules; the
torsion-reduced induction fiunctor will play the important part here.

Recall that we have the induction functor :

Ind = R⊗Re − : Re−mod→ R−gr

where Ind(N) is graded by putting Ind(N)σ = Rσ ⊗Re N . Let us denote
by te the radical tCe associated to the localizing subcategory Ce. It is not
hard to verify that the corresponce N → R⊗ReN , where R⊗ReN = R ⊗Re

M/te(R⊗Re N), defines a functor R⊗Re− : Re-mod → R-gr.

Note, in the particular case where R is a strongly graded ring, that then
R⊗Re− = R ⊗Re −.
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2.7.2 Theorem. (Structure theorem for gr-simple mod-
ules)

1. If N ∈ Re-mod is a simple Re-module then R⊗ReN is gr-simple in R-gr.

2. If Σ = ⊗σ∈GΣσ is gr-simple in R-gr such that Σσ �= 0 for at least one
σ ∈ G, then we have : Σ ∼= (R⊗ReΣσ)(σ

−1).

Proof

1. Let us write M = R⊗ReN ; by definition of the gradation on M we have
that Me = Re⊗Re N

∼= N (taking into account that (tCe(R⊗Re N))e =
0).

In particular M �= 0 and also we have that M is e-faithful (cf. Propo-
sition 2.6.2.). Consequently if X �= 0 is a gr-submodule of M then
X ∩ Me �= 0 and it follows that Xe �= 0. Now Me

∼= N is a simple
Re-module and thus Xe = Me, or RXe = RMe = M . However, we
must have RXe ⊂ X and thus X = M follows. This establishes that M
is a gr-simple R-module, as desired.

2. Start with a gr-simple R-module Σ such that Σσ �= 0 for a certain
σ ∈ G. Up to passing to the gr-simple Σ(σ) we may assume that σ = e,
i.e. Σe �= 0. Then, in view of Proposition 2.6.2., R⊗ReΣe is a nonzero
gr-essential submodule of Σ. As the latter is gr-simple we must have
Σ = R⊗ReΣe.

For a graded R-module M we let socgr(M) be the sum of the gr-simple gr-
submodule of M ; we call socgr(M) the gr-socle (graded socle) of M . By
soc(M) we refer to the socle of the R-module M (i.e. the sum of the simple
submodules of M).

2.7.3 Proposition

With notation as introduced before :

1. socgr(M) equals the intersection of all gr-essential gr-submodules of M .

2. We have the inclusion soc(M) ⊂ socgr(M).

Proof

1. Let L be the intersection of all gr-essential gr-submodules of M . It
is obvious that socgr(M) ⊂ L. First we establish now that L is gr-
semisimple i.e. every gr-submodule K of L is a direct summand in R-gr.
Consider a gr-submodule X in M , maximal with respect to X ∩K =
0. Clearly, K ⊕ X is then gr-essential in M and so Proposition 2.3.6.
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entails that K⊕X is essential as an R-submodule of M . It follows that
L ⊂ K ⊕X and from K ⊂ L it then also follows that L = K ⊕ (L∩X).
Hence, L is gr-semisimple as claimed but then L = socgr(M) is clear.

2. It is well-known that soc(M) is the intersection of all essential submod-
ules of M . Since gr-essential implies essential in the ungraded sense, the
inclusion soc(M) ⊂ socgr(M) follows directly from statement i.

Remark If we consider the Laurent polynomial ring R = R[T, T−1] with
ZZ-gradation Rn = RT n, x ∈ ZZ where R is a field, it is easy to see that RR
is a gr-simple object so Socgr(R) = R. Since R is domain then soc(R) = 0.

2.7.4 Corollary

In case R is G-graded, with finite support, we obtain :

1. For every simple R-module, S say, there exists a gr-simple Σ in R-gr
such that S is isomorphic to an R-submodule in Σ.

2. Any S as before is a semisimple Re-module of finite length.

Proof

1. We have seen, cf. Corollary 2.5.5., that there exists a graded R-module
M such that S is isomorphic to a simple R-submodule of M . Then part
ii. of Proposition 2.7.3. finishes the proof.

2. Let Σ be the gr-simple in R-gr the existence of which is stated in i.
Proposition 2.7.1. yields that Σ is a semisimple Re-module and there-
fore S is a semisimple Re-module too. On the other hand, Σ is an epi-
morphic image of RR(σ) for some σ ∈ G. If sup(R) = {σ1, . . . , σn} then
sup(RR(σ)) = {σ1σ

−1, . . . , σnσ
−1} and therefore sup(Σ) ⊂ {σ1σ

−1, . . . ,
σnσ

−1}. hence it follows that the Re-length of Σ is at most n.

2.7.5 Corollary

If σ ∈ sup(Σ) for a gr-simple Σ in R-gr then : EndR−gr(Σ) ∼= EndRe(Σσ).

Proof We may define a ring morphism ϕ by :

ϕ : EndR−gr(Σ)→ EndRe(Σσ), u �→ u|Σσ
If u|Σσ = 0, then u(Σ) = u(RΣσ) = Ru(Σσ) = 0. Therefore ϕ is injective.
On the other hand, if f ∈ EndRe(Σe) then we define u = 1⊗f : Σ(σ) →
Σ(σ). From the fact that the σ-suspension functor is a category isomorphism,
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it follows that EndR−gr(Σ) = EndR−gr(Σ(σ)). Consequently, u = 1⊗f ∈
EndR−gr(Σ). But we have ϕ(u) = f as it is the restriction of 1⊗f to Σσ,
hence ϕ is also surjective and thus an isomorphism.

2.8 The Structure of Gr-injective Modules

Let R be a G-graded ring and Q ∈ R-gr an injective object. Assume that Q is
σ-faithful, where σ ∈ G. With notation as in Section 2.6., we have tCσ(Q) = 0,
and therefore the canonical morphism ν(Q) : Q → Coind(Qσ)(σ−1) is a
monomorphism. Again, by Proposition 1.6.1., Imν(Q) is essential in
Coind(Qσ)(σ−1). Since Q is gr-injective it follows that ν(Q) is an isomor-
phism. We now prove that Qσ is an injective Re-module. Let E(Qσ) be the
injective envelope of Qσ in Re-mod. Since Coind is a left exact functor, there
is a monomorphism Coind(Qσ) ⊂ Coind(E(Qσ)) in R-gr. Since Coind(Qσ) �
Q(σ), Coind(Qσ) is gr-injective and therefore Coind(E(Qσ)) = Coind(Qσ)⊕X
for some X ∈ R-gr. In particular we have Coind(E(Qσ))e = Coind(Qσ)⊕Xe,
thus E(Qσ) = Qσ ⊕Xe and Xe = 0. Hence E(Qσ) = Qσ, and therefore Qσ
is an injective Re-module. We have in fact the following result.

2.8.1 Proposition

Let Q = ⊕σ∈GQσ be a gr-injective module. If Q is σ-faithful, then Qσ is an
injective Re-module and Q � Coind(Qσ)(σ−1).

2.8.2 Corollary

Let M = ⊕σ∈GMσ be a graded R-module. If M is σ-faithful, then

Eg(M) � Coind(E(Mσ))(σ−1)

(recall that Eg(M) denotes the injective envelope of M in R-gr).

Proof Since M is σ-faithful and Eg(M) is an essential extension of M ,
Eg(M) is σ-faithful too. By Proposition 2.8.1, we have that Eg(M) =
Coind(Eg(M)σ)(σ−1) and Eg(M)σ is an injective Re-module. But since
Eg(M) is σ-faithful, Proposition 2.6.1 entails than Mσ is an essential Re-
submodule of Eg(M)σ, and therefore E(Mσ) = Eg(M)σ in Re-mod.

2.8.3 Lemma

Let M ∈ R-gr be a nonzero graded R-module such that sup(M) <∞. Then
there exists a σ ∈ sup(M) and a nonzero graded submodule M ′ of M such
that M ′ is σ-faithful.
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Proof By induction on the cardinality of sup(M). Noting that the claim
holds when sup(M) consists of one element only, assume that the result holds
when |sup(M)| < n and consider anM ∈ R-gr with sup(M)| = n > 1. Choose
g ∈ sup(M); if M is g-faithful we were lucky and stop the proof, otherwise
there exists a nonzero graded submodule N of M such that Ng = 0. Then
sup(N)⊂

�=
sup(M) and the induction hypothesis applied to N yields the result.

2.8.4 Corollary

If M ∈ R-gr is gr-injective and sup(M) is finite, then there is a graded nonzero
submodule Q of M such that Q is gr-injective and Q is σ-faithful for some
σ ∈ G. In particular, every injective indecomposable object of finite suport
of R-gr is σ-faithful for some σ ∈ G.

Proof In view of Lemma 2.8.3 there exist σ ∈ sup(M) and a nonzero graded
submodule N of M such that N is σ-faithful. We put Q = Eg(M) and it is
clear that Q is σ-faithful and Q ⊆M (in fact it is a direct summand).

For M ∈ R-gr we put F(M) = {N,N a graded subobject of M such that N
is σ-faithful for some σ ∈ G}.

2.8.5 Proposition

If M ∈ R-gr has finite support then there is a finite direct sum of elements of
F(M) which is essential as an R-module in M .

Proof Let F(M) = {Ni|i ∈ I} and A = {J |J ⊆ I such that the sum∑
i∈J Ni is direct }. Inclusion makes A into an inductively ordered set , so,

using Zorn’s lemma we may select a maximal element J of A. If S =
∑

i∈J Ni
is not gr-essential in M , then there is a nonzero graded submodule N of M
such that S∩N = 0. Lemma 2.8.3 entails the existence of i ∈ I with Ni ⊆ N ,
hence J ∪ {i} ∈ A. But the latter is a contradiction. Therefore S is gr-
essential in M , hence also essential as an R-submodule. Since the direct sum
of σ-faithful graded modules it is σ-faithful and the result now follows because
sup(M) is finite.

2.8.6 Lemma

Let Q ∈ R-gr be gr-injective of finite support and σ-faithful for some σ ∈ G.
Then Q is injective in R-mod.
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Proof By Proposition 2.8.1, Qσ is injective in Re-mod and Q � Coind(Qσ)
(σ−1). Now we know that Coind(Qσ)={f ∈ HomRe(R,Qσ), f(Rλ) = 0, λ �=
σ−1}. Since Q has finite support only a finite number of the components
Coind(Qg)x is nonzero. Therefore, we arrive at Coind(Qσ) = HomRe(R,Qσ)
which is injective in R-mod, hence Q is injective in R-mod too.

The following provides apartial converse to Corollary 2.3.2., under the hy-
pothesis that modules having finite support are being considered. It is also
an extension of Corollary 2.5.2.

2.8.7 Theorem

If M ∈ R-gr is gr-injective and of finite support, then M is injective as an
R-module.

Proof Proposition 2.8.5 provides us with M1⊕, . . . ⊕ Mn essential in M ,
Mi ∈ F(Mi), i = 1, . . . , n. Let Eg(Mi) be the injective hull of Mi(1 ≤ i ≤ n)
in R-gr. Clearly : M = Eg(M) = ⊕ni=1E

g(Mi). On the other hand, Eg(Mi)
has finite support for any 1 ≤ i ≤ n and therefore Lemma 2.8.6 entails that
Eg(Mi) is an injective module in R-mod. Thus M is injective in R-mod.

2.8.8 Corollary

Let M ∈ R-gr be gr-injective having finite support. Then there exist σ1, . . . ,
σn ∈ supp(M) and injective Re-modules N1, . . . , Nn such that M � ⊕ni=1

Coind(Ni)(σ−1
i ).

Proof Directly from the proof of Theorem 2.8.7 and Proposition 2.8.1.

2.9 The Graded Jacobson Radical

(Graded Version of Hopkins’ Theorem)

Let R be a G-graded ring. If M is a gradedR-module we denote by Jg(M) the
graded Jacobson radical of M , that is the intersection of all gr-maximal
submodules of M (if M has no gr-maximal submodule then we shall take, by
definition, Jg(M) = M).

2.9.1 Proposition

Let M be a nonzero graded R-module.

i) If M is finitely generated then Jg(M) �= M .

ii) Jg(M) = ∩{Kerf |f ∈ HomR−gr(M,Σ),Σ is gr-simple}= ∩{Kerf |
f ∈ HOMR−gr(M,Σ),Σ is gr-simple}.
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iii) If f ∈ HOMR−gr(M,N) then f(Jg(M)) ⊆ Jg(N).

iv) Jg(RR) = ∩{AnnR(Σ),Σ is graded simple}.

v) Jg(RR) is a (two-sided) graded ideal.

vi) Jg(RR) is the largest proper graded ideal I such that any a ∈ h(R)
is invertible, if the class of a in R/I is invertible.

vii) Jg(RR) = Jg(RR).

Proof The proofs of the first five statements in the graded and ungraded
case are similar, so we shall omit them. Obviously, vi. implies vii., hence we
have to prove vi.

To this end, let π : R → R/Jg(RR) be the canonical map. Let a be a
homogeneous element in R such that its class in R/Jg(RR) is invertible. If
Ra �= R then there exists a gr-maximal left ideal M of R containing Ra. Since
Jg(RR) ⊆ M and π(a) is invertible it follows that R = M , a contradiction.
Hence Ra = R, i.e. there is b ∈ R such that ba = 1, and we obviously may
assume that b ∈ h(R). Moreover, π(b) is the inverse of π(a) in R/Jg(RR), so
there exists c ∈ h(R) such that cb = 1 = ba. Therefore a = c, which implies
that a is invertible in R.

Let us prove that Jg(RR) is the largest graded ideal of R having this property.
Suppose, if I is a left ideal of R, such that any a ∈ h(R) is invertible if its
class in R/I is invertible. Let p : R → R/I be the canonical projection. If
we suppose that I �⊆ Jg(RR) then there exists a maximal graded left ideal
M which does not contain I. One gets I + M = R, so we may select two
homogeneous elements, a ∈ I and b ∈ M , with a + b = 1. As p(1) = p(b), it
follows that b is invertible in R, hence M = R, a contradiction. In conclusion,
I = Jg(RR).

We have proved that Jg(RR) = Jg(RR). We denote this graded ideal by
Jg(R) and call it the graded Jacobson radical of R. The following corollary
is the graded version of Nakayama’s Lemma.

2.9.2 Corollary (Graded Version of Nakayama’s Lemma)

If M is a finitely generated graded left R-module then Jg(R)M �= M .

Proof By the second assertion of Proposition 2.9.1, Jg(R)Σ = 0, for any
gr-simple module Σ. In particular, if we take N to be any proper maximal
graded submodule of M , we obtain Jg(R)(M/N) = 0, so Jg(R)M ⊆ N �= M .
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2.9.3 Corollary

If R is a G-graded ring then Jg(R) ∩ Re = J(Re). Moreover, Jg(R) is the
largest proper graded ideal of R having this property.

Proof If Σ ∈ R-gr is a gr-simple module then, by Proposition 2.7.1, Σ is
a semi-simple Re-module, so J(Re)Σ = 0. Thus J(Re) ⊆ Re ∩ Jg(R). To
prove the other inclusion, let N be a simple left Re-module. Then Σ = R⊗N
is gr-simple and e-faithful, therefore Jg(R)Σ = 0. Since Σe � N we obtain
(Jg(R) ∩Re)N = 0, thus Jg(R)

⋂
Re ⊆ J(Re).

Let us prove that any proper graded ideal I, with I
⋂
Re = J(Re), is contained

in Jg(M). Let a ∈ h(R) be such that the class â in R/I is invertible. There
exists a homogeneous element b in R, âb̂ = b̂â = 1̂. Therefore, 1 − ab and
1− ba belong to I ∩Re = J(Re). Then ab = 1− (1−ab) and ba = 1− (1− ba)
are invertible in Re. Let c, respectively d, be the inverses. We have a(bc) =
1 = (db)a, so a is invertible. By Proposition 2.9.1, a ∈ Jg(R), and this implies
that I ⊆ Jg(R).

2.9.4 Corollary

Let R = ⊕σ∈GRσ be a G-graded ring of finite support. Assume that n =
|sup(R)|. Then :

i) Jg(R) ⊆ J(R), where J(R) is the classical Jacobson radical.

ii) If (J(R))g is the largest graded ideal contained in J(R) (see Section
2.1) then (J(R))g = Jg(R).

iii) J(R)n ⊆ Jg(R).

Proof

i) Follows from Corollary 2.7.4.

ii) By i. we have Jg(R) ⊆ (J(R))g. Now if Σ is a gr-simple R-
module then Σ is finitely generated as an R-module and we have
J(R)Σ �= Σ, thus ((J(R))gΣ �= Σ. Since (J(R))g is a graded
ideal, (J(R))gΣ is a graded submodule of Σ. But Σ is gr-simple,
thus (J(R))gΣ = 0 and we have (J(R))g ⊆ Jg(R). Therefore
(J(R))g = Jg(R).

iii) If Σ is gr-simple then (see Proposion 2.7.1), Σ is a semisimple
Re of finite length. As an object in the category R-mod, Σ is
Noetherian and Artinian, hence Σ is an R-module of finite length.
Clearly lRe(Σ) ≤ n. Since we have lR(Σ) ≤ n hence J(R)nΣ = 0
and therefore J(R)n ⊆ Jg(R).
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We recall that M ∈ R-gr is said to be left gr-Noetherian (respectively left
gr-Artinian) if M satisfies the ascending (respectively descending) chain
condition for graded left R-submodules. A graded ring R is called left gr-
semisimple if and only if :

(∗) R = L1 ⊕ . . .⊕ Ln,

where Li are minimal graded left ideals of R, i = 1, . . . , n. Obviously, if
R is a gr-semisimple ring, then Re is semisimple and Artinian. It is easy
to see, by using the decomposition (∗), that a gr-semisimple ring is left gr-
Noetherian and gr-Artinian. A G-graded ring is called gr-simple if it admits
a decomposition (∗) with HOMR(Li, Lj) �= 0, for i, j ∈ {1, . . . , n}. The last
condition is satisfied, of course, if and only if there are σij ∈ G such that
Lj � Li(σij).
If R is gr-semisimple, having the decomposition (∗), for any Li we consider the
sum of all Lj which are isomorphic with Li(σij), for a certain σij ∈ G. This
sum is a graded two-sided ideal of R, so any gr-semisimple ring is a finite direct
product of gr-simple rings. A gr-simple ring R is said to be gr-uniformly
simple if R has a decomposition (∗), where Li � Lj in R-gr, i, j ∈ {1, . . . , n}.
In this case the ring Re is simple Artinian (if R is an arbitrary gr-simple ring
then Re is not in general a simple Artinian ring).

2.9.5 Proposition

Let R be a G-graded ring. R is left gr-semisimple if and only if R is right-gr-
semisimple.

Proof If R is left gr-semisimple then Jg(R) = 0. By the decomposition
(∗), there are some orthogonal idempotents ei, i = 1, . . . , n, such that Li =
Rei. Moreover, ei ∈ Re and it is easy to see that ∆i = eiRei is a gr-
division ring. Let Ki denote the right graded R module eiR. Obviously,
RR = K1 ⊕ . . . ⊕ Kn, so to end the proof it suffices to show that each Ki

is gr-minimal. To this end we shall prove that K = eR is gr-minimal, for
any graded ring R and any homogeneous idempotent e such that Jg(R) = 0
and ∆ = eRe is a gr-division ring. Indeed, let 0 �= J ⊆ K be a graded right
ideal of R. Since J = eJ and J �= 0, eJ �= 0. If eJe = 0 then (eJ)2) = 0,
hence eJ ⊆ Jg(R) = 0, a contradiction. In conclusion, eJe �= 0. On the
other hand (eJe)(eRe) = eJeRe ⊆ eJe, proving that eJe is a right graded
ideal in ∆. By the assumption, ∆ is a gr-division ring, so eJe = ∆. It results
e = eλe ∈ eJ = J (λ ∈ J), therefore eR = JR ⊆ J , i.e. J = eR = K.

2.9.6 Proposition

Let R = ⊕σ∈GRσ be a G-graded ring. The following assertions hold :
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i) If R is gr-semi-simple then R is left and right e-faithful.

ii) Conversely, if R is left e-faithful and Re is semisimple Artinian
ring, then R is gr-semi-simple.

Proof

i) The above proposition entails that RR = ⊕ni=1Li where the Li are
graded minimal ideals Li = Rei, ei is homogeneous idempotent.
Since e2i = ei, ei ∈ Re so (Li)e = Reei �= 0. Hence, any Li is
left e-faithful and therefore R is left e-faithful. In a similar way it
follows that R is right e-faithful.

ii) We have Re = ⊕ni=1Si where the Si are simple left Re-modules.
Since R is left e-faithful then R⊗ReRe = R ⊗Re Re � R. On
the other hand R⊗ReRe � ⊕ni=1R⊗ReSi where R⊗ReSi = Σi is
gr-simple left module. So RR is a gr-semisimple left module.

The next corollary is the graded version of Hopkins’ Theorem.

2.9.7 Corollary

If R is left gr-Artinian then it is left gr-Noetherian.

Proof We shall adapt the proof of Hopkins’ Theorem to the graded case.
Because, R is gr-Artinian, Jg(R) is a finite intersection Jg(R) = M1∩. . .∩Mn

of gr-maximal left ideals. In particular, R/Jg(R) is a gr-semisimple ring. The
descending chain

Jg(R) ⊇ Jg(R)2 ⊇ . . . ⊇ Jg(R)n ⊇ . . .

must terminate, so there exists n ∈ IN such that Jg(R)n = Jg(R)n+1 =
. . .. If Jg(R)n �= 0 then there exists an homogeneous x ∈ Jg(R)n such
that Jg(R)x �= 0. We can choose the element x ∈ Jg(R)n such that Rx
is minimal with the property that Jg(R)x �= 0. By Nakayama’s Lemma
we have Jg(R)x = Jg(R)Rx �= Rx. If a ∈ Jg(R) is a homogeneous el-
ement we have Rax ⊆ Jg(R)x ⊆ Rx and Rax �= Rx. Therefore ax =
0, which implies Jg(R)x = 0, contradiction. One gets Jg(R)n = 0. For
each i = 1, . . . , n− 1, Jg(R)i/Jg(R)i+1 is annihilated by Jg(R), so it is an
R/Jg(R)-module. Since the ring R/Jg(R) is gr-semisimple it follows that
Jg(R)i/Jg(R)i+1 is a gr-semisimple module. It is also a gr-Artinian module,
thus it is left gr-Noetherian, so the corollary is proved.

A Grothendieck category A is said to be semisimple if every object is
semisimple, i.e. a direct sum of simple objects. For any semisimple abelian
category, a subobject of an object M is a direct summand of M . The converse
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is not necessarily true in general but for a locally finitely generated one, i.e.
whenever there exists a family {Ui, i ∈ J} of generators for A such that each
Ui is finitely generated, it is true that the property for subobjects of an object
to be direct summands does imply the semisimplicity of A.

We are interested in the particular case A = R-gr, then A has the family
of generators {RR(σ), σ ∈ G} and each RR(σ) is of course finitely generated.

2.9.8 Proposition

The following statements hold for a G-graded ring R :

i) R is left gr-semisimple if and only if R-gr is semisimple.

ii) R is gr-simple if and only if R-gr is semisimple and there exist
a gr-simple object Σ such that every gr-simple object of R-gr is
isomorphic to Σ(σ) for some σ ∈ G.

iii) R is uniformly gr-simple if and only if there exists a gr-simple
object Σ such that RR ∼= Σn for some n ≥ 1 ∈ IN . In that case
sup(R) = sup(Σ) and sup(R) is a subgroup of G.

iv) R is uniformly gr-simple if and only if R is gr-semisimple and Re
is a simple Artinian ring.

Proof Both i. and ii. follow from the definitions.

iii. Look at the decomposition (∗) and put Σ = L1. We have Li ∼= Σ for
1 ≤ i ≤ n and thus RR ∼= Σn. It is clear enough that sup(R) = sup(Σ).
Since Σe �= 0, e ∈ sup(Σ) follows. Assume that σ, τ ∈ sup(σ). Since
Στ �= 0 then RΣτ = Σ and therefore Σσ = Rσσ−1Στ . Since Σσ �=0 then
Rσσ−1 �= 0. On the other hand from the isomorphism RR ∼= Σn it
follows that Σστ−1 �= 0 so στ−1 ∈ supp(Σ). Hence sup(Σ) is a subgroup
of G.

iv. If R is uniformly gr-simple then the statements in iv. do follow trivially.
For the converse assume that Re is simple Artinian; then Re ∼= Sn for
some simple Re-module S. But R⊗ReRe

∼= (R⊗ReS)n (R is e-faithful).
If we put Σ = R⊗ReS then R ∼= Σn and it follows from iii. that R is
uniformly gr-simple.

2.10 Graded Endomorphism Rings and Graded

Matrix Rings

For a G-graded ring R and anM ∈ R-gr the ring ENDR(M) = HOMR(M,M)
is a G-graded ring with obvious addition and multiplication defined by g.f =
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f ◦ g. In this section we provide necessary and sufficient conditions for the
graded ring ENDR(M) to be strongly graded or a crossed product

First we have to introduce a few general notions.

Let A be an abelian category and M,N ∈ A. We say that N divides M in A if
N is isomorphic to a direct summand of M , i.e. there exists f ∈ HomA(M,N)
and g ∈ HomA(N,M) such that f ◦ g = 1N . We say that N weakly divides
M in A if it divides a finite direct sum M t of copies of M . It is clear that
N weakly divides M in A if and only if there exist f1, . . . , ft ∈ HomA(M,N)
and g1, . . . , gt ∈ HomA(N,M) such that 1N = f1 ◦ g1 + . . .+ ft ◦ gt.
We say that M,N ∈ A are weakly isomorphic in A (we denote this by
M ∼ N) if and only if they weakly divide each other in A. Thus M ∼ N
if and only if there exist positive integers n,m and objects M ′, N ′ ∈ A such
that M ⊕M ′ � Nm and N ⊕N ′ �Mn. Clearly ∼ is an equivalence relation
on the class of objects of A.

Let us consider A = R-gr in particular. An object M ∈ R-gr is said to be
weakly G-invariant if M ∼M(σ) in R-gr for all σ ∈ G.

2.10.1 Theorem

Let M ∈ R-gr. Then the G-graded ring ENDR(M) is strongly graded if and
only if M is weakly G-invariant. In particular R is a strongly graded ring if
and only if R is weakly G-invariant in R-gr.

Proof
ENDR(M) is strongly graded if and only if 1 ∈ ENDR(M)λENDR(M)λ−1

for any λ ∈ G. This condition is equivalent to the fact that there exist
g1, . . . , gn ∈ ENDR(M)λ and f1, . . . , fn ∈ ENDR(M)λ−1 such that

1M =
∑

i=1,n

gi · fi =
∑

i=1,n

fi ◦ gi (1)

But
ENDR(M)λ = HomR−gr(M(σ),M(σλ))

and
ENDR(M)λ−1 = HomR−gr(M(σλ),M(σ))

for any σ ∈ G. The equation (1) is equivalent to the fact that M(σ) weakly
divides M(σλ) for any σ, λ ∈ G. For σ = e this means that M weakly divides
M(λ) for any λ ∈ G. Also, for λ = σ−1, it means that M(σ) weakly divides
M for any σ ∈ G. Therefore M ∼ M(σ) for any σ ∈ G. The last part of the
theorem follows from the fact that EndR(R) � R as graded rings.

An object M ∈ R − gr with the property that M � M(σ) for any σ ∈ G is
called a G-invariant graded module.
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2.10.2 Theorem

Let M ∈ R-gr. Then ENDR(M) is a crossed product if and only if M is
G-invariant. In particular, R is a crossed product if and only if R � R(σ) for
any σ ∈ G.

Proof ENDR(M) is a crossed product if and only if ENDR(M)σ contains an
invertible element for any σ ∈ G. Since ENDR(M)σ = HomR−gr(M,M(σ)),
we see that ENDR(M) is a crossed product if and only if M is G-invariant.

For any objectM ∈ R-gr we denote byM = ⊕σ∈GM(σ) andM =
∏gr
σ∈GM(σ).

Clearly M and M are G-invariant graded modules, so the rings ENDR(M)
and ENDR(M) are crossed products. The next result describes the structure
of these rings more precisely.

2.10.3 Theorem

ENDR(M) (respectively ENDR(M)) is a skew groupring over the ring
EndR−gr(M) (respectively EndR−gr(M)).

Proof Let us consider a family (Mx)x∈G of copies of M as an R-module
indexed by the group G. Let

∏
x∈GM

x be the direct product of this family
in the category R-mod, and define for any g ∈ G a map

g :
∏

x∈G
Mx →

∏

x∈G
Mx, g((mx)x∈G) = ((nx)x∈G)

where nx = mgx for any x ∈ G, which is clearly a morphism of R-modules.
If g, h ∈ G we have that gh = hg. Indeed (h ◦ g)((mx)x∈G) = h((nx)x∈G)
where nx = mgx. If we put h((nx)x∈G) = (px)x∈G, then px = nhx = mg(hx) =
m(gh)x for any x ∈ G. Hence gh = hg. In particular gg−1 = g−1g = 1, and g
is an isomorphism. Then we can define

ϕ : G→ U(EndR(
∏

x∈G
Mx)), ϕ(g) = g

Clearly ϕ is a group morphism and g(⊕x∈GMx) = ⊕x∈GMx.

We consider the case where M ∈ R-gr and Mx = M(x) for any x ∈ G. Let
M =

∏gr
x∈GM(x) be the direct product of this family in the category R-gr.

We have M = ⊕λ∈GMλ, where

Mλ =
∏

x∈G
M(x)λ =

∏

x∈G
Mλx
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If m = (mx)x∈G ∈ Mλ, then mx ∈ Mλx, hence g(m) = (nx)x∈G, where
nx = mgx ∈Mλgx. Since

Mλg =
∏

x∈G
M(x)λg =

∏

x∈G
Mλgx

we obtain that g(Mλ) ⊆Mλg. In particular g(M) ⊆M , thus g is a morphism
of degree g when considered as an element of ENDR(M). The construction of
the map ϕ yields group morphisms ϕ′ : G → Ugr(ENDR(M)) and ϕ′′ : G →
Ugr(ENDR(M)), now we just apply the results of Chapter I.

Now we focus our attention on matrix rings with entries in a graded ring,
and investigate how these can be made into graded rings themselves. Let
R = ⊕σ∈GRσ be a G-graded ring, n is a positive integer, and Mn(R) the ring
of n× n-matrices with entries in R. Fix some σ = (σ1, . . . , σn) ∈ Gn. To any
λ ∈ G we associate the following additive subgroup of Mn(R)

Mn(R)λ(σ) =








Rσ1λσ
−1
1

Rσ1λσ
−1
2

. . . Rσ1λσ
−1
n

Rσ2λσ
−1
1

Rσ2λσ
−1
2

. . . Rσ2λσ
−1
n

. . . . . . . . . . . .
Rσnλσ

−1
1

Rσnλσ
−1
2

. . . Rσnλσ
−1
n








2.10.4 Proposition

The family of additive subgroups {Mn(R)λ(σ)| λ ∈ G } defines a G-grading
of the ring Mn(R). We will denote this graded ring by Mn(R)(σ).

Proof It is easy to see that Mn(R)λ(σ)Mn(R)µ(σ) ⊆ Mn(R)λµ(σ) for any
λ, µ ∈ G. Since Rσiλσ

−1
j
∩ (
∑

µ�=λRσiµσ
−1
j

) = 0 for any i, j ∈ {1, . . . , n},
we see that Mn(R)λ(σ) ∩ (

∑
µ�=λMn(R)µ(σ)) = 0 so

∑
λ∈GMn(R)λ(σ) =

⊕λ∈GMn(R)λ(σ) To finish the proof it is enough to show that Mn(R) =∑
λ∈GMn(R)λ(σ). Any matrix in Mn(R) is a sum of matrices with a homo-

geneous element on a certain entry, and zero elsewhere, therefore it is enough
to show that any such matrix belongs to

∑
λ∈GMn(R)λ(σ). Let A be such a

matrix, having the element r ∈ Rg on the (i, j)-entry, and zero elsewhere. If
we take λ = σ−1

i gσj , we have that A ∈Mn(R)λ(σ), which ends the proof.

If we take σ1 = . . . = σn = e, we simply denote the resulting graded
ring structure on Mn(R)(e) by Mn(R), In this case the grading is given by
Mn(R) = ⊕λ∈GMn(R)λ, where

Mn(R)λ =




Rλ . . . Rλ
. . . . . . . . .
Rλ . . . Rλ





for any λ ∈ G.
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2.10.5 Proposition

Let M ∈ R-gr be gr-free with homogeneous basis e1, . . . , en, say deg(ei) = σi.
Then ENDR(M) �Mn(R)(σ), where σ = (σ1, . . . , σn).

Proof If f ∈ ENDR(M)λ, λ ∈ G, then f(Mσ) ⊆ Mσλ for any σ ∈ G. In
particular f(ei) ∈Mσiλ for any i = 1, . . . , n. Hence f(ei) =

∑
j=1,n aijej with

aij homogeneous of degree σiλσ−1
j . Therefore the matrix (aij) associated to

f is in Mn(R)λ(σ).

2.10.6 Remarks

i) If σ = (σ1, . . . , σn) ∈ Gn, put M = R(σ−1
1 )⊕ . . .⊕R(σ−1

n ), where
ei is the element of M with 1 on the i-th slot and 0 elsewhere,
then ei is a homogeneous element of degree σi and e1, . . . , en is a
basis of M .

ii) It follows from Propositions 3.5.4 and 3.5.5 that if M ∈ R-gr is gr-
free with finite homogeneous basis, then EndR(M) = ENDR(M).

iii) Let σ = (σ1, . . . , σn) ∈ Gn and ϕ ∈ Sn a permutation. Put
ϕ(σ) = (σϕ(1), . . . , σϕ(n)) Then Mn(R)(σ) � Mn(R)(ϕ(σ)) as G-
graded rings. Indeed, by the first remark, we have Mn(R)(σ) �
ENDR(M), whereM = R(σ−1

1 )⊕. . .⊕R(σ−1
n ). If we put σϕ(i) = τi

and N = R(τ−1
1 )⊕ . . .⊕R(τ−1

n ) then clearly M � N in R-gr. The
assertion follows from the fact that Mn(R)(ϕ(σ)) � ENDR(N)
and ENDR(M) � ENDR(N).

iv) Let σ = (σ1, . . . , σn) ∈ Gn and τ ∈ Z(G), the centre of the
group G. We put στ = (σ1τ, . . . , σnτ). Then we have that
Mn(R)(σ) = Mn(R)(στ ). Indeed, since τ ∈ Z(G), we clearly
have that Mn(R)λ(σ) = Mn(R)λ(στ )

2.10.7 Example

Let K be a field and G = Z2. Regard K as a trivially G-graded ring. From
the preceding remark, we obtain the following. If n = 2, then M2(K) has two
G-gradings. The first one is the trivial grading, i.e. M2(K)0̂ = M2(K) and

M2(K)1̂ = 0. The other one is the grading given by M2(K)0̂ =
(
K 0
0 K

)

and M2(K)1̂ =
(

0 K
K 0

)

. For n = 3, on M3(K) we have two gradings.
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The first is the trivial one, M3(K)0̂ = M3(K) and M3(K)1̂ = 0. The second
one is given by

M3(K)0̂ =




K K 0
K K 0
0 0 K



 and M3(K)1̂ =




0 0 K
0 0 K
K K 0





2.10.8 Corollary

If R is aG-strongly graded ring and σ = (σ1, . . . , σn) ∈ Gn, then the G-graded
ring Mn(R)(σ) is strongly graded.

Proof Consider the gr-free module M = R(σ−1
1 )⊕ . . .⊕R(σ−1

n ). We know
from Theorem [!] that R is strongly graded if and only if R ∼ R(σ) for any
σ ∈ G. Since ∼ is an equivalence relation, we have that

M(σ) = R(σ−1
1 )(σ)⊕ . . .⊕R(σ−1

n )(σ) (2.1)
= R(σσ−1

1 )⊕ . . .⊕R(σσ−1
n ) (2.2)

Since R is strongly graded, R ∼ R(σσ−1
i ) and R ∼ R(σ−1

i ). By transitivity
we obtain that R(σσ−1

i ) ∼ R(σ−1
i ) for any 1 ≤ i ≤ n. Clearly :

⊕i=1,nR(σσ−1
i ) ∼ ⊕i=1,nR(σ−1

i )

therefore M ∼ M(σ) for all σ ∈ G. Then by Theorem 1.9.2 and Proposition
1.9.5 it follows Mn(R)(σ) is a strongly graded ring.

2.10.9 Corollary

If R is a G-crossed product (respectively a skew groupring over G), then for
any σ = (σ1, . . . , σn) ∈ Gn, Mn(R)(σ) is a crossed product (respectively a
skew groupring over G).

Proof For any λ ∈ G we have

Mn(R)λ(σ) =








Rσ1λσ
−1
1

Rσ1λσ
−1
2

. . . Rσ1λσ
−1
n

Rσ2λσ
−1
1

Rσ2λσ
−1
2

. . . Rσ2λσ
−1
n

. . . . . . . . . . . .
Rσnλσ

−1
1

Rσnλσ
−1
2

. . . Rσnλσ
−1
n








Since R is a G-crossed product, there exists an invertible element uσiλσ
−1
i
∈

Rσiλσ
−1
i

. Then the matrix

Aλ =







uσ1λσ
−1
1

. . . 0
0 uσ2λσ

−1
2

. . . 0
. . . . . . . . . . . .
0 0 . . . uσnλσ

−1
n






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is an invertible element of Mn(R)λ(σ), so Mn(R)(σ) is a G-crossed product.
Now assume that R is a skew groupring over G. Then there is a group
morphism ϕ : G → Ug(R) such that deg ◦ ϕ = 1G, i.e. ϕ(g) ∈ Rg for any
g ∈ G. In this case we consider the matrix

Aλ =







ϕ(σ1λσ
−1
1 ) . . . 0

0 ϕ(σ2λσ
−1
2 ) . . . 0

. . . . . . . . . . . .
0 0 . . . ϕ(σnλσ−1

n )







Then for any λ, µ ∈ G we have that AλAµ = Aλµ, so the map ϕ : G →
Ug(Mn(R)(σ)) defined by ϕ(λ) = Aλ for any λ ∈ G, is a group morphism
with the property that deg ◦ ϕ = 1G. Hence Mn(R)(σ) is a skew groupring.

2.10.10 Theorem (Graded version of Wedderburn’s The-
orem)

Let R be a graded ring of type G. Then the following statements are quiva-
lent :

i) R id gr-simple (resp. gr-unifromly simple)

ii) There exists a graded division ring D and a σ = (σ1, . . . , σn) ∈ Gn
such that R �Mn(D)(σ) (resp. R �Mn(D)).

Proof A full proof is given in Chapter IV. In fact, by Corollary 4.5.8, putting
D = End(RΣ) = END(RΣ) and V = ΣD, we have R ∼= End(VD) here VD is a
graded vector space of finite dimension.

2.11 Graded Prime Ideals. The Graded Spec-

trum

An ideal P of a ring R is prime if P �= R and if IJ ⊂ P implies that I ⊂ P or
J ⊂ P , for ideals I and J of R. Equivalently P �= R is prime if for a, b ∈ R,
aRb ⊂ P if and only if a ∈ P or b ∈ P . The set of prime ideals of R is denoted
by SpecR; it is called the prime spectrum of R.

Using Zorn’s lemma, we may find for P ∈ SpecR a minimal prime ideal
Q ∈ SpecR such that P ⊃ Q. The prime radical rad(R) of R is defined
as : rad(R) = ∩{P, P ∈ SpecR}. It is clear that rad(R) is the intersection
of all minimal prime ideals of R. A basic fact in elementary Ring Theory
states that rad(R) is exactly the set of all strongly nilpotent elements in
R, i.e. those a ∈ rad(R) such that for every sequence a0, a1, . . . , an, such that
a0 = a, a1 ∈ a0Ra0, a2 ∈ a1Ra1, . . . , an ∈ an−1Ran−1, there is an n ≥ 0 such
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that an = 0. In particular, every element of rad(R) is nilpotent. For a simple
R-module S the annihilator annR(S) is certainly a prime ideal, consequently
it follows that rad(R) ⊂ J(R), the latter being the Jacobson radical of R. If
rad(R) = 0 then R is said to be a semiprime ring. It is not difficult (see
Exercises, Section 2.12) to verify that R is semiprime if and only if R has no
nonzero nilpotent ideals.

A proper ideal I �= R is said to be semiprime if the ring R/I is a
semiprime ring.

In a G-graded ring R a graded ideal P of R is gr-prime if P �= R and for
graded ideals I and J of R we have I ⊂ P or J ⊂ P only when IJ ⊂ P . A
graded ideal P is gr-prime if and only if aRb ⊂ P with a, b ∈ h(R) implies
a ∈ P or b ∈ P . The ring R is said to be gr-prime when (0) is a gr-prime
ideal of R. The set of all gr-prime ideals of R is denoted by Specg(R) and it
is called the graded (prime) spectrum of R. Every gr-prime ideal contains
a minimal gr-prime ideal. We write radg(R) for ∩{P, P ∈ Specg(R)} and
call it the gr-prime radical of R. Just like in the ungraded case we obtain
radg(R) ⊂ Jg(R), where Jg(R) is the graded Jacobson radical of R. The
ring R is said to be gr-semiprime whenever radg(R) = 0. Again, as in the
ungraded case we have that R is gr-semiprime if and only if R has no nonzero
nilpotent graded ideals.

With these conventions and notation we have :

2.11.1 Proposition

1. If P ∈ Spec(R) then (P )g ∈ Specg(R).

2. If Q ∈ Specg(R) then there exists a P ∈ Spec(R) such that Q = (P )g

3. radg(R) = (rad(R))g

Proof

1. Easy.

2. In view of Zorn’s lemma we may choose an ideal P maximal with respect
to the property that Q = (P )g . First we establish that P is a prime
ideal, therefore look at ideals I, J of R such that I ⊃

�=
P , J ⊃

�=
P . By

the maximality assumption on P it follows that (I)g ⊃�= Q and (J)g ⊃�= Q
and thus (I)g(J)g �⊂ Q. Since (I)g(J)g ⊂ IJ it follows that IJ �⊂ P
and therefore P is a prime ideal (for arbitrary ideals I and J such that
IJ ⊂ P we may always look at I+P and J+P with (I+P )(J+P ) ⊂ P ).

3. Follows directly from 1. and 2.

We include some specific results in case R is G-graded of finite support.
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2.11.2 Lemma (Cohen, Rowen)

Assume that R = ⊕σ∈GRσ is a G-graded ring of finite support with n =
|sup(R)|. Consider d ≥ 1 in IN and λ1, . . . , λnd ∈ G. We define αi =

∏i
j=1 λj

and assume that αi ∈ sup(R), 1 ≤ i ≤ nd. Then there exists a sequence :
0 ≤ j0 < j1 < . . . < jd ≤ nd, such that :

e = λj0+1 . . . λj1 = λj1+1 . . . λj2 = . . . = λjd−1+1 . . . λjd

Proof We consider the elements 1, α1, . . . , αnd. Since |sup(R)| = n there
are least d + 1 elements αi that are equal, say αj0 = αj1 = . . . = αjd
with 1 ≤ j0 < j1 < . . . < jd. If 0 ≤ k ≤ d − 1 then from λ1 . . . λjk =
(λ1 . . . λjk)(λjk+1 . . . λjk+1), hence e = λjk+1 . . . λjk+1 .

2.11.3 Proposition. (Cohen and Rowen)

Let R be G-graded of finite support, say n = |sup(R)|.
1. If S ⊂ R is a graded subring such that Se = 0 then Sn = 0.

2. If L ⊂ Re is a left ideal such that Ld = 0 then (RL)nd = 0.

Proof

1. Write sup(R) = {x1, . . . , xn}. Since S = ⊕ni=1Sxi we obtain Sn =∑
Sy1 . . . Syn where the (y1, . . . , yn) range over all choices of n elements

from {x1, . . . , xn}. If for t ≤ n, y1y2 . . . yt �∈ sup(R) then we have
Sy1Sy2 . . . Syn = 0. On the other hand if now 1, y1, y1y2, . . . , y1 . . . yn ∈
sup(R) then by lemma 2.11.2, for d = 1, it follows that there ex-
ist 1 ≤ r < s ≤ n such that yr+1 . . . ys = 1. So Sy1Sy2 . . . Syn ⊂
Sy1 . . . SyrSyr+1...ysSys+1Syn = 0 since Syr+1 . . . ys = S1 = 0. Hence
Sn = 0

2. If we put S = RL, S is a left graded ideal of R where Se = RL∩Re = L.
We get λ1, . . . , λnd ∈ G. By Lemma 2.11.2, we have Sλ1 . . . Sλnd

⊂
ALdB = 0 where A,B are suitable subproducts. Hence Snd = 0.

2.11.4 Theorem

Let R be a G-graded ring of finite support. Assume that R is gr-semiprime.
Then

1. R is e-faithful

2. If σ ∈ sup(R) then σ−1 ∈ sup(R)

3. Re is a semiprime ring
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Proof

1. We denote by I = tCe(RR); then I is a graded left ideal of R, such
that Ie = 0. Then by Proposition 2.11.3 we have In = 0. Since R is
gr-semiprime we must have I = 0 so R is left e-faithful. In a similar
way, it follows that R is also right e-faithful

2. If Rσ �= 0, pick xσ ∈ Rσ, xσ �= 0. Since R is left e-faithful we have
Rσ−1xσ �= 0. So Rσ−1 �= 0 and therefore σ−1 ∈ sup(R).

3. Follows from Proposition 2.11.3, assertion 2.

2.11.5 Corollary

Let R be a G-graded ring. Then

1. rad(R) ∩Re = radg(R) ∩Re ⊆ rad(Re)

2. If sup(R) <∞ then radg(R) ∩Re = rad(Re)

Proof

1. The equality rad(R)∩Re = radg(R)∩Re follows from Proposition 2.11.1
assertion 3. Let a ∈ radg(R)∩Re; to prove that a ∈ rad(Re) it suffices to
show that a is strongly nilpotent. Indeed let the sequence a0, a1, . . . , an
of elements fromRe such that a0 = a, a1 ∈ a0Rea0, . . . an ∈ an−1Rean−1,
. . ..

Clearly a1 ∈ a0Ra0, . . . , an ∈ an−1Ran−1, . . .. Since a ∈ radg(R) there
exists an n such that an = 0 so a ∈ rad(R).

2. Direct from Theorem 2.11.4. assertion 3.

Assume now that R = ⊕σ∈GRσ is a strongly graded ring. We denote by
Mod(Re, R) the set of all two-sided Re submodules of R. If A ∈ Mod(Re, R)
and σ ∈ G then put Aσ = Rσ−1ARσ. It is clear that Aσ ∈ Mod(Re, R), we
say that Aσ is the σ-conjugate of A.

2.11.6 Lemma

Fixing σ ∈ G, the map ϕσ : Mod(Re, R)→ Mod(Re, R), A→ Aσ is bijective
and it preserves inclusion, sums, intersection and products in R of elements
of Mod(Re, R).
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Proof For σ, τ ∈ G we obtain (Aσ)τ = Aστ for all A ∈ Mod(Re, R). From
this it follows that ϕσ is bijective with the map ϕσ−1 as an inverse. Now, if
we consider (Ai)i∈I , a family of elements from Mod(Re, R), then ∩i∈IAi =
RσRσ−1(∩i∈IAi)RσRσ−1 ⊆ Rσ(∩i∈IAσi )Rσ−1 so Rσ−1(∩i∈IAi)Rσ ⊆ ∩i∈IAσi
hence (∩Ai)σ ⊆ ∩i∈IAσi . Therefore (∩i∈IAσi )σ

−1 ⊆ ∩i∈IAi and ∩i∈IAσi ⊆
(∩Ai)σ, thus (∩Ai)σ = ∩i∈IAσi . In a similar way one checks that ϕσ preserves
sums and poducts.

We say that A ∈ Mod(Re, R) is G-invariant if Aσ = A for all σ ∈ G. It
is straightforward to check that any ideal of R is a G-invariant element of
Mod(Re, R). If A ⊂ Re is an ideal then A ∈ Mod(Re, R). Clearly, Aσ is also
an ideal of Re. If P is a prime ideal of Re, then P σ is also a prime ideal of
Re. If P is a G-invariant ideal of Re, then P is called G-prime if and only
if A1A2 ⊂ P for G-invariant ideals Ai(i = 1, 2) of Re implies that A1 ⊂ P or
A2 ⊂ P .

2.11.7 Proposition

Let R be a strongly graded ring of type G and let I be a graded ideal of R.
Then Ie is an ideal of Re, it is G-invariant and I = RIe = IeR. Moreover

1. The correspondence I → Ie, defines a bijection between the set of graded
ideals of R and the set of G-invariant ideals of Re.

2. The above correspondence induces a bijection between the set of gr-
prime ideals of R and the set of G-prime ideals of Re.

Proof If σ ∈ G, since Rσ−1IeRσ ⊂ I andRσ−1IeRσ ⊂ Re, thenRσ−1IeRσ ⊂
Ie, so Iσe ⊂ Ie. Since Ie = (Iσe )σ

−1 ⊂ Iσ−1

e we obtain (because σ is arbitrary)
that Ie ⊂ Iτ

−1

e where τ = σ−1. So Ie ⊂ Iσe and Ie = Iσe , thus Ie is a G-
invariant ideal of Re. Since R is strongly graded we have I = RIe = IeR.
Consequently, if A is a G-invariant ideal of Re, then I = RA = AR is a graded
ideal of R. Moreover if P is a gr-prime ideal of R, then Pe is a G-prime ideal
of Re. Indeed, if A.B ⊂ Pe where A,B are G-invariant ideals of Re then we
have (RA)(BR) ⊂ RPeR = P . Since RA = AR and BR = RB so we have
RA ⊂ P or BR ⊂ P so A ⊂ Pe or B ⊂ Pe. Now the statements 1. and 2.
follow.

2.11.8 Corollary

If R is a strongly graded ring, then the Jacobson radical of Re, J(Re), and
the prime radical rad(Re) are both G-invariant.

Proof We have J(Re) = Re ∩ Jg(R) and rad(Re) = Re ∩ radg(R) hence we
may apply Proposition 2.11.7



68 2 The Category of Graded Modules

2.11.9 Corollary

Let R be a G-strongly graded ring. If P is a prime ideal of R, then P ∩ Re
is a G-prime ideal of Re. Conversely, if Q is a G-prime ideal of R, then there
exists at least one prime ideal P of R such that P ∩Re = Q.

Proof Just apply Proposition 2.11.1 and Proposition 2.11.7.

2.11.10 Corollary

When R is strongly graded by a finite group G then rad(Re) is exactly the
intersection of all G-prime ideals of Re.

Proof Apply Corollary 2.11.5.2 and Proposition 2.11.7

A graded ring R of type G is almost strongly graded R =
∑

σ∈GRσ, where
each Rσ is an additive subgroup of R such that 1 ∈ Re and RσRτ = Rστ for
all σ, τ ∈ G. Such rings have also been termed Clifford systems in the
literature.

Any epimorphic image of a strongly graded ring is an almost strongly graded
ring (in fact they may be characterized as such). In particular, an epimorphic
image (factor ring) of an almost strongly graded ring is again almost strongly
graded. For an almost strongly graded ring R =

∑
σ∈GRσ, every Rσ is an

invertible Re − Re-bimodule and in particular Rσ is (left as well as right) a
projective and finitely generated Re-module.

In the sequel of this section we assume that R is almost strongly graded by
a finite group G. Consider an R-module M and N an Re-submodule of M ,
we let N∗ = ∩σ∈GRσN denoted the “largest” R-submodule of M contained
in N .

2.11.11 Lemma

Let R be almost strongly graded by a finite groupG and consider anR-module
M . Then M contains an Re-submodule N which is maximal with respect to
the property N∗ = 0.

Proof Let (Ni)i∈I be a chain of Re-submodules of M such that N∗
i = 0

for each i ∈ I. If (∪i∈INi)∗ �= 0 there is an x ∈ (∪i∈INi)∗, x �= 0 i.e.
Rx ⊂ (∪i∈INi)∗ ⊆ ∪i∈INi. Hence Rσx ⊂ ∪i∈INi for all σ ∈ G. Since Rσ is
a finitely generated Re-module it follows that for σ ∈ G, there exists an i0
such that Rσx ⊂ Ni0 . Since G is finite we can assume that Rσx ⊂ Ni0 for
any σ ∈ G hence x ∈ N∗

i0
i.e. N∗

i0
�= 0, contradiction. Therefore we must have

(∪i∈INi)∗ = 0 and then Zorn’s Lemma may be applied in order to yield the
existence of an N as desired.



2.11 Graded Prime Ideals. The Graded Spectrum 69

2.11.12 Theorem

Let R =
∑

σ∈GRσ be an almost strongly graded ring (G is a finite group). If
P is a prime ideal of R there exists a prime ideal Q of Re such that P ∩Re =
∩σ∈GQσ. Moreover, Q is minimal over P ∩Re.

Proof Since the ring R/P is also an almost strongly graded ring, we may
assume that P = 0. We view R as an Re−R-bimodule. Using Lemma 2.11.11
we may choose an Re − R subbimodule Y maximal with respect to Y ∗ = 0.
Hence ∩σ∈GRσY = 0. First we note that aReb ⊂ Y for a ∈ Re, b ∈ R,
implies a ∈ Y or b ∈ Y . Suppose that a, b �∈ Y . By maximality of Y we
have I = (ReaR + Y )∗ �= 0 and J = (RebR + Y )∗ �= 0. Clearly I and J are
ideals of R. Since I �= 0, J �= 0 and R is prime we have IJ �= 0. On the
other hand we obtain : IJ ⊂ (ReaR + Y )J ⊂ ReaJ + Y J ⊂ ReaJ + Y ⊂
Rea(RebR+ Y ) + Y ⊂ ReaRebR+ Y ⊂ Y . Hence 0 �= IJ ⊂ Y , and therefore
0 �= IJ ⊂ Y ∗ which leads to a contradiction.

PutQ = Y ∩Re. As a consequence of the preceding statement it follows thatQ
is a prime ideal of Re. From ∩σ∈GQσ = ∩σ∈GRσ−1QRσ ⊆ ∩σ∈GRσ−1Y Rσ ⊂
∩σ∈GRσ−1Y = Y ∗ = 0, it then follows that ∩σ∈GQσ = 0. For the second
statement, consider a prime idealQ′ minimal over P∩Re. FromQ′ ⊃ ∩σ∈GQσ
we derive that Q′ ⊃ ∏σ∈GQ

σ and hence Q′ ⊃ Qσ for a certain σ ∈ G.
However, Qσ is prime too, so by the minimality assumption on Q, we arrive
at Q′ = Qσ. Consequently, Q = (Q′)σ

−1
. Of course, Qσ ⊃ P ∩ Re and so it

follows that Q is a prime ideal minimal over P ∩Re.

2.11.13 Corollary

If the almost strongly graded ring R with respect to a finite group G is
semiprime, then Re is a semiprime ring.

2.11.14 Corollary

Assume that R is strongly graded by a finite group G and consider a prime
ideal Q of Re. There exists a prime ideal P of R such that P ∩Re = Q if and
only if Q is G-invariant.

Proof Apply Corollary 2.11.9 and Theorem 2.11.12.

2.11.15 Corollary

In the situation of Corollary 2.11.14, there exists a prime ideal P of R such
that Q is in the set of minimal primes over P ∩Re.
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Proof Put A = ∩σ∈GQσ. Clearly A is G-invariant and a G-prime ideal of
Re. Now, there exists a prime ideal P of R such that P ∩Re = A. Clearly Q
is a minimal prime ideal over P ∩Re.

2.12 Exercises

Let G be a multiplicative group with identity element e. We recall that a left
G-set is a non-empty set, say A, together with a left action G×A→ A of G
on A given by (σ, x) → σx, such that e.x = x and (στ)x = σ(τx) for every
σ, τ ∈ G, x ∈ A. If A and A′ are left G-sets, then a map ϕ : A → A′ is a
morphism of G-sets if ϕ(σx) = σϕ(x) for every σ ∈ G, x ∈ A. We denote
by G-SET the category of left G-sets. Analogously, we define the category of
right G-sets denoted by SET-G.

1. Prove that G-SET is a category with coproducts and products.

2. If A is a left G-set, we denote by Aop the right G-set where Aop = A (as
the set) and the right action is defined by x ∗ σ = σ−1x. Prove that the
correspondence A→ Aop is an isomorphism between categories G-SET
and SET-G.

3. If H ≤ G is a subgroup of G, we denote by G/H (resp. G\H) the set of
all left H-coset σH , (resp. the set of all right H-coset Hσ) with σ ∈ G.
Prove that G/H is a left G-set if we put τ(σH) = (τσ)H for any τ ∈ G.
Prove that, if G acts transitively on A ((i.e. for any x, y ∈ A, there
exists σ ∈ G, such that y = σx), then A is isomorphic with a G-set of
the form G/H for some subgroup H of G.

4. Prove that in the category G-set every object is the coproduct of G-sets
of the form G/H .

5. Let R = ⊕σ∈GRσ be a G-graded ring and A a left G-set.

A (left) A-graded R-module is a left R-module M such that M =
⊕x∈AMx, where every Mx is an additive subgroup of M , and every
σ ∈ G, x ∈ A we have RσMx ⊆ Mσx. We can define the category
(G,A,R)-gr of A-graded R-modules as follows : the objects are all A-
gradedR-modules; ifM = ⊕x∈AMx andN = ⊕x∈ANx areA-graded left
R-modules, the morphisms betweenM andN on the category (G,A,R)-
gr are the R-linear f : M → N such that f(Mx) ⊆ Nx for every x ∈ A
i.e.

Hom(G,A,R)−gr(M,N) = {f ∈ HomR(M,N)|f(Mx) ⊆ Nx, ∀x ∈ A}
If H ≤ G is a subgroup of G, we denote by (G/H,R)-gr the category
(G,G/H,R)-gr.

i) Prove if A is singleton (G,A,R)-gr is just R-mod.
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ii) Prove that (G,A,R)-gr is equivalent to a product of categories∏
i∈I(G/Hi, R)-gr where (Hi)i∈I is a family of subgroups of

G.

iii) Prove that (G,A,R)-gr is a Grothendieck category with a
family of projective generators.

Hint : To show that (G,A,R)-gr is an abelian category, use the same
argument as for the case when A = G. But, in order to prove that
(G,A,R)-gr has a family of projective generators, we procede in the
following way : if R = ⊕σ∈GRσ is a G-graded ring, for each x ∈ A we
define the x-suspension R(x) of R to be the object of (G,A,R)-gr which
coincides with R as an R-module, but with the gradation defined by

R(x)y = ⊕{Rσ|σ ∈ G, σx = y} for y ∈ A
The family {R(x), x ∈ A} is a family of projective generators for the
category (G,A,R)-gr.

6. Prove that if M ∈ (G,A,R)-gr then M is a projective object if and only
if M is projective as left R-module.

Hint : Apply exercise 5.

7. Let A and A′ be G-sets and ϕ : A→ A′ a morphism of G-sets. To ϕ, we
associate a canonical covariant functor Tϕ : (G,A,R)-gr → (G,A′, R)-
gr, defined as follows : Tϕ(M) is the R-module M with an A′-gradation
defined by

Mx′ = ⊕{Mx|x ∈ A,ϕ(x) = x′} for x′ ∈ A′

where we put Mx′ = 0 if x′ �∈ ϕ(A). If f ∈ Hom(G,A,R)−gr(M,N), we
put Tϕ(f) = f . To prove that Tϕ has a right adjoint Sϕ and the latter
is an exact functor. Moreover, if ϕ−1(x′) is a finite set for all x′ ∈ A′,
then Sϕ is also a left adjoint for Tϕ.

Hint : The same proof as in section 2.5. (the first part).

8. If A is a finite G-set prove that Q ∈ (G,A,R)-gr is an injective R-
module.

9. Let G be a group and H ≤ G a subgroup of G. If R = ⊕σ∈GRσ
is a G-graded ring we consider the category (G/H,R)-gr. We de-
note by TH : (G/H,R)-gr → RH -mod (here RH = ⊕x∈HRx) the
exact functor TH(M) = MH where M = ⊕C∈G/HMC and if f ∈
Hom(G/H,R)−gr(M,N) then TH(f) = f/MH : MH → NH .

Prove that TH has a left adjoint functor IndH : RH−mod→ (G/H,R)-
gr, called the induced functor and also a right adjoint functor CoindH :
RH -mod → (G/H,R)-gr, called the coinduced functor.
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Prove also that when R is a strongly graded ring, IndH is an equivalence
of categories having TH for its inverse.

Hint : The construction of IndH is simple; if N ∈ RH -mod then
IndH(N) = R⊗RH N with the G/H-gradation
IndH(N) = ⊕G∈GH (IndH(N))C where (IndH(N))C = RC ⊗RH N . For
the rest we apply the techniques used in Section 2.5.

10. With notation as in exercise 9, put CH = {M = ⊕C∈G/HMC ∈ (G/H,R)-
gr, such that MH = 0}.

i) Prove that CH is a localizing subcategory of (G/H,R)-gr which
is also stable under direct products. We denote by tH the
radical associated to CH , i.e. if M ∈ (G/H,R)-gr, tH(M) is
the sum of all subobjects of M which belong to CH . Now if
N ∈ RH -mod we have IndH(N) = R ⊗RH N . We denote by
R⊗RHN = R⊗RH N/tH(R⊗RH N). So we obtain the functor

R⊗RH− : RH−mod→ (G/H,R)−gr

ii) Prove the following assertions :
a. If N ∈ RH -mod is simple module then R⊗RHN is a sim-

ple object in (G/H,R)-gr.
b. If Σ = ⊕C∈G/HΣC is a simple object in (G/H,R)-gr such

that ΣH �= 0 then prove that ΣH is simple in RH -mod
and in this case

Σ � R⊗RH ΣH

Hint : For i. see section 2.6. and for ii. use the same proof as in Section
2.7.

11. Let R be a graded ring and N ∈ R-gr; N is called gr-flat if the functor
−⊗R N : gr−R → ZZ-gr is exact. Prove that N is gr-flat if and only if
N is flat in R-mod.

Hint : The implication ⇐ is obvious. Conversely if N is gr-flat, as in
the non-graded case N is the inductive limit in R-gr of gr-free modules.
The implication then follows easily.

12. If M ∈ R-gr we write gr-w.dimRM for the gr-flat dimension (defined
as the corresponding ungraded concept which is denoted by w.dimRM).
Prove that gr.w.dimRM = w.dimRM .

Hint : Apply exercise 10.

13. Assume that R =
∑

σ∈GRσ is an almost strongly graded ring over
a finite group G. Because Rσ−1Rσ = Re for all σ ∈ G, there exist
aσi ∈ Rσ−1 , bσi ∈ Rσ such that for some finite set Tσ

(1) 1 =
∑

i∈Tσ

aσi b
σ
i
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Assume also that M,N ∈ R-mod and f ∈ HomRe(M,N). We define
the map f̃ : M → N as follows :

(2) f̃(m) =
∑

σ∈G

∑

i∈Iσ

aσi f(bσim)

Then prove

i) f̃ is an R-linear map

ii) Assume that n = |G| <∞. Let N ⊂M be a submodule of M
such that N is a direct summand of M in Re-mod. If M has
no n-torsion, prove there exists an R-submodule P of M such
that N ⊕ P is essential in M as an Re-module. Furthermore,
if M = nM , then N is a direct summand of M as R-module.

Hint : (Following the proof of Lemma 1. from [122]). We
have f : M → N as Re-modules such that f(m) = m for all
m ∈ N . Let f̃ : M → N be as in assertion 1. If x ∈ N , then
f̃(x) = nx. We put P = Kerf̃ and prove that N ∩ P = 0
(since M has no n-torsion) and N ⊕P is essential in M as an
Re-module. The last part of the exercise is clear.

iii) Assume that N is an R-submodule of M and M has no n-
torsion. Prove there exists an R-submodule P ⊂ M , such
that N ⊕ P is essential on M as Re-submodule.

iv) If M is semisimple as a left Re-module and M has n-torsion
then M is semisimple as R-module.
Hint : Apply 2.

v) If Re is a semisimple Artinian ring and n is invertible in Re
then R is a semisimple Artinian ring.

(Compare to Section 3.5. for similar ideas).

14. Assume that R is a ring with identity. Prove :

i) R is semiprime if and only if has no nonzero nilpotent ideals.

ii) Assume that R is a G-graded ring. Then a ∈ radg(R) and
a ∈ h(R) ⇔ a is gr-strongly nilpotent element i.e. for
any sequence a0 = a, a1 ∈ a0Ra0, . . . , an ∈ an−1Ran−1, . . .
where a0, a1, . . . an ∈ h(R) there is an n ≥ 0 such that an = 0.

iii) R is gr-semiprime if and only if R has no nonzero nilpotent
graded ideals.
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Hint :

i) “⇒” is obvious. “⇐” Let a ∈ rad(R), a �= 0, I = RaR �= 0.
Then I2 �= 0, Since I2 = RaRaR then aRa �= 0 ⇒ there ex-
ists a1 ∈ aRa, a1 �= 0. If we put J = Ra1R �= 0 then J2 �=
0⇒ a1Ra1 �= 0⇒ there exists a2 ∈ a1Ra1, a2 �= 0. So by in-
duction we obtain the sequence a0 = a, a1 ∈ a0Ra0 . . . , an, . . .
such that an ∈ an−1Ran−1 for any n ≥ 1 and an �= 0(n ≥ 0),
contradiction.

ii) and iii. are similar to the non-graded case.

15. (Levitzki) If R is a ring with identity and I is a nonzero nil ideal of
bounded index, there exists a nonzero ideal J ⊆ I such that J2 = 0.

Hint Assume that there exists n > 1, such that xn = 0 for any x ∈ I.
For element x ∈ I, we can assume that xn = 0 and xn−1 �= 0. If we
can assume that xn = 0 and xn−1 �= 0. If we put J = Rxn−1, then
J �= 0, J ⊆ I and J2 = 0. Indeed if a ∈ R, then y = axn−1 ∈ I
and yx = 0. So (y + x)n−1 = yn−1 + xyn−2 + . . . + xn−2y + xn−1.
Hence xyn−2 + . . . + xn−2y = (y + x)n−1 − yn−1 − xn−1 = (axn−1 +
x)n−1 + (axn−1)n−1 − xn−1 = txn−1 with t ∈ I. Since 0 = (y + x)n =
xyn−1 + x2yn−2 + . . .+ xn−2y2 + xn−1y, then txn−1y + xn−1y = 0 and
therefore (1 + t)xn−1y = 0. Since t ∈ I, t is nilpotent and hence 1 + t
is invertible. Hence xn−1y = 0 and so xn−1axn−1 = 0. Consequently
(Rxn−1R)2 = 0.

16. Let R = ⊕σ∈GRσ be a graded ring of finite support. If I is a nonzero
graded ideal of R such that it is a gr-nil ideal of bounded index (i.e.
there exists an n > 1 such that an = 0, for anyhomogeneous element
a ∈ I) then R contains a nonzero nilpotent graded idal J ⊆ I.
Hint I = ⊕σ∈GIσ. If Ie = 0 then Ise = 0, where s = |supp(R)|. If
Ie �= 0, by exercise 15. there exists Je ⊂ Ie, Je �= 0 a nonzero nilpotent
ideal of Re. But J = RJeR is a nilpotent nonzero graded ideal of R and
J ⊆ I.
The following exercises are related to small objects and steady cat-
egories. The notion of “small object” will also be used later in the
text.

17. Let A be an abelian category with arbitrary direct sums (i.e. an AB3
category Appendix) and M an object of A. M is called small when the
functor HomA(M,−) preserves direct sums. Prove that the following
assertions are equivalent :

i) M is small.
ii) The functor HomA(A,−) preserves countable direct sums, i.e.

any morphism f : M → ⊕i∈NXi factors through a finite
subcoproduct ⊕i∈FXi of ⊕i∈NXi where F is a finite subset
of N .
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iii) For any ascending chain M1 ⊆ M2 ⊆ . . . ⊆ Mn ⊆ . . . of
proper subobjects of M , the direct union

∑
i≥1Mi is a proper

subobject of M .

Hint : For detail see [181], p. 134).

18. If M ∈ R-mod is countable generated then M is small if and only if M
is finitely generated.

Hint : We apply assertion iii. of 17.

More generally we will say that M is X-small (or small relative to X
where X is an object of A such that HomA(M,−) preserves (countable)
direct sums of copies of X .

19. Let M ∈ A. Prove that M is small ⇔M is X-small for every object of
A.

Hint : The necessity id obvious. To prove sufficiency, let A = ⊕i∈INXi

and f : M → A a morphism in A. Let εi : Xi → A, i ∈ IN , be the
canonical injections. Then we have monomorphism u = ⊕i∈INεi : A →
A(N) and since M is A-small, Im(u ◦ f) ⊂ A(F ) for some finite subset F
of IN . This implies Imf ⊆ ⊕i∈FXi.

20. Let A and B be AB3 categories and M ∈ A,N ∈ B. Let F : A→ B and
G : B → A be functors such that F is left adjoint of G and G preserves
direct sums.Prove the following assertions :

i) M is GN -small in A⇔ FM is N -small in B.

ii) If M is small in A then FM is small in B.

iii) If furthermore we assume that G ◦ F � IdA, then M is small
in A⇔ FM is small in B

Hint :

i) Since G preserves coproducts, we have the canonical isomor-
phism HomB(FM,N IN ) � HomA(M,G(N IN )) � Homa(M,
(G(N))(IN)) from which i. follows.

ii) and iii. follow from i. and exercise 19.

21. Let R be a G-graded ring and M,N ∈ R-gr. Prove that the following
assertions hold :

i) M is small in R-gr if and only if M is small in R-mod.

ii) M is N -small in R-gr if and only if M is N -small in R-mod.

iii) If G is a finite group and M ∈ R-mod is a small object then
F (M) is small in the category R-gr. (F : R-mod→ R-gr is
the right adjoint of the forgetful functor U : R-gr → R-mod
(see Section 2.5).

Administrator
ferret
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Hint : We apply the foregoing exercise, Theorem 2.5.9 and Proposition
2.5.4.

A Grothendieck category A is called a steady category if every small
object of A is finitely generated (every finitely generated object in A is
small). Recall that a Grothendieck category is called locally Noetherian
when it has a set of Noetherian generators.

22. Prove that every locally Noetherian Grothendieck category is a steady
category.

Hint : Let M be a small object of A and X1 ⊆ X2 ⊆ . . . Xn ⊆ . . .
an ascending chain of subobjects of M , with X =

∑
i≥1Xi. For any

k ∈ IN let πk :
∏
n≥1X/Xn → X/Xk be the canonical projections

and π : X → ∏n≥1X/Xn the canonical morphism induced by the
canonical projections pn : X → X/Xn. If we set Yn = π(Xn) then
πk(Yn) = pk(Xk) and hence πk(Yn) = 0 for each k ≥ n. Therefore
we have Yn ⊆ ⊕n≥1π(Xn) =

∑
n∈IN Yn ⊆ ⊕n∈INX/Xn. Now for each

n ∈ IN consider vn : X/Xn → E(X/Xn) Since A is a locally Noetherian
category, ⊕n∈INE(X/Xn) is an injective object of A and so there exists
a morphism f : M → ⊕n∈INE(X/Xn) satisfying f ◦ i = f where i is the
inclusion of X in M . As M is a small object of A, f factors through
a finite subcoproduct ⊕kn=1E(X/Xn) and so we see that X/Xn = 0 for
every n ≥ k, i.e. the chain (Xn)n≥1 is stationary and M is Noetherian
and hence, in particular M is finitely generated.

23. Assume that R is a G-graded ring. If R is gr-Noetherian and M ∈ R-gr,
then M is small in R-gr if and only if M is finitely generated.

Hint : The category R-gr is locally Noetherian and we can apply the
exercise 20.

24. Let R be a G-graded ring with G a finite group. Prove that the category
R-gr is steady if and only if the category R-mod is steady.

Hint : The implication “⇐=” follows from assertion i. of exercise 19.
and “=⇒” follows from assertion iii. of exercise 21.

25. Let R be a G-graded ring and M,N ∈ R-gr such that M is N -gr-small
(i.e. M is N small in the category R-gr). Prove that HOMR(M,N) =
HomR(M,N).

Hint : If HomR(M,N) and σ ∈ G we have the morphism fσ ∈
HOMR(M,N)σ = HomR−gr(M,N(σ)) defined by fσ(mλ) = f(mλ)λσ
for every λ ∈ G,mλ ∈ Mλ. Then f =

∑
σ∈G fσ i.e. the family (fσ)σ∈G

is sumable to f in the finite topology (see Section 2.4). We can define a
morphism g ∈ HomR−gr(M,⊕σ∈GN(σ)) by g(x) = (fσ(x))σ∈G for every
x ∈M . Since M is N small in R-gr, then there are σ1, . . . , σn ∈ G such
that g(M) ⊆ ⊕ni=1N(σi). Therefore fσ = 0 for every σ �∈ {σ1, . . . , σn}
and hence f =

∑n
i=1 fσi , and therefore f ∈ HOMR(M,N).



2.12 Exercises 77

26. Let R be aG-graded ring, whereG is an infinite group and letM ∈ R-gr.
Prove that the following statements are equivalent :

i) M is small in R-gr (or R-mod).

ii) HOMR(M,N) = HomR(M,N) for every N ∈ R-gr.

Hint : The implication i. =⇒ ii. follows from exercise 25. For implica-
tion ii. ⇒ i. the first step is to show that if g ∈ HomR−gr(M,⊕σ∈GN(σ))
there are some τ1, . . . , τn ∈ G such that Img ⊆ ⊕ni=1N(τi). Let now
f : M → ⊕i∈INXi be a morphism in R-gr and let A = ⊕i∈INXi and
N = ⊕σ∈GA(σ). Then N is G-invariant i.e. N(σ) � N in R-gr for
every σ ∈ G. Since G is infinite, we may assume that IN is a subset of
G. In this case there is a monomorphism in R-gr :

v : N (IN) → ⊕σ∈GN(σ)

If u1 : A(e) = A→ N and εi : Xi → A, i ∈ N be the canonical injection
we set u = ⊕i∈ZZ(u1 ◦ εi) : A → N(IN). We obtain a morphism in
R-gr, v ◦ u ◦ f : M → ⊕σ∈GN(σ) so Im(v ◦ u ◦ f) ⊆ ⊕ni=1N(σi) for
some elements σ1, . . . , σn ∈ G. This implies that imf ⊆ ⊕i∈FXi. where
F = IN ∩ {σ1, . . . , σn} and therefore M is small in R-gr.
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2.13 Comments and References for Chapter 2

Focus in Chapter 2 is on the categorial language. For a group G with identity
element e, a G-graded ring R has three module categories associated to it in
a natural way : R-gr, R-mod and Re-mod. The connections between these
categories may be studied by considering various pairs of adjoint functors
between them. For example, the forgetful functor U : R-gr → R-mod has a
right adjoint F : R-mod → R-gr. Between Re-mod and R-gr we study the
functors :

(−)e : R-gr → Re-mod

Ind : Re-mod → R-gr

Coind : Re-mod → R-gr

The construction of these functors is inspired by Representation Groups The-
ory. The functor Ind, resp. Coind, is a left, resp. right, adjoint of the functor
(−)e; we study the relations between these functors in Section 2.5 and in Sec-
tion 2.8. apply this to describe the structure of gr-injective modules. Up to
a minor modification, Ind is applied in Section 2.7 in order to elucidate the
structure of the simple objects of R-gr. Using a functorial isomorphism be-
tween the functors Ind and Coind, we provide a characterization for a graded
ring R to be strongly graded in Section 2.6. Moreover in Section 2.6. the
methods from Torsion Theory are introduced.

The graded version of the Jacobson radical is as important in the theory
of graded rings as its ungraded equivalent is in classical (noncommutative)
algebra. For graded rings of finite support there is a stringent relation between
the Jacobson radical and its graded version, cf. Corollary 2.9.4; a graded
version of Hopkins’ theorem (corollary 2.9.7) is obtained.

Section 2.10 deals with some theory about graded endomorphism rings; this
leads to graded matrix rings and applications, e.g. to a graded version of
Wedederburn’s theorem (Theorem 2.10.10). We point out that Section 2.10
may be seen as a motivation for the study of the graded HOM functors in
Section 2.4.

For a certain version of the local-global methods of commutative algebra the
consideration of prime spectra is important, needless to say that prime and
semiprime ideals have been cornerstones of most theories in Ring Theory. In
Section 2.11, gr-prime ideals are being studied and the relation between the
prime spectrum and the gr-prime spectrum of a graded ring is being studied.
Here Theorem 2.11.4 and Theorem 2.11.12 may be viewed as main results.
Finally, the exercises in Section 2.12 complete and clarify some of the results
in this chapter.
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Chapter 3

Modules over Strongly
Graded Rings

3.1 Dade’s Theorem

Recall that, for a G-graded ring R, we have the induction functor : Ind =
R ⊗Re (−) : Re-mod → R-gr, appearing as a special case of the general
induction functor in Section 2.5. To M ∈ Re-mod there coresponds R⊗Re M
graded by (R ⊗Re M)σ = Rσ ⊗Re M , for σ ∈ G.

For any σ ∈ G we define (−)σ : R-gr → Re-mod to be the functor given by
M → Mσ and f → fσ where for f : M → N in R-gr, we define fσ as f |Mσ.
We have observed that the functor Ind is a left adjoint of the functor (−)e,
cf. Theorem 2.5.3., and moreover (−)e ◦ Ind ∼= IdRe−mod.

The main result of this section provides us with a characterization of strongly
graded rings in terms of equivalences of certain categories.

3.1.1 Theorem (E. Dade)

The following statements concerning the G-graded ring R are equivalent :

1. R is strongly graded

2. The induction functor Ind : Re-mod → R-gr is an equivalence of cate-
gories

3. The functor (−)e : R-gr → Re-mod is an equivalence of categories.

4. For any σ ∈ G, the functor (−)σ : R-gr→ Re-mod is an equivalence of
cetegories.

C. Nǎstǎsescu and F. Van Oystaeyen: LNM 1836, pp. 81–113, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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5. For M = ⊕σ∈GMσ in R-gr to say that M = 0, is equivalent to Me = 0
or to Mσ = 0 for some σ ∈ G.

Proof We have (−)σ = (−)e ◦ Tσ where Tσ is the σ-suspension functor,
therefore it is clear that equivalence of 3. and 4. follows from the fact that
Tσ is an isomorphism of categories. The implications 3. ⇒ 5, and 4. ⇒ 5.
are obvious. The equivalence of 2. and 3. follows directly from (−)e ◦ Ind ∼=
IdRe−mod. The implication 1. ⇒ 2. is consequence of Proposition 2.6.2, indeed
for M ∈ R-gr we have that the canonical morphism µ(M) : R ⊗Re Me →M ,
r ⊗ m �→ rm, for r ∈ R, m ∈ Me, is a functorial isomorphism because
Kerµ(M) = Cokerµ(M) = 0. Finally, the assertion 5. ⇒ 1. is a consequence
of proposition 2.6.2. g.

Recall that an R′-bimodule RMR is said to be an invertible R-bimodule
if there exists an R-bimodule RNR such that M ⊗R N ∼= R ∼= N ⊗R M as
R-bimodules.

3.1.2 Corollary

For a G-strongly ring R we have for every σ, τ in G, that the canonical mor-
phisms :

fστ : Rσ ⊗Re Rτ → Rστ , a⊗ b �→ ab

are isomorphisms of Re-bimodules. In particular, Rσ is an invertible Re-
bimodule for every σ ∈ G.

Proof Consider the graded R-module R(σ), for σ ∈ G. Since R(τ)e = Rτ ,
it follows from Theorem 3.1.1., that the canonical morphism µ(R(τ)) : R⊗Re

Rτ → R(τ), defined by r ⊗ b �→ rb for r ∈ R, b ∈ Rτ , is an isomorphism
in the category R-gr. Consequently, the restriction µ(R(τ))σ : Rσ ⊗Re Rτ →
R(τ)σ = Rστ must be an isomorphism ofRe-bimodules. That fστ = µ(R(τ))σ
needs no explanation and the first part of the statement in the Corollary
follows from the foregoing. Furthermore, note that Rσ ⊗Re Rσ−1 ∼= Re =
Rσ−1 ⊗Re Rσ as Re-bimodules, hence Rσ is an invertible Re-bimodule with
“inverse” in fact given by Rσ−1 (we wrote “inverse” because it is not unique;
this follows from the fact that we are considering objects up to isomorphism
and so the term inverse should more correctly be applied to the isomorphism
classes of Re-bimodules).

3.1.3 Corollary

Consider a right R-module M and a graded left R-module N over the strongly
graded ring R. The canonical set map :

α : M ⊗Re Ne →M ⊗R N, x⊗Re y �→ x⊗R y
where x ∈M , y ∈ Ne, is an additive group isomorphism.
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Proof Consider the canonical map :

µ(N) : R⊗Re Ne → N, r ⊗ y �→ ry

for r ∈ R, y ∈ Ne. As a consequence of Theorem 3.1.1, µ(N) is an isomorphism
of additive groups. Using the canonical isomorphism M ∼= M⊗RR, we obtain
α as the composition of the following isomorphisms :

M ⊗Re Ne � (M ⊗R R)⊗Re Ne
∼= M ⊗R (R ⊗Re Ne) = M ⊗R N

and therefore α is an isomorphism.

Again, let R be strongly graded by G. Consider an Re-module N . Since Rσ
is an Re-bimodule it makes sense to define G{N} = {σ ∈ G,Rσ⊗Re N

∼= N}.
That G{N} is a subgroup of G follows from Corollary 3.1.3. We call G{N}
the stabilizer- (or inertia) subgroup for N .

An N ∈ Re-mod is said to be G-invariant whenever G{N} = G.

3.1.4 Corollary

With notation as above, put M = R ⊗Re N ∈ R-gr. If R is strongly graded
then the stabilizer group for M in R-gr equals the stabilizer group of N in
Re-mod.

Proof An immediate consequence of Theorem 3.1.1.

3.1.5 Corollary

If R is strongly graded then for every σ ∈ G, the functor :

Rσ ⊗Re − : Re−mod→ Re−mod, X �→ Rσ ⊗Re X

for X ∈ Re-mod, is an equivalence of categories.

Proof An easy consequence of Corollary 3.1.2.

3.2 Graded Rings with R-gr Equivalent to

Re-mod

If we have an equivalence between categories for R-gr and Re-mod, but one
that is not necessarily given by the functor Ind, does it follow that R is
necessarily strongly graded ? This does not hold in general, but we present
some positive results in particular cases.
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First some general definitions and notation. Let A be an abelian category.
Denote by ΩA the set of isomorphism classes of simple objects of A; for a
simple object S of A we let [S] denote its isomorphism class. In case A = A-
mod we write ΩA instead of ΩA−mod.

3.2.1 Theorem

Suppose that F : R-gr → Re-mod is an equivalence of categories. If ΩRe is a
finite set then R is strongly graded.

Proof As a consequence of assertion 5. in Theorem 3.1.1. it will suffice
to show that Ce = 0. Assume Ce �= 0. From Theorem 2.7.2, it follows that
there is a bijective correspondence between ΩRe and the subset of all [S]
in ΩR−gr where S is gr-simple and e-faithful. The hypothesis about F yields
that ΩRe and ΩR−gr correspond bijectively too, hence in view of the foregoing
it follows that every gr-simple in R-gr is e-faithful. Consequently ΩCe = ∅.
On the other hand, since Ce �= 0 there must be a nonzero M in Ce and M
is finitely generated. There exists a maximal gr-submodule N of M with
N �= M (Zorn’s lemma). We then obtain a gr-simple Σ = M/N in Ce and
that is a contradiction.

The set ΩRe will be examined further in Chapter 4, e.g. Theorem 4.2.5 and
Section 4.3.

3.2.2 Corollary

Let F : R-gr→ Re-mod be an equivalence. If Re is a semilocal ring, then
R is strongly graded (recall that a ring A is semilocal whenever A/J(A) is a
semisimple Artinian ring).

Proof If Re is semilocal then ΩRe is a finite set.

The theorem may be slightly extended by allowing an equivalence between
R-gr and any module category A-mod.

3.2.3 Corollary

If there exists a ring A such that |ΩA| = 1 and R-gr becomes equivalent to
A-mod, then R is strongly graded.

Proof Since |ΩR−gr| = |ΩA|, the same argument as in the proof of theorem
3.2.1 may be used to derive that either Ce = 0 or Ce = R-gr. In case Ce = R-gr
we have M(σ) ∈ Ce for any nonzero M ∈ R-gr and σ ∈ G. Thus M(σ)e =
Mσ = 0 for all σ ∈ G, hence M = 0 and that is a contradiction. So we must
have Ce = 0 and it follows that R is strongly graded.
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To end this paragraph, we provide an example of a graded ring that is not
strongly graded but nevertheless the categories R-gr and Re-mod being equiv-
alent.

3.2.4 Example

Let k be a field and I an infinite set. We consider the direct product R = kI ,
R is a ring. Since I is infinite R � R × R as rings. We consider the group
G = {1, g} where g2 = 1. On R we consider the trivial gradation i.e. R1 = R
and Rg = 0. Clearly R-gr � R-mod ×R-mod. Since R � R×R then R-gr is
equivalent with the category Re-mod. But it is clear that R is not a strongly
graded ring. Of course, the ring R = kI with I infinite is not a semi-local
ring.

3.3 Strongly Graded Rings over a Local Ring

The main result of this paragraph is the following .

3.3.1 Theorem

LetR = ⊕λ∈GRλ be a strongly graded ring. IfRe is a local ring (i.e. Re/J(Re)
is a simple Artinian ring), then R is a crossed product.

Proof We consider the graded ring R/Jg(R), which is also strongly graded.
By Corollary 2.9.3 Jg(R) ∩ Re = J(Re) therefore (R/Jg(R))e = Re/J(Re).
Using Proposition 2.9.1 assertion 6. we may suppose Jg(R) = 0. In this case
Re is simple and Artinian. Obviously, any strongly graded ring as before is
gr-uniformly simple, hence by Corollary 3.1.5 for any σ ∈ G, the left Re-
module Rσ is isomorphic to Re. Let f : Re → Rσ be such an isomorphism.
If uσ = f(1) then Rσ = f(Re) = Reuσ an f(a) = auσ, a ∈ Re. Similarly,
taking the right Re-module Rσ−1 we find an element vσ ∈ Rσ−1 such that
vσRe = Rσ−1 . Since Rσ−1 .Rσ = Re, there exists a ∈ Re, such that 1 = vσauσ
so wσ = vσa ∈ Rσ−1 is a left inverse of uσ. From uσwσuσ = uσ we obtain
(uσwσ − 1)uσ = 0 and uσwσ − 1 ∈ Kerf = 0. Hence uσwσ = 1 and therefore
uσ is invertible for all σ, so it follows also that R is a crossed product.

Another proof : Since Rσ � R in as left Re-modules (R is strongly graded)
we have R(σ) � R in R-gr so RR is G-invariant. By Theorem 2.10.2 it follows
that R is a crossed product.

The foregoing result has applications in the theory of the Brauer group of a
commutative ring where the crossed product structure has importance.
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3.3.2 Example

If Re is not a local ring then R is not necessarily a crossed product, as the
following example shows.

Let K be a field and R be the ring of 3 × 3 matrices over K. We define a
ZZ2-grading on R as follows :

R
0̂

=




K K O
K K O
O O K



 ;R
1̂

=




O O K
O O K
K K K





Clearly, R
1̂
R

1̂
= R

0̂
, hence R is a strongly graded ring, which is not a crossed

product (there is no invertible element in R
1̂
). Also R

0̂
�M2(K)×K, R

0̂
is

not a local ring. We observe that R is a gr-simple ring, but R
0̂

is not a simple
ring (in fact it is only semi-simple).

3.4 Endomorphism G-Rings

For rings S ⊂ T we let the centralizer of S in T be CT (S) = {t ∈ T, st = ts
for every s ∈ S}. Clearly CT (S) is a subring of T and S ∩CT (S) = Z(S), the
center of S.

In particular if R is a G-graded ring then CR(Re) is a graded subring of R.

In general an abelian group A is called a G-module for the group G if there
is a group morphism φ : G → Aut(A). When A is a ring and Aut(A) is the
group of all ring automorphisms of A then we say that A is a G-ring if a φ
as before exists. We denote φ(g)(a) by ga for g ∈ G and a ∈ A. An abelian
group A is a (left) G-module exactly when A is a ZZ[G]-module, where ZZ[G]
is the groupring of G over ZZ.

First we introduce some general terminology and notation. For an arbitrary
ring S and R − S-bimodules RMS and RNS we let HomR,S(M,N) denote
the group of bimodule morphisms. In case M = N , HomR,S(M,M) will
be denoted by EndR,S(M). In the sequel of this section R will be strongly
graded by G. An R − S-bimodule is also an Re − S-bimodule and we have
an inclusion HomR,S(M,N) ↪→ HomRe,S(M.N). The fact that R is also an
Re −R-bimodule in the obvious way entails that EndRe,R(R) ∼= CR(Re).

3.4.1 Theorem (Miyashita)

With notation and terminology as above, consider R−S-bimodules M,N and
P , then the following assertions hold :

1. For any σ ∈ G and f ∈ HomRe,S(M,N) there exists a unique fσ ∈
HomRe,S(M,N) such that fσ(λσx) = λσf(x) for any x ∈ M and λσ ∈
Rσ.
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2. The map (σ, f) �→ fσ is an action of the group G on the additive group
HomRe,S(M,N).

3. For any subgroupH ofG, we have HomRe,S(M,N)H = HomRH ,S(M,N).
In particular HomRe,S(M,N)G = HomR,S(M,N).

4. For any σ ∈ G, f ∈ HomRe,S(M,N), and g ∈ HomRe,S(N,P ), we have
(g ◦ f)σ = gσ ◦ fσ. In particular, EndRe,S(M) is a G-ring.

Proof

1. Since RσRσ−1 = Re, there exist elements a1, . . . , an ∈ Rσ and b1, . . . ,
bn ∈ Rσ−1 such that

∑
i=1,n aibi = 1. If fσ(λσx) = λσf(x) for any

x ∈M and λσ ∈ Rσ, then we have

fσ(m) = fσ(
∑

i=1,n

aibim) =
∑

i=1,n

aif(bim)

therefore fσ is uniquely determined by f and σ. Hence we define fσ by
fσ(m) =

∑
i=1,n aif(bim). If λσ ∈ Rσ, then we have

fσ(λσm) =
∑

i=1,n

aif(biλσm)

=
∑

i=1,n

aibiλσf(m)

= λσf(m)

since biλσ ∈ Re for any i = 1, . . . , n.

We show now that fσ ∈ HomRe,S(M,N). Indeed, if λ ∈ Re, then :

fσ(λλσm) = λλσf(m) = λfσ(λσm)

Since RσM = M , we obtain for x ∈M , that x =
∑

i=1,s λ
i
σmi. Hence :

fσ(λx) = fσ(λ
∑

i=1,s

λiσmi)

= λ
∑

i=1,s

fσ(λiσmi)

= λfσ(
∑

i=1,s

λiσmi)

= λfσ(x)

which shows that fσ is a morphism of Re-modules. The fact that fσ is
an S-morphism is clear.
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2. If σ = e, we clearly have fe = 1. Pick σ, τ ∈ G. If λσ ∈ Rσ, λτ ∈
Rτ , we have that fστ (λσλτm) = λσλτf(m), and (f τ )σ(λσλτm) =
λσf

τ (λτm) = λσλτf(m) Since RσRτ = Rστ , we obtain that fστ =
(f τ )σ, i.e. (στ)f = σ(τf), therefore the group HomRe,S(M,N) is a
G-module.

3. If f ∈ HomRe,S(M,N)H , we have fσ = f for any σ ∈ H . Hence if
λσ ∈ Rσ with σ ∈ H , then f(λσm) = fσ(λσm) = λσf(m) showing that
f is an RH -morphism. The converse is obvious.

4. If λσ ∈ Rσ and m ∈M , we have that

(g ◦ f)σ(λσm) = λσ(g ◦ f)(m)
= λσg(f)(m)
= gσ(λσf(m))
= gσ(fσ(λσm))
= (gσ ◦ fσ)(λσm)

so (g ◦ f)σ = gσ ◦ fσ.

3.4.2 Remark

1. The map fσ has the following property : λσ−1fσ(x) = f(λσ−1x) for all
λσ−1 ∈ Rσ−1 and x ∈ M , which follows immediatelly from part 1. of
the previous theorem. Indeed, if we write 1 =

∑
i aibi with ai ∈ Rσ−1

and bi ∈ Rσ, then

f(λσ−1x) =
∑

i

aibif(λσ−1x)

=
∑

i

aif
σ(biλσ−1x)

=
∑

i

aibiλσ−1fσ(x)

= λσ−1fσ(x)

2. If A and B are two G-modules, then by Theorem 3.4.1 it follows that the
abelian group HomZZ(A,B) is a G-module. Indeed, if f ∈ HomZ(A,B)
and σ ∈ G, then (σf)(x) = σf(σ−1x). Thus, we obtain the canonical
functor

HomRe(·, ·) : (R −mod)o ×R −mod→ ZZ[G]−mod,
(M,N) �→ HomRe(M,N), M,N ∈ R−mod
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3.4.3 Corollary

The ring CR(Re) is a G-ring with the G-action defined as follows : if σ ∈ G,
then ασ : CR(Re) → CR(Re), ασ(z) =

∑
i=1,n aizbi, is an automorphism,

where ai ∈ Rσ−1 and bi ∈ Rσ are such that
∑

i=1,n aibi = 1. Moreover,
CR(Re)G � Z(R). In particular Z(Re) is a G-ring: if c ∈ Z(Re) and σ ∈ G,
then σc ∈ Z(Re) is the element with the property that (σc)λσ = λσc for any
λσ ∈ Rσ.

Proof We have that CR(Re) � EndRe,R(R). If z ∈ CR(Re), we define

φz ∈ EndRe,R(R) by φz(λ) = zλ for any λ ∈ R
Then

φσz (λ) =
∑

i=1,n

aiφz(biλ)

=
∑

i=1,n

aizbiλ

The element of CR(Re) associated to φσz (λ) is φσz (1) =
∑

i=1,n aizbi. Hence
σz =

∑
i=1,n aizbi, i.e. φσz = σz is an automorphism. Since CR(Re) �

EndRe,R(R), we have that

CR(Re)G � EndRe,R(R)G � EndR,R(R) � Z(R)

Now if z ∈ CR(Re), then σzλσ = λσz. Indeed, we have

σzλσ =
∑

i=1,n

aizbiλσ

=
∑

i=1,n

aibiλσz

= λσz

3.4.4 Remark

Let RMR be an R-bimodule. If a ∈ CR(Re), then φa : M → M,φa(x) = ax,
is an Re −R-bimodule morphism. If σ ∈ G, then φσa = φσa. Indeed, we have

φσa(λσx) = λσφa(x) = λσax

= σaλσx

= φσa(λσx)
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therefore since RσM = M we obtain that φσa = φσa.

If H is a subgroup of G of index s, let (σi)i=1,s be a system of representatives
for the left H-cosets of G. Thus G = ∪i=1,sσiH , a disjoint union. For any
R − S-bimodules M and N , we define the trace map

tGH : HomRH ,S(M,N)→ HomR,S(M,N)by tGH(f) =
∑

i=1,s

fσi =
∑

i=1,s

σif

We will write tH instead of tGH whenever there is no danger of confusion. The
definition of tH does not depend on the choice of the elements σ1, . . . , σs.
Indeed, if σiH = σ′

iH for any i = 1, . . . , s, then we have σi = σ′
ihi for some

hi ∈ H for any i. Then

tH(f) =
∑

i=1,s

fσi =
∑

i=1,s

fσ
′
ihi =

∑

i=1,s

(fhi)σ
′
i =
∑

i=1,s

fσ
′
i

since fhi = f for any i = 1, . . . , s and f ∈ HomRH ,S(M,N).

We show now that tH(f) ∈ HomR,S(M,N). Indeed, if σ ∈ G, we have that

tH(f)σ = (
∑

i=1,s

fσi)σ =
∑

i=1,s

fσσi

But σσi ∈ ∪j=1,sσjH , so

{ σiH | i = 1, . . . , s } = { σσiH | i = 1, . . . , s }
showing that tH(f)σ = tH(f). In particular, if M = N , we have the applica-
tion

tH : EndR(H),S(M)→ EndR,S(M)

and Im(tH) is an ideal of the ring EndR,S(M). Indeed, if g, h ∈ EndR,S(M),
then

g◦tH(f) = g◦
∑

i=1,s

fσi =
∑

i=1,s

g◦fσi =
∑

i=1,s

gσi◦fσi =
∑

i=1,s

(g◦f)σi = tH(g◦f)

Analogously we have lH(f) ◦ h = lH(f ◦ h) When H = { 1 } and G is finite,
we denote tG{1} by tG.

3.5 The Maschke Theorem for Strongly Graded

Rings

Throughout this section R = ⊕σ∈GRσ will be a strongly graded ring, and
H a subgroup of G of finite index s. We denote by (σi)i=1,s a system of
representatives for the left H-cosets of G.
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3.5.1 Theorem

Let M be a left R-module having no s-torsion, and N an R-submodule of
M . If N is a direct summand of M as an RH -module, then there exists an
R-submodule P of M such that N⊕P is essential in M as an RH -submodule.
Furthermore, if sM = M (for example if s is invertible in R), then N is a
direct summand of M as an R-module.

Proof We know that there exists a morphism f : M → N of RH -modules
such that f ◦ i = 1N , where i : N →M is the inclusion map. Let f̃ = tG(f) =∑

i=1,s f
σi We calculate :

f̃ ◦ i =
∑

i=1,s

(fσi ◦ i) =
∑

i=1,s

(fσi ◦ iσi) =
∑

i=1,s

(f ◦ i)σi =
∑

i=1,s

(1N)σi = s · 1N

Therefore we have f̃(x) = sx for any x ∈ N . Put P = Ker(f̃). If x ∈ N ∩ P ,
then sx = 0, and since M has no s-torsion we obtain that x = 0. Thus
N ∩ P = 0. We show now that N ⊕ P is essential in M as an RH -module.
Let x ∈M , and y = f̃(x) ∈ N . Then :

f̃(sx) = sf̃(x) = sy = f̃(y)

so f̃(sx − y) = 0 and sx − y ∈ P . This shows that sx ∈ N ⊕ P . Thus
sM ⊆ N ⊕ P , and N ⊕ P is an essential RH -submodule of M . The second
part is clear.

3.5.2 Corollary

Let M ∈ R-mod such that M is semisimple as an RH -module. If s is invertible
in R, then M is semisimple as an R-module.

Proof Let N be an R-submodule of M . Since M is semisimple as an RH -
module, N is a direct summand in M as an RH -submodule. Now Theorem
3.51. entails that N is a direct summand of M as an R-submodule.

3.5.3 Corollary

If RH is a semisimple ring and s is invertible in R, then R is a semisimple
ring.

The foregoing results generalize the classical result due to Maschke, stating
that for a finite group G with n = |G| being invertible in the ring A, the
groupring A[G] is semisimple whenever A is semisimple.
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3.5.4 Remarks

1. For A[G] = R with n = |G| <∞, the invertibility of n in A follows from
the semisimplicity of R. To prove this, look at σ ∈ G and assume σ is
of order m in G, i.e. σm = e. We claim that the left annihilator of 1−σ
in R is exactly R.(1+σ+ . . .+σm−1) where we have written 1 again for
the unit 1A.e of R. Indeed from (Στ∈Grτ τ)(1 − σ) = 0 it follows that
rτ = rτσ−1 for all τ ∈ G, hence rτ = rτσ = rτσ2 = . . . = rτσm−1 (note :
σ−1 = σm−1) for all τ in G. Since m divides n we have established that∑

τ∈G rτ τ = r′(1 + σ + . . .+ σm−1) for some r′ ∈ R.

The semisimplicty of R entails that R is so-called von Neumann regular,
cf. [24], hence there exists an r ∈ R such that (1 − σ)r(1 − σ) =
1 − σ, hence (1 − (1 − σ)r)(1 − σ) = 0. The foregoing then yields that
1 − (1 − σ)r = r′(1 + σ + . . . + σm−1) for some r′ ∈ R. Applying the
augmentation ε : A[G] → A, g �→ 1, to the foregoing relation yields :
1 = ε(r′)m. This proves already that the order of any σ ∈ G is invertible
in A, hence the exponent of G is invertible in A. However n and the
exponent of G have the same prime factors, therefore also n is invertible
in A.

2. Recall that if R = A[G] is left Artinian then |G| <∞.

3. For a strongly graded ring R with G finite, the semisimplicity of R does
not necessarily yield that |G| is invertible in R. As an example one
may consider the well-known ZZ/nZZ-gradation on the rational function
field k(X), where k is any field, given by k(X)

ô
= k(Xn) and k(X )̂

i
=

X ik(Xn). Obviously this gradation is a strong gradation, k(X) is a field
thus certainly semisimple Artinian and if chark = n �= 0, which we are
free to consider, n is not invertible in k.

We return to the consideration of a strongly graded ring R with respect
to a finite group G. For an Re-submodule N in an R-submodule M , we
define N∗ = ∩σ∈GRσN .

3.5.5 Lemma

N∗ is an R-submodule of M . Moreover, if N is an essential Re-submodule of
M , then so is N∗.

Proof For any λ ∈ G we have RλN∗ ⊆ ∩σ∈GRλRσN = ∩σ∈GRλσN = N∗.

Clearly N∗ is the largest R-submodule of M contained in N .

Assume now that N is an essential Re-submodule of M . Let X be a non-
zero Re-submodule of M . Then Rσ−1X �= 0 since RσRσ−1 = Re. Hence
Rσ−1X ∩ N �= 0, and then Rσ(Rσ−1X ∩ N) �= 0. Since Rσ(Rσ−1X ∩ N) =
RσN ∩ X , we have that RσN ∩ X �= 0. We have obtained that RσN is an
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essential Re-submodule of M . Since G is finite, N∗ is also essential as an
Re-submodule of M .

3.5.6 Corollary

Let R be a strongly G-graded ring, where n = |G| is finite. If M is an R-
module without n-torsion and N an R-submodule of M , then N is essential in
M as an R-submodule if and only if it is essential in M as an Re-submodule.

Proof Clearly if N is Re-essential, it is also R-essential. Assume now that
N is R-essential in M . Using Zorn’s Lemma, we can find an Re-submodule L
of M maximal with the property that N∩L = 0. Then N⊕L is essential in M
as an Re-submodule. Lemma 3.5.5 shows that (N ⊕L)∗ = N∗⊕L∗ = N ⊕L∗

is essential in M as an Re-submodule. On the other hand K = N ⊕ L∗ is an
R-submodule of M , and N ⊆ K ⊆ N ⊕L, so K = N ⊕ (K ∩L). By Theorem
3.5.1 there exists an R-submodule U of K such that N ⊕ U is essential in
K as an Re-submodule. Then N ⊕ U is essential in M as an Re-submodule,
therefore it is essential in M as an R-submodule. This shows that U = 0, so
N is Re-essential in M .

Let R = ⊕σ∈GRσ be a graded ring and M ∈ R-mod. We say that M is
component regular whenever 0 �= m ∈ M , implies Rσm �= 0 for all σ ∈ G.
We note that if R is a strongly graded ring, then every R-module is component
regular.

The following result is another version of the essential Maschke Theorem for
graded rings which generalize Corollary 3.5.6.

3.5.7 Theorem (D. Quinn [174])

Let R = ⊕σ∈RRσ be a graded ring, where n = |G| < ∞. Let N ≤ M be
left R-modules, and suppose that M is component regular and has no n-
torsion. Then there exists P ⊆M , an R-submodule, such that N ∩P = 0 and
N ⊕ P is an essential Re-submodule of M . In particular, if N is an essential
R-submodule of M , then N is an essential Re-submodule of M .

Proof By Zorn’s Lemma, there exists an Re-submodule L ⊆ M such that
L is maximal with respect to the property that N ∩ L = 0. Thus N ⊕ L is
an essential Re-submodule of M . Since M is component regular, then for any
σ ∈ G,Rσ(N ⊕L) is also an essential Re-submodule of M . Indeed, if m ∈M ,
m �= 0, then Rσ−1m �= 0, thus Rσ−1m ∩ (N ⊕ L) �= 0. Thus Rσ(Rσ−1m ∩
(N ⊕ L)) �= 0, and hence RσRσ−1m �= 0 and RσRσ−1m ∩ Rσ(N ⊕ L) �= 0.
Since RσRσ−1 ⊆ Re, there exists a ∈ Re such that 0 �= am ∈ Rσ(N ⊕ L).
We denote by K = ∩σ∈GRσ(N ⊕ L) = ∩σ∈G(N + RσL). Since G is finite,
K is obviously an essential Re-submodule of M . If τ ∈ G, we have RτK ⊆
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∩σ∈GRτ (N + RσL) ⊆ ∩σ∈G(N + RτσL) = K, hence K is an R-submodule
of M . Since N ≤ K ≤ N ⊕ RσL, we have K = N ⊕ (K ∩ RσL) = N ⊕ Lσ,
where Lσ = K ∩ RσL. Let πσ be the projection from K to N relative to
this decomposition, and let f : K → N, f(m) =

∑
σ∈G πσ(m),m ∈ K. We

prove that f is R-linear; let m ∈ K and write m = n + l, n ∈ N, l ∈ Lσ.
Then πσ(m) = n. If λ ∈ Rτ , we get λm = λn + λl, where λn ∈ N and λl ∈
RτL

σ ⊆ RτK ∩RτRσL ⊂ K ∩RτσL = Lτσ. Thus πτσ(λm) = λn = λπσ(m).
Summing over all σ ∈ G, we obtain

∑
σ∈G πτσ(λm) = λ

∑
σ∈G πσ(m), so

f(λm) = λf(m), i.e. f is R-linear.

Put P = Kerf , which is an R-submodule of M . If m ∈ N ∩ P , we have
f(m) = 0, and πσ(m) = m for any σ ∈ G. Hence f(m) = |G|m. Since M
has no |G|-torsion, we obtain m = 0. Hence N ∩ P = 0. Also, if x ∈ K and
y = f(x), we have f(y) = ny, and therefore f(nx − y) = nf(x) − f(y) =
nf(x) − ny = nf(x) − nf(x) = 0. Thus nx − y ∈ P , i.e. nx ∈ N ⊕ P . Since
K is an essential Re-submodule of M , we obtain that N ⊕ P is an essential
Re-submodule of M .

3.6 H-regular Modules

Throughout this section R is again a strongly graded ring of type G and we
consider a subgroup H having finite index s in G. We let {σi, i = 1, . . . , s}
be a left transversal of H in G, i.e. a system of representatives of the left
H-cosets in G.

An R-module M is said to be H-regular if there exists f ∈ EndRH (M) such
that tGH(f) = 1M . When H = {e} we say that M is regular (instead of {e}-
regular). If M is a left R-module, we denote by ResGH(M) the module M
considered as an RH -module by restricting the scalars.

3.6.1 Proposition

The following assertions hold :

1. If M ∈ (G/H,R)-gr, then M is H-regular (the definition of the category
(G/H,R)-gr and some detail is given in Section 2.12)

2. If M = ⊕i∈IMi, then M is H-regular if and only if Mi is H-regular for
any i ∈ I.

3. If M is H-regular, then M is σHσ−1-regular for any σ ∈ G.

4. Let K < H < G be subgroups such that K has finite index in G. If M
is K-regular, then M is H-regular.

5. Let K < H < G be subgroups such that K has finite index in G. If M
is H-regular and ResGH(M) is K-regular, then M is K-regular.
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6. Let M,N ∈ R-mod, and H a normal subgroup of G. If M or N is
H-regular, then the abelian group HomRH (M,N) is H-regular as a G-
module.

Proof

1. Since M ∈ (G/H,R)-gr, then we have M = ⊕c∈G/HMc. If m ∈ M , we
can write m =

∑
c∈G/Hmc. Then define f ∈ HomRH (M,M) by f(m) =

mH We have that tGH(f) =
∑
i=1,s f

σi and fσi(m) =
∑

j=1,n ajf(bjm)
where 1 =

∑
j=1,n ajbj , aj ∈ Rσi , bj ∈ Rσ−1

i
We remark that f(bjm) =

bjmσiH , so fσi(m) =
∑

j=1,n ajbjmσiH = mσiH . Therefore tGH(f)(m) =
∑

i=1,smσiH = m i.e. tGH(f) = 1M .

2. Let M ∈ R-mod be H-regular and N a direct summand of M . There
exists f ∈ EndRH (M) such that tGH(f) = 1M . Since N is a direct
summand of M , there exists p ∈ HomR(M,N) such that p ◦ i = 1N ,
where i : N →M is the inclusion. If we put g = p ◦ f ◦ i, then

tGH(g) =
∑

i=1,s

gσi =
∑

i=1,s

(p ◦ f ◦ i)σi =
∑

i=1,s

pσi ◦ fσi ◦ iσi

=
∑

i=1,s

p ◦ fσi ◦ i = p ◦ (
∑

i=1,s

fσi) ◦ i = p ◦ i = 1N

so N is H-regular.

Assume that M = ⊕i∈IMi and Mi is H-regular for any i ∈ I. Then
there exists for any i ∈ I some fi ∈ EndRH (Mi) such that tGH(fi) = 1Mi .
If we put f = ⊕fi, then it is easy to see that tGH(f) = 1M .

3. Since M is H-regular, there exists f ∈ EndRH (M) such that tGH(f) =
1M . Then fσ ∈ EndR

σHσ−1 (M). Indeed, for any λσ ∈ Rσ, µ ∈ RH and
λσ−1 ∈ Rσ−1 we have that

fσ(λσµλσ−1x) = λσf(µλσ−1x) = λσµf(λσ−1x) = λσµλσ−1fσ(x)

Now the set { σσiσ−1 | i = 1, . . . , s } is a set of representatives for
the left σHσ−1-cosets of G. Indeed, we have that G = ∪i=1,sσiH . If
g ∈ G, then σ−1gσ = σih for some h ∈ H . Thus g = σσihσ

−1 =
(σσiσ−1)(σhσ−1), so G = ∪i=1,s(σσiσ−1)(σHσ−1). On the other hand,
if (σσiσ−1)−1(σjσ−1) ∈ σHσ−1, we obtain that σ−1

i σj ∈ H , i.e. σi =
σj . Thus we have that

tGσHσ−1 (fσ) =
∑

i=1,s

(fσ)σσiσ
−1

=




∑

i=1,s

fσi





σ

= 1σM = 1M
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4. There exists f ∈ EndiRK (M) such that tGK(f) = 1M . Let (τj)j=1,r be a
set of representatives for the left K-cosets of H . Then (σiτj)i=1,s, j=1,r

is a set of representatives for the left K-cosets of G. Thus we have∑
i=1,s

∑
j=1,r f

σiτj = 1M so
∑

i=1,s

∑
j=1,r(f

τj)σi = 1M If we denote
by g =

∑
j=1,r f

τj , then g ∈ EndRH (M), and tGH(g) = 1M .

5. Notation as in 4. Since ResGH(M) is K- regular, there exists f ∈
EndRK (M) such that tHK(f) = 1M , i.e.

∑
j=1,r f

τj = 1M . Since M
is K-regular, there exists g ∈ EndRH (M) such that tGH(g) = 1M , i.e.∑

i=1,s g
σi = 1M . Let h = g ◦ f . Then h ∈ EndRK (M) and

tGH(h) =
∑

i=1,s

∑

j=1,r

hσiτj =
∑

i=1,s

∑

j=1,r

gσiτjfσiτj

=
∑

i=1,s

∑

j=1,r

(gτj )σi(f τj )σi =
∑

i=1,s

∑

j=1,r

gσi(f τj)σi

=
∑

i=1,s

gσi ◦ (
∑

j=1,r

f τj)σi =
∑

i=1,s

gσi = 1M

6. Assume that M is H-regular. Then there exists f ∈ EndRH (M) such
tGH(f) = 1M . We denote by A = HomRH (M,N) and define f∗ : A →
A by f∗(u) = u ◦ f for any u ∈ HomRH (M,N). Then tGH(f∗) =∑

i=1,s σif
∗, where

(σif∗)(u) = σif
∗(σ−1

i u) = σif
∗(uσ

−1
i )

= (f∗(uσ
−1
i ))σi = (uσ

−1
i ◦ f)σi = u ◦ fσi

Hence
tGH(f∗)(u) =

∑

i=1,s

u ◦ fσi = u ◦
∑

i=1,s

fσi = u

so tGH(f∗) = 1A. The situation where N is H-regular can be dealt with
in a similar way.

3.6.2 Corollary

If N ∈ RH -mod, then IndGH(N) (or CoindGH(N)) is H-regular. Recall that
IndGH(N) = R⊗RH N , see Section 2.12)

Proof Apply 1. of Proposition 3.6.1.

Let R = ⊕σ∈GRσ be a graded ring and H a subgroup of G of finite index s.
For M ∈ R-mod, we have a surjective morphism of R-modules

α : R⊗RH M →M, α(λ ⊗m) = λm, λ ∈ R, m ∈M
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and an injective morphism of R-modules

β : M → HomRH (R,M), β(m)(λ) = λm, λ ∈ R, m ∈M
Then α is a split surjection and β is a split injection in RH -mod. Indeed,
define α′ : M → R ⊗RH M by α′(m) = 1⊗m, and β′ : HomRH (R,M)→ M
by β′(u) = u(1). We have α ◦ α′ = 1M and β′ ◦ β = 1M . Moreover, α′ and β′

are clearly RH -linear.

If n ∈ ZZ, we say that n is invertible in M if the morphism φn : M →
M,φn(x) = nx is bijective.

3.6.3 Proposition

Let M ∈ R-mod. If s = [G : H ] is invertible in M , then M is H-regular.

Proof With notation as above, define γ = s−1tGH(α′). Then γ is R-linear
and

α ◦ γ = s−1
∑

i=1,s

α ◦ α′σi = s−1
∑

i=1,s

(α ◦ α′)σi = 1M

so M is H-regular.

If M,N ∈ R-mod, we say that M divides N (or M is a component of N), and
write M |N , if M is isomorphic to a direct summand of N in R-mod. If H is a
subgroup of G, then M is said to be RH -projective (respectively RH -injective)
if M divides an induced (respectively coinduced) R-module R⊗RH L for some
RH -module L. It is obvious that the two concepts coincide in the case where
R is a strongly graded ring.

3.6.4 Theorem

Let R = ⊕σ∈GRσ be a strongly graded ring and H a subgroup of G of finite
index s. If M ∈ R-mod, then the following assertions are equivalent.

1. M is H-regular.

2. M is RH -projective.

Proof 2. ⇒ 1. follows from Corollary 3.6.2 and assertion 2. of Proposition
3.6.1. In order to prove that 1. ⇒ 2., assume that M is H-regular, and let
f ∈ EndRH (M) such that tGH(f) = 1M . We consider the map α : R⊗RH M →
M defined before, and define γ : M → R⊗RH M, γ(m) = 1⊗ f(m) We have
α ◦ γ = f and γ is RH -linear. Then

α ◦ tGH(γ) = tGH(α ◦ γ) = tGH(f) = 1M

showing that α is a split surjection in R-mod.
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3.6.5 Corollary

If M is a projective (respectively injective) R-module, then M is H-regular.

Proof If M is projective then α is a split surjection, and if M is injective
then β is a split injection in R-mod, and we can apply Theorem 3.6.4.

3.6.6 Corollary

Let H be a subgroup of G and N an RH -module which is K-regular for some
subgroup K of H . Then IndGH(N) is a K-regular module.

Proof Since N is K-regular, there exists L ∈ RK-mod such that N is a
component of RH ⊗RK L. Thus IndGN = R⊗RH N is a component of

R⊗RH (RH ⊗RK L) � R⊗RK L

and the assertion follows from Theorem 3.6.4.

Assume now that G is a finite group. If M ∈ R-mod, we denote by B(M) the
set of all subgroups H of G such that M is H-regular. B(M) is not empty
since M is clearly G-regular. Since B(M) is a finite set, it has at least one
minimal element. We denote by V(M) the set of all minimal elements of
B(M). By assertion 3) of Proposition 3.6.1, we know that V(M) is closed
under conjugation. An R-module M is said to be indecomposable if M
is not a direct sum of two non-zero submodules. M is said to be strongly
indecomposable if EndR(M) is a local ring. Obviously, if M is strongly
indecomposable, then M is indecomposable.

Let n = |G|, and write n = pk11 . . . pkr
r , where p1, . . . , pr are distinct primes.

If we denote u = pk11 and v = pk22 . . . pkr
r , we have that (u, v) = 1, so there

exist integers k and l such that ku+ lv = 1. Thus φku + φlv = 1M , and since
EndR(M) is a local ring, either φku or φlv is invertible. If φlv is invertible,
then pk22 , . . . , p

kr
r are invertible on M . If u is invertible, then we repeat the

procedure with pk22 , . . . , p
kr
r , until we obtain that at most one of the elements

pk11 , . . . , p
kr
r is not invertible on M . Hence we can write n = pkm, where p is

prime, (m, p) = 1, and m is invertible on M .

3.6.7 Proposition

Let R = ⊕σ∈GRσ be a strongly graded ring, where G is a finite group of order
n. If M ∈ R-mod is strongly indecomposable, then any element of V(M) is a
p-subgroup of G for some prime divisor p of n.
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Proof Let n = pkm, where (p,m) = 1 and m is invertible in M . Let
H ∈ V(M) and K < H,K a Sylow-p-subgroup of H . Then K is p-subgroup
of G and [H : K] is prime with p. Since [H : K] divides n = |G|, then
[H : K] divides m and therefore [H : K] is invertible on M . Now clearly
[H : K] is invertible on ResGHM , too. Hence ResGH(M) is K-regular. Since M
is H-regular Proposition 3.6.1 yields that M is K-regular. But H ∈ V(M)
and K ⊆ H , so H = K.

3.7 Green Theory for Strongly Graded Rings

The finitely generated indecomposable modules for a group ring have a rep-
resentation theoretic meaning. In the case R = k[G] where k is a field of
characteristic p and G a finite group, a characterization of the finitely gener-
ated indecomposable modules is part of the work of J. A. Green, [88], [89],
that became known as “Green Theory”. The idea(s) of proof used by J. A.
Green may be extended to the case of certain strongly graded rings. We also
made use of E. Dade’s paper [55]; for some generalities the reader may also
consult G. Karpilowsky [112] or Curtis, Reiner [46].

In this section, R is strongly graded by G such that the following conditions
hold :

G.a. Re is an algebra over a commutative Noetherian complete local ring A
with residue field k of nonzero characteristic p.

G.b. G is a finite group.

G.c. For every σ ∈ G, Rσ is a finitely generated A-submodule of R.

From G.c. it follows that R is a finitely generated A-module (in fact a Noethe-
rian A-module) hence any finitely generated R-module M is a Noetherian
A-module and moreover EndR(M) as well as EndRe(M) are Noetherian A-
modules.

To start off the theory we need a few lemmas of group theoretic nature dealing
mainly with double cosets in G.

3.7.1 Lemma

Let G be a finite group, and H,K two subgroups of G. Let KgH be a double
coset of g ∈ G relative to H and K. If {h1 . . . , hs} is a set of representatives
for the left cosets of gHg−1∩K in K, then KgH = ∪sj=1hjgH and {hjgH |j =
1, . . . , s} are the left cosets of H contained in KgH .
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Proof If z = xgy ∈ KgH , then x = hjghg
−1 so z = hjghg

−1gy = hjghy

so z ∈
s⋃

j=1

hjgH . On the other hand, if hjgH ∩ hj′gH �= ∅, then there

exists z = hjgh1 = hj′gh2, and hence h−1
j′ hj = gh2h

−1
1 g−1 ∈ gHg−1 ∩K, so

hj′ = hj . Hence hjgH = hj′gH .

3.7.2 Lemma

Let R = ⊕σ∈GRσ be a strongly graded ring, where G is a finite group. Let
H,K be two subgroups of G. If M is an RH -module, then we have the
isomorphism of RK-modules

RKgH ⊗RH M � RK ⊗RgHg−1∩K
(RgH ⊗RH M)

Proof Let us denote for the sake of simplicity M (g) = RgH ⊗RH M for each
g ∈ G.
We have RKgH ⊗RH M

∼= ⊕sj=1M
(hjg), as Re-module, RK ⊗R

gHg−1∩K
M (g) =

⊕sj=1Rhj(gHg−1∩K) ⊗RgHg−1∩K
M (g) ∼= ⊕sj=1(Rhj ⊗Re RgHg−1∩K) ⊗RgHg−1∩K

M (g) ∼= ⊕sj=1(Rhj ⊗Re RgH)⊗R(H) M = ⊕sj=1M
(hjg), as Re-modules. Now it

is easy to see that the above isomorphism is an RK-isomorphism.

3.7.3 Lemma (Mackey formula)

If {g1, g2, . . . , gr} is a set of representatives for the double cosets of K and H
in G, then

R⊗RH M = ⊕ri=1

(

RK ⊗R
K∩giHg

−1
i

(RgiH ⊗RH M)
)

as RK-modules.

Proof R⊗RH M = ⊕ri=1RKgiH ⊗RH M as RK -modules, and apply Lemma
3.7.2.

3.7.4 Lemma

Let M ∈ R-mod be a finitely generated R-module. If M is an indecomposable
R-module, then M is strongly indecomposable.

Proof Put : T = EndR(M). Let m be the maximal ideal of A, and consider
the m-adic topology on T : (miT )i≥0. It is obvious that each miT is an ideal
of T . By assertion 8. p. 302 of [150], we have that T is complete in the
m-adic topology. Then every idempotent of T/mT may be lifted to T (see
Lemma VII.1 of [157], page 312). Since M is an indecomposable R-module
T has only two idempotent elements, 0 and 1, and hence T/mT has only two
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idempotent elements, 0 and 1. We show now that T/J(T ) is a field, where
J(T ) denotes the Jacobson radical of T . We have mT ⊂ J(T ) (see [136], page
299, Property 3.). Since T/mT is a finitely generated (A/m)-module, then
T/mT is an Artinian algebra, and therefore T/J(T ) is a semisimple Artinian
ring. Since there exists a natural number k such that J(T )k ⊂ mT , every
idempotent of T/J(T ) may be lifted to T/mT . Therefore, T/J(T ) has only
trivial idempotents, (0 and 1), i.e. T/J(T ) is a field. Thus, T is a local ring,
i.e. M is a strongly indecomposable R-module.

3.7.5 Corollary

Let R be a strongly graded ring satisfying G.a, G.b, G.c. If M is a finitely
generated R-module, then M is a finite direct sum M1 ⊕ M2 . . . ⊕ Mn of
indecomposable R-modules Mi. Moreover, this decomposition is unique up
to order and isomorphisms.

Proof The fact that M is a finite direct sum of indecomposable modules
follows from the fact that M is a left Noetherian R-module. Apply Lemma
3.7.4 and the classical Krull-Schmidt theorem.

In Section 3.6, we defined the set B(M) of all subgroups H of G such that M
is H-regular, and we denoted by V(M) the set of minimal elements of B(M).
From now on, all modules will be finitely generated.

3.7.6 Theorem

Suppose that R is a strongly graded ring which satisfies conditions G.a., G.b.
and G.c.. Let M ∈ R-mod be an indecomposable module. If H ∈ V(M) and
K ∈ B(M), then the following assertions hold :

1. H is a p-group, where p = chark, k is the residue class field of A (see
condition G.a).

2. There exists σ ∈ G such that σHσ−1 ≤ K.

3. The elements of V(M) form a unique conjugacy class of p-subgroups of
G.

Proof

1. Let n = |G|. Then we can write n = pkm, where (p,m) = 1. But it is
easy to see that m is invertible in the ring A i.e. m is invertible in R.
Now we apply Proposition 3.6.7.

2. Since M is H-regular, there exists N ∈ RH -mod such that M divides
R ⊗ RHN . Since M is indecomposable, we may assume that N is an
indecomposable RH -module. On the other hand we can write ResGKM =
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M1⊕ . . .⊕Mt, where Mi ∈ RK-mod and Mi are indecomposable. Using
Lemma 3.7.3, each Mi divides RK ⊗R

K∩giHg
−1
i

(RgiH ⊗RH N) for some

gi. But M divides R⊗RK M ∼= R⊗RK M1 ⊕ . . .⊕R⊕RK Mt. Since M
is indecomposable, there exists i such that M divides R⊗RK Mi. Thus,
M divides

R⊗RK

(

RK ⊗R
K∩giHg

−1
i

(RgiH ⊗RH N)
)

∼= R⊗R
K∩giHg

−1
i

(RgiH ⊗RH N)

Consequently, M is (K ∩ giHg−1
i )-regular i.e. (K ∩ giHg−1

i ) ∈ B(M).
Since H is minimal in B(M), giHg−1

i is minimal in B(M), and (since
K ∩ giHg−1

i ⊆ giHg−1
i ) we have K ∩ giHg−1

i = giHg
−1
i , i.e. giHg−1

i ⊆
K.

3. This follows from 2.

A subgroup H of G which is minimal in B(M) is called a vertex of M , and
an indecomposable RH -module N such that M divides R ⊗RH N is called a
source of M .

3.7.7 Theorem

Assume that H is a vertex of the indecomposable R-module M . If N,N ′ ∈
RH -mod are two sources of M , then there exists σ ∈ N(H) (N(H) is the
normalizer of H) such that N ′ ∼= RσH ⊗RH N (as RH -modules).

Proof Write ResGHM = M1 ⊕ . . . ⊕Mt, where the Mi are indecomposable
RH -modules. On the other hand, M divides R ⊗RH N . If we apply Lemma
3.7.3 for the case K = H , we have

R⊗RH N ∼= ⊕ri=1

(

RH ⊗R
H∩giHg

−1
i

(RgiH ⊗RH N)
)

where g1, g2, . . . , gr is a set of representatives for the double cosets of H and
H in G. Then Mi divides R ⊗RH N , and therefore there exists gi such that
Mi divides RH ⊗R

H∩giHg
−1
i

(RgiH ⊗RH N). Since M is a direct summand

in R ⊗RH M = ⊕ti=1R ⊗RH Mi, and M is indecomposable, M is a direct
summand in R⊗RH Mi for some i. Thus M divides R⊗RH (RH ⊗R

H∩giHg
−1
i

(RgiH ⊗RH ⊗RHN)) ∼= R⊗R
H∩giHg

−1
i

(RgiH ⊗RHN). So M is (H ∩ giHg−1
i )-

regular, and since H is a vertex, we have H ∩(giHg−1
i ) = H , so H = giHg

−1
i .

Concequently, gi ∈ N(H), and Mi is a direct summand in RH ⊗RH RgiH ⊗RH

N) ∼= RgiH ⊗RH N . Because RgiH ⊗Rg−1
i
H
∼= RH , then RgiH ⊗RH N is also

an indecomposable RH -module. Hence Mi
∼= RgiH ⊗RH N .
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Analogously, if we replace N by N ′, there exists gj such that Mi
∼= RgjH⊗RH

N ′. Thus RgiH ⊗RH N ∼= RgjH ⊗RH N ′, and therefore N ′ = RσH ⊗RH N ,
where σ = g−1

j gi ∈ N(H).

If K,H are subgroups of G, we write K ⊂c H (inclusion by conjugation) if
there exists σ ∈ G such that K ⊂ σHσ−1. If K = σHσ−1 we write K =c H .

3.7.8 Theorem

Let M be an indecomposable R-module, H a vertex of M and K a subgroup
of G such that M is RK-projective. Let us write ResGKM = M1 ⊕ . . . ⊕Ms,
where Mi are indecomposable RK-modules, and for each i, 1 ≤ i ≤ s, let Ki

be a vertex of Mi. Then :

a. Ki ⊂c H for 1 ≤ i ≤ s
b. There exists an Mi such that M is a direct summand in R⊗RK Mi, and

for this i we have :

c. Ki =c H .

Proof

a. Let N ∈ RH -mod be a source of M . By Lemma 3.7.3 we have R ⊗RH

N ∼= ⊕ri=1RK ⊗
R

(K∩giHg
−1
i )

(RgiH ⊗RH N) as RK . Since Mi is a direct

summand of R⊗RHN , there exists a gi such thatMi is a direct summand
of RK ⊗R

K∩giHg
−1
i

(RgiH ⊗RH ⊗RHN). Therefore Mi is (K ∩ giHg−1
i )-

regular. Since Ki is a vertex of Mi, then K ∩ giHg−1
i contains σiKiσ

−1
i

for some σi ∈ K. But it is easy to see that Ki ⊂ σHσ−1, where
σ = σ−1

i gi.

b. Since M is a direct summand of R⊗RK M ∼= ⊕si=1R⊗RK Mi, and since
M is indecomposable, there exists anMi such that M divides R⊗RKMi.
Since Ki is a vertex of Mi, Mi is a direct summand in RK ⊗RKi

Mi.
Hence M is a direct summand in R⊗RK (RK⊗RKi

M), and therefore M
is Ki-regular. Since H is a vertex of M , and Ki ⊆c H , then Ki =c H .
An indecomposable R-module M is called principal if M is isomorphic
to a direct summand of RR.

3.7.9 Corollary

If Re is a semisimple Artinian ring (R = ⊕σ∈GRσ is strongly graded, and
satisfies G.a., G.b. and G.c), M is a principal indecomposable R-module, and
K is a subgroup of G, such that M is K-regular, then

ResGKM = M1 ⊕M2 ⊕ . . .⊕Ms

where the Mi are principal indecomposable RK-modules.
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Proof Since M is a principal indecomposable R-module, then {e} is a vertex
of M . From Theorem 3.7.3. it follows that Ki = {e}. If Ni is a source of Mi,
then Ni is an indecomposable Re-modules, and Mi is isomorphic to a direct
summand of RK ⊗Re Ni. But Ni is isomorphic to a minimal left ideal of Re.
Thus Mi is isomorphic with a direct summand of RK ⊗Re Re = RK .

We end this section by the following fundamental result :

3.7.10 Theorem (J.A.Green)

Let R = ⊕σ∈GRσ be a strongly graded ring satisfying conditions G.a, G.b,
and G.c. Let P be a p-subgroup of G and let H be a subgroup of G containing
N(P ). Then there is a one-to-one correspondence between the isomorphism
classes [M ] of finitely generated indecomposable R-modules M with vertex
P , and the isomorphism classes [N ] of finitely generated indecomposable RH -
modules with vertex P . Here [M ] corresponds to [N ] if and only if M divides
R ⊗RH N , which occurs if and only if N divides ResGHM .

Proof

Step 1.
P is not G-conjugate to a subgroup of xPx−1 ∩P for all x ∈ G−H . Indeed,
if P is G-conjugate to a subgroup of xPx−1∩P , then there exists y ∈ G, such
that yPy−1 ⊆ xPx−1 ∩ P . Thus yPy−1 ⊆ P and therefore yPy−1 = P , so
y ∈ N(P ). Hence P ⊆ xPx−1, so P = xPx−1 i.e. x ∈ N(P ), a contradiction.
Step 2.
Let N ∈ RH -mod be finitely generated indecomposable, such that N is P -
regular. Then N is the only possible component of ResGH(R ⊗RH N) in the
sense that any other indecomposable component which is not isomorphic to
N is (xPx−1∩H)-regular for some x ∈ G−H . Indeed, since R = RH⊕RG−H
as RH -bimodules, there exists N ′ ∈ RH -mod such that ResGH(R ⊗RH N) =
N ⊕ N ′. Since N is P -regular, there exists an RP -modules L such that
RH ⊗RP L = N ⊕ N ′′ for a suitable RH -module N ′′. Then R ⊗RP L =
R ⊗RH (RH ⊗RP L) ∼= (R ⊗RH N) ⊕ (R ⊗RH N ′′) = N ⊕N ′ ⊕N ′′ ⊕ N ′′′ as
RH -modules for a suitable RH -module N ′′′. On the other hand, by Lemma
3.7.3. we have R⊗RP L

∼= ⊕ri=1Vi, where Vi = RH ⊗R
H∩giPg

−1
i

(RgiP ⊗RP L),

and {g1 = 1, g2, . . . , gr} is a set of representatives for the double cosets of
H and P in G. Now V1 = RH ⊗RP L = N ⊕ N ′′. Thus N ⊕ N ′ ⊕ N ′′ ⊕
N ′′′ = N ⊕ N ′′ ⊕ ⊕ri=2Vi, and so we have N ′ ⊕ N ′′′ ∼= ⊕ri=2Vi. If we write
N ′ = N ′

1 ⊕ . . . ⊕ N ′
s are indecomposable RH -modules, then we obtain that

each N ′
k is a component of a suitable Vi, hence N ′

k is (H ∩ gkPg−1
k )-regular

for some gk �∈ H . Now R⊗RH N = N ⊕N ′, and the assertion follows.
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Step 3.
LetM ∈ R-mod be an indecomposableR-module. By Theorem 3.7.3. ResGHM
has at least one indecomposable component N ∈ RH -mod such that N
has vertex P and M is a component of R ⊗RH N . By Step 2., N is the
unique component of ResGH(R ⊗RH N) which is not (xPx−1 ∩H)-regular for
all x ∈ G − H . We prove that N is the unique indecomposable compo-
nent of ResGHM , with vertex P , such that N is not (xPx−1 ∩ H)-regular
for all x ∈ G − H . Indeed, let N ′ be any indecomposable component of
ResGHM , with vertex P . Thus N ′ is component of ResGH(R ⊗RH N). If N ′ is
(xPx−1 ∩H)-regular for some x ∈ G−H , then since N ′ has vertex P , there
exists y ∈ H such that yPy−1 ⊆ xPx−1∩H , and hence P ⊆ y−1xP (y−1x)−1,
so P = (y−1x)P (y−1x)−1. Thus y−1x ∈ N(P ) ⊂ H . Since y ∈ H , x �∈ H
follows, contradiction. Thus N ′ is not (xRx−1∩H)-regular for all x ∈ G−H .
By Step 2. since N ′ is also a component of ResGH(R ⊗RH N) we obtain that
N ∼= N ′.

Step 4.
We denote by CR,P the set of all classes [M ] of finitely generated indecompos-
able R-modules M with vertex P , and by CRH ,P the set of all classes [N ] of
finitely generated indecomposable RH -modules with vertex P . We define the
map f : CR,P → CRH ,P , f([M ]) = [N ], given by Step 3. Let N be an indecom-
posable RH -module with vertex P . Decompose R ⊗RH N = M1 ⊕ . . . ⊕Mt,
where Mi are indecomposable R-modules. Since N has vertex P , then it is
obvious that N is not (xPx−1 ∩H)-regular for all x ∈ G−H . Step 2. implies
that N is the only indecomposable component of ResGH(R ⊗RH N) which is
not (xPx−1 ∩ H) regular for all x ∈ G − H . Hence there exists a unique
M ∈ {M1, . . . ,Mt} such that N is a component of ResGHM . We prove now
that M is unique in {M1, . . . ,Mt} with vertex P . Since N is P -regular, there
existsN ′ ∈ RP -mod such thatN is a component ofRH⊗RPN

′. ThusR⊗RHN
is a component of R ⊗RP N

′, therefore R ⊗RH N is P -regular. In particular,
M is P -regular. Let O ⊆ P be a vertex of M . If there exists x ∈ G − H
such that M is (xPx−1 ∩ P )-regular, then O is G-conjugate to a subgroup
of xPx−1 ∩ P , so there exists y ∈ G such that yOy−1 ⊆ xPx−1 ∩ P , hence
O ⊆ P ∩ y−1Py ∩ y−1xP (y−1x)−1. But, since x �∈ H, y �∈ H or y−1x �∈ H .
Therefore O ⊆ P ∩ y−1Py or O ⊆ P ∩ (y−1x)P (y−1x)−1. Consequently there
exists z �∈ H such that O ⊆ P ∩ z−1Pz ⊆ z−1Pz ∩H . We consider X to be
an indecomposable component of ResGHM . By Theorem 3.7.8. there exists an
indecomposable Y ∈ RH -mod with vertex O such that Y is a component of
ResGHM , and M is a component of R⊗RH Y . Thus Y is (z−1Pz ∩H)-regular
and therefore X is (z−1Pz ∩ H)-regular. In particular, N is (z−1Pz ∩ H)-
regular for some z �∈ H , a contradiction. Therefore O is not G-conjugate to a
subgroup of zPz−1∩P for all x ∈ G−H . Since N is the only indecomposable
component of ResGHM which is not (xPx−1 ∩H)-regular for all x ∈ G −H ,
we obtain that P is a vertex of M . Suppose now that any W ∈ {M1, . . . ,Mt}
has vertex P . Then there exists an indecomposable component of ResGHW
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which is not (xPx−1 ∩H)-regular for all x ∈ G −H . Hence W = M . From
the above considerations we obtain g : CRH ,P → CR,P , g([N ]) = [M ], and g ◦f
and f ◦ g are identical maps.

The map f : CR,P → CR(H),P given above is called a Green correspondence.

3.8 Exercises

The standing assumption here is that R =
∑

σ∈GRσ is an almost strongly
graded ring over a finite group G. Because Rσ−1Rσ = Re for all σ ∈ G, then
there exists aσi ∈ Rσ−1 , bσi ∈ Rσ such that

(1) 1 =
∑

i∈Iσ

aσi b
σ
i , Iσ is a finite set

Assume also that M,N ∈ R-mod and f ∈ HomRe(M,N). We define the map
f̃ : M → N by the equality

(2) f̃(m) =
∑

σ∈G

∑

i∈Iσ

aσi f(bσim)

Then prove the following statements :

1. f̃ is R-linear map

2. Assume that n = |G| < ∞. Let N ⊂ M be a submodule of N such
that N is a direct summand of M in Re-mod. If M has no n-torsion,
prove there exists an R-submodule P of M such that N ⊕P is essential
in M as an Re-module. Furthermore, if M = nM , then N is a direct
summand of M as R-module.

Hint : (Following the proof of Lemma 1. from [122]). We have f : M →
N as Re-modules such that f(m) = m for all m ∈ N . Let f̃ : M → N

be as in Exercise 1. If x ∈ N , then f̃(x) = nx. We put P = Kerf̃
and we prove that N ∩ P = 0 (since M has no n-torsion) and N ⊕ P is
essential in M as an Re-module. The last part of the exercise is clear.

3. Assume that N is an R-submodule of M and M has no n-torsion. Prove

i) There exists an R-submodule P ⊂ M , such that N ⊕ P is
essential in M as an Re-submodule

ii) N is essential in M as R-module if and only if N is essential
in M as Re-module.

Hint : (Following the proof of Lemma 2 from [122])

i) Let L be an Re-submodule of M maximal with respect to the
property that N ∩ L = 0. Then N ⊕ L is essential in M as
Re-module. Let (N ⊕L)∗ = ∩σ∈GRσ(N ⊕L) = ∩σ∈G(RσN +
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RσL) = ∩σ∈G(N + RσL). By Lemma 3.5.5, (N ⊕ L)∗ is
essential in M as Re-module. If K = (N ⊕ L)∗, then N ⊂
K ⊂ N ⊕L, so K = N ⊕ (K ∩L). By exercise 2. there exists
an R-submodule U of K such that N ⊕U is essential in K as
Re-module. Hence N ⊕ U is essential in M as Re-module.

ii) follows directly from i.

4. Let R =
∑

σ∈GRσ be an almost strongly graded ring with n = |G| <∞
and M a simple left R-module. Prove :

i) The restriction ReM of M over the ring Re contains a simple
submodule W and we have ReM =

∑
σ∈GRσW

ii) ReM is semi-simple in Re-mod.

Hint : If x ∈ M,x �= 0, then M = Rx =
∑

σ∈GRσx. Since Rσ is a
finitely generated Re-module (see Section 1.) for any σ ∈ G, then Rσx
is a finitely generated Re-module for any σ ∈ G. So M is a finitely
generated Re-module. Then there exists a maximal Re-module K of
ReM . If we put K0 = ∩σ∈GRσK then K0 is an R-submodule of M ,
hence K0 = 0. From the exact exact sequence

0 �� M �� ⊕σ∈GM/RσK

results that M is a semisimple Re-module (since M/RσK is also max-
imal for any σ ∈ G). Let W be a simple Re-submodule of M . On the
other hand since

∑
σ∈GRσW is also a nonzero submodule of M , we

have M =
∑
σ∈GRσW .

5. Let R =
∑

σ∈GRσ be an almost strongly graded ring n = |G| < ∞.
Prove :

i) If R is a semisimple Artinian ring, then Re is a semisimple
Artinian ring.

ii) If n is invertible in Re and Re is a semisimple Artinian ring,
then R is a semisimple Artinian ring

Hint :

i) Results from exercise 4.
ii) We can apply exercise 2.

6. Let R = ⊕σ∈GRσ be a strongly graded ring, where n = |G| < ∞.
Prove :

i) If R is a von Neumann regular ring, then Re is a von Neumann
regular ring (it is not necessary that n is finite). (Recall that
the ring R is Von Neumann regular if for any x ∈ R, there
exists y ∈ R such that x = xyx).
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ii) If n is invertible in R and Re is a von Neumann regular ring
then R is a von Neumann regular ring.

Hint :

i) If a ∈ Re then a = aba with b ∈ R. Since a is a homogeneous
element, then a = abea where be is a homogeneous composand
of degree e of b.

ii) Let a ∈ R and I = Ra. Because R is finitely generated and a
projective left Re-module and because I is a finitely generated
Re-submodule of R, since Re is von Neumann regular results
that Ra is direct sumand of RR as Re-module. By exercise
2 results that I = Ra is direct sumand of RR as R-module
so R is von Neumann regular (we remark that for ii. we can
assume that R is only an almost strongly graded ring).

7. Let R = ⊕σ∈GRσ be a strongly graded ring where n = |G| <∞. If M ∈
R-mod we denote by ZR(M) (resp. ZRe(M)) the singular submodule
of M in R-mod (resp. in Re-mod) (we recall that ZR(M) = {x ∈
M |}AnnR(x) is an essential left ideal of R). Prove :

i) ZRe(M) ⊆ ZR(M)

ii) If R has no n-torsion then ZRe(M) = ZR(M).

iii) If M ∈ R-gr and R has no n-torsion then ZR(M) is a graded
submodule of M and ZR(M) = RZRe(Me).

Hint :

i) If x ∈ ZRe(M), then J = AnnRe(x) is an essential left ideal
of Re. If we put I = RJ , since R is strongly graded then I is
an essential left ideal of R clearly Ix = 0 and x ∈ ZR(M)

ii) If x ∈ ZR(M) then I = AnnR(x) is an essential left ideal of
R. By Exercise 3. results that I is essential in R as left Re-
module. Clearly J = I ∩ Re is essential left ideal of Re and
Jx = 0 so x ∈ ZRe(M).

iii) Follows from ii.

8. Let R = ⊕σ∈GRσ be a strongly graded ring where n = |G| <∞ and n
is invertible in Re. Then R is a left hereditary (resp. semi-hereditary)
ring, if and only if Re is left hereditary (resp. semi-hereditary).

An extensive study of tame orders in relation with the strongly graded
situation is contained in [138].

Hint : Suppose that R is a left hereditary (resp. semi-hereditary) ring.
If I is a left ideal (a left finitely generated ideal) of Re, then RI is a left
ideal (resp. a left finitely generated ideal) of R and therefore RI is a
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projective module. Because RI is a left graded ideal, then (RI)e = I is a
projectiveRe-module. Conversely, we assume thatRe is a left hereditary
(resp. semi-hereditary) ring. Let K ⊆ R be a left ideal (resp. finitely
generated) of R. There exists a set (resp. a finite set) I such that

R(I) ϕ−→K ↪→ R

where ϕ is a surjective R-linear. BecauseR is a finitely generated projec-
tive left Re-module, then K is also a projective Re-module and therefore
there exits an Re-homomorphism ψ : K → R(I) such that ϕ ◦ ψ = 1K .
Using the result of exercise 1. we may consider an R-homomorphism
ψ̃ : K → R(I). But (ϕ ◦ 1

n ψ̃)(x) = x for any x ∈ K so ϕ ◦ 1
n ψ̃ = 1K . In

conclusion : K is a left projective R-module.

In the following exercises R =
∑

σ∈GRσ is an almost strongly ring over a
finite group G.

Notations :

1. If M ∈ R-mod, then by LR(M) (resp. LRe(M)) we denote the lattice
of R-submodule of M (resp. Re-submodules of M).

2. By K-dimR(M) (resp. K-dimReM) we denote the Krull dimension of
M over the ring R (resp. over the ring Re).

3. By G-RM (resp. G-dimReM) we denote the Gabriel dimension of M
over the ring R (resp. over the ring Re - see appendix B).

Let M ∈ R-mod and N be an Re-submodule of M . We denote by N∗ =
∩σ∈GRσN and N∗∗ =

∑
σ∈GRσN . Clearly N∗ is the largest R-submodule

of M contained in N and N∗∗ is the smallest R-submodule of M such that
N ⊆ N∗∗.

9. Let M ∈ ZZ-mod and L be an Re-submodule of M . Then

i) LRe(M/RσL) � LRe(M/L)

ii) LRe(RσL) � LRe(L)

Hint

i) If X/L ∈ LRe(M/L) then X/L → RσX/RσL is an isomor-
phism of lattice. The inverse isomorphism is Y/RσL→ Rσ−1Y/L
where Y/RσL ∈ LRe(M/RσL)

ii) Is clear

If M ∈ R-mod, we let rankRM , rankReM denote the Goldie dimension
of M over these rings.
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10. Let |G| = n and rankRM = m. Then rankReM ≤ mn.

Hint : Let N be a Re-submodule of M maximal with the property
N∗ = 0. Let A1, . . . , At be Re-submodules of M strictly containing N
whose sum is direct modulo N . Then A∗

i �= 0 for each 1 ≤ i ≤ t. If t > m

then for some i (
∑

j �=iA
∗
j ) ∩ A∗

i �= 0. Because
(
(
∑

j �=i Aj) ∩Ai
)∗
⊇

(
∑

j �=iA
∗
j )∩A∗

i it follows that
(
(
∑

j �=iAj) ∩Ai
)∗
�= 0 and so

∑
j �=iAj∩

Ai⊃�=
N , a contradiction. Then rankRe(M/N) ≤ m. By Exercise 9.

rankRe(M/RσN) ≤ m for all σ ∈ G. Because 0 = N∗ = ∩σ∈GRσN we
have 0→M → ⊕σ∈GM/RσN and so rankReM ≤ mn.

11. If R has finite Goldie dimension, then Re has finite Goldie dimension.

Hint : We apply Exercise 10.

12. Let M ∈ R-mod. Then RM is Noetherian in R-mod if and only if ReM
is Noetherian in Re-mod.

Hint : The inplication ”⇐ is clear. So assume that RM is Noetherian.
Let N be the Re-submodule of M maximal such that N∗ = 0. Since
0 = N∗ = ∩σ∈GRσN then 0 → M → ⊕σ∈GM/RσN . So by exercise 9
it is sufficient to prove that M/N is Re-Noetherian.

LetM1/N ⊂M2/N ⊂ . . . ⊂Mn/N ⊂ . . . an ascending chain of non-zero
Re-submodules of M/N . Then N ⊂

�=
M1, and therefore M∗

1 �= 0. Since

M∗
1 is a nonzero R-submodule of M , using the Noetherian induction, we

have that M/M∗
1 is Re-Noetherian. Since M∗

1 ⊂M1 then there exists n
such that Mi/M

∗
1 = Mi+1/M

∗
1 for any i ≥ n so Mi = Mi+1 = . . ..

13. Let M ∈ R-mod and N ⊆ M be an Re-submodule of M such that
N∗ = 0. Then

i) K-dimReM = K-dimRe(M/N) if either side exists.

ii) G-dimReM = G-dimRe(M/N) if either side exists.

Hint : Since 0 = N∗ = ∩σ∈GRσN then there exits in Re-mod the
canonical monomorphism 0→M → ⊕σ∈GM/RσN . Now we can apply
exercise 9.

14. Let M ∈ R-mod. Then K-dimRM = K-dimReM if either side exists.
In particular M is an Artinian R-module if and only if M is an Artinian
Re-module.

Hint If K-dimReM exists, clearly K-dimRM exists and moreover K-
dimRM ≤ K-dimReM . Assume that K-dimRM = α and by induction
on α we prove that K-dimReM ≤ α. Clearly we can reduce the problem
when M is α-critical (see Appendix B). Let N be an Re-submodule of
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M , maximal with the property that N∗ = 0. If X is Re-submodule of
M such that N ⊂

�=
X , then X∗ �= 0 and thereforeK-dimRM/X∗ < α and

by induction we have K-dimReM/X∗ < α. Since X∗ ⊂ X , we have K-
dimReM/X < α. Using the Appendix B, yields that K-dimReM/N ≤ α
so by exercise 13. we have K-dimReM ≤ α. Conversely if we assume
that K-dimRM exists then K-dimReM exists, cf. [119] or [157].

15. Let M ∈ R-mod, then G-dimRM = G-dimReM if either side exists. In
particular M is a semi-Artinian Re-module if and only if RM is semi-
Artinian.

Hint : See [20], [21], [141], [157].
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3.9 Comments and References for Chapter 3

Strongly graded rings have enjoyed a growing interest in connection to the
theory of graded rings and generalized crossed products; also it turned out
that the property of being strongly graded is exactly providing a tool for
introducing “affine” open sets in the study of the noncommutative geometry
of a projective noncommutative scheme.

It is unnecessary to repeat most of the material about strongly graded rings
already included in the book [150], so we focussed on the study of the cat-
egory R-gr for a strongly graded ring R. The first main result is “Dade’s
Theorem” mentioned in Section 3.1; it provides an equivalence of categories
between R-gr and Re-mod, defined via the induction functor. In Section 3.2
the foregoing subject is elaborated upon and necessary conditions are given
such that a category equivalence between R-gr and Re-mod would force R to
be strongly graded (see Theorem 3.2.1). Example 3.2.4 establishes that an
arbitrary equivalence of categories between R-gr and Re-mod does not lead
to R being strongly graded in general.

In Section 3.4 we study the endomorphism ring EndR(M) where R is a
strongly graded ring and M is an R-module (not necessarily a graded one).
Theorem 3.4.1 (Miyashita) is essential to this study. In particular it follows
that G has a natural action on CR(Re) (that is the centralizer of Re in R).
This theorem also allows the definition of a trace for an arbitrary morphism
of R-modules. In section 3.5 we use this trace to arrive at an extension of
Maschke’s theorem for graded modules; Theorem 3.5.7, “essentially Maschke’s
theorem” closes the section. The idea of the proof of this result belongs to
M. Lorenz and D. Passman (see [122]).

Section 3.6 is dedicated to H-regulated modules, where H is a subgroup of
G, a concept first introduced in representation theory of groups. This allows
the introduction for strongly graded rings of J.A. Green’s theory originating
in the study of indecomposable representations of finite groups over a field.
The fundamental results of this section are phrased in Theorems 3.7.6, 3.7.7,
3.7.8 and 3.7.10 Exercises in Section 3.8 extend the applicability of the results
in this chapter.
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Chapter 4

Graded Clifford Theory

Throughout this section R is a G-graded ring and Σ = ⊕σ∈GΣσ will be a
simple object of R-gr.

4.1 The Category Mod(R|Σ)

The full additive subcategory generated by Σ in R-mod will be denoted by
Mod(R|Σ), that is the subcategory consisting of epimorphic images of direct
sums of copies of Σ.

4.1.1 Lemma

Every M ∈ Mod(R|Σ) is semisimple as an Re-module and every simple Re-
submodule S of M is Re-isomorphic to Σσ for some σ ∈ sup(Σ).

Proof Let M be an epimorphic image of a direct sum Σ(I) for some index
set I. Proposition 2.7.1 entails that Σ(I) is semisimple as an Re-module and
Σ(I) = ⊕σ∈GΣ(I)

σ . Consequently M is a semisimple Re-module too and every
simple Re-submodule S of M is necessarily isomorphic to one of the Σσ.

4.1.2 Lemma (The key lemma, cf. E. Dade [52])

For M ∈ Mod(R|Σ) and σ ∈ sup(Σ), any Re-linear ϕ : Σσ →M extends to a
unique R-linear ϕe : Σ→M .

Proof First we check the uniqueness of ϕe. Assume that both ψ and ψ′ :
Σ → M are R-linear maps with ψ|Σσ = ψ′|Σσ. Since Σσ �= 0 there is an
x ∈ Σσ, x �= 0, and Rx is a nonzero graded submodule of Σ. Therefore
Σ = Rx because Σ is gr-simple. Any y ∈ Σ is of the form y = ax with a ∈ R.

C. Nǎstǎsescu and F. Van Oystaeyen: LNM 1836, pp. 115–145, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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We calculate :

ψ(y) = ψ(ax) = aψ(x) = aψ′(x) = ψ′(ax) = ψ(y)

hence ψ = ψ′ follows. Now we establish the existence of an R-linear map
ϕe = Σ → M such that ϕe|Σσ = ϕ. There exists an R-epimorphism, ψ :
Σ(I) →M , for some index set I. As Σ(I) and M are semisimple Re-modules,
see Lemma 4.1.1, there exists an Re-linear map, θ : Σσ → Σ(I) such that
ϕ = ψ ◦ θ. In order to show that ϕ may be extended it suffices to extend
θ, hence we may assume that M = Σ(I). We may assume that I is finite
because Σσ is a finitely generated Re-module, say I = {1, 2, . . . , n}. For
j ∈ {1, . . . , n} let ij : Σ→ Σn and πj : Σn → Σ be the canonical injection resp.
projection. The identity 1Σn : Σn → Σn decomposes as

∑n
j=1 ij ◦πj , therefore

ϕ =
∑n

j=1 ij ◦ (πj ◦ϕ), where for j = 1, . . . , n, πj ◦ϕ : Σσ → Σ. If every πj ◦ϕ
extends to (πj ◦ϕ)e : Σ→ Σ then we may define ϕe by ϕe =

∑n
j=1 ij ◦(πj◦ϕ)e.

Obviously ϕe is R-linear and also we have that ϕe|Σσ = ϕ. Consequently we
may assume that M = Σ. Since Σσ is a finitely generated Re-module there
exists a finite subset F of sup(Σ) such that Imϕ ⊂ ⊕τ∈FΣτ . For τ ∈ F put
iτ : Στ → ⊕γ∈FΣγ , resp. πτ : ⊕γ∈FΣγ → Στ for the canonical injection,
resp. projection. Again the identity of ⊕γ∈FΣγ decomposes as

∑
γ∈F iτ ◦ πτ

and we put ϕτ = πτ ◦ϕ. This leads to ϕ =
∑

τ∈F iτ ◦ϕτ with ϕτ : Σσ → Στ .
Now, in view of Theorem 2.7.2 there exists a unique R-linear ϕeτ = 1R⊗Reϕτ ,
R⊗ReΣσ → R⊗ReΣτ . Since R⊗ReΣσ � Σ(σ) and R ⊗Re Στ � Σ(τ), we
obtain an R-linear ϕeτ : Σ → Σ. Moreover, ϕe|Σσ = iτ ◦ ϕτ . Putting ϕe =
Στ∈Fϕeτ we have ϕe|Σσ =

∑
τ∈F ϕ

e
τ |Σσ =

∑
τ∈F iτ ◦ ϕτ = ϕ.

4.1.3 Propostion

The subcategory Mod(R|Σ) is closed under taking :R-submodules, R-quotient
modules and direct sums. Thus Mod(R|Σ) is a closed subcategory. Moreover,
Σ is a finitely generated projective generator of Mod(R|Σ), hence the latter
is a Grothendieck category.

Proof
It is clear that quotient objects and direct sums of objects of Mod(R|Σ) are
again in Mod(R|Σ). Now let N be a nonzero R-submodule of M and M in
Mod(R|Σ). Since M is semisimple as an Re-module, so is N . LetN be decom-
posed as N = ⊕i∈ISi, where (Si)i∈I is a family of simple Re-submodules of N
In view of Lemma 4.1.1, every Si is isomorphic to Σσ for a suitable σ ∈ sup(Σ),
let ϕ : Σσ → Si be this Re-isomorphism. It follows from Lemma 4.1.2 that
there exists ϕei : Σ → M such that ϕei |Σσ = ϕi. Since Σ = RΣσ we ob-
tain : ϕei (Σ) = ϕei (RΣσ) = Rϕei (Σσ) = Rϕi(Σσ) = RSi = N . Consequently,
we may consider ϕei : Σ → N . The family {ϕei ,∈ I} defines an R-linear
ψ : Σ(I) → N such that Imψ =

∑
i∈I RSi = N and therefore N ∈Mod(R|Σ).

It is clear that Σ is a finitely generated R-module and a generator for the
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category Mod(R|Σ). In order to establish projectivity of Σ in Mod(R|Σ) we
consider the following diagram in the category Mod(R|Σ) :

Σ

f

��
M π

�� N �� 0

where f �= 0. For some σ ∈ sup(Σ) we have f |Σσ �= 0. Semisimplicity of
both M and N as Re-modules yields that there exists g : Σσ → M such
that π ◦ g = f |Σσ. In view of Lemma 4.1.2 there exists an R-linear map
ge : Σ → M such that ge|Σσ = g. It is obvious that π ◦ ge|Σσ = f |Σσ and
from the uniqueness statement in Lemma 4.1.2 it follows that π ◦ ge = f .
Therefore, Σ is projective in Mod(R|Σ). That Mod(R|Σ) is a Grothendieck
category follows from the fact that it is a closed subcategory of R-mod having
a projective generator of finite type.

Put ∆ = EndR(Σ) = ENDR(Σ); this is a G-graded ring with multiplication
f ∗ g given by g ◦ f for f and g in ∆. From Proposition 2.7.1, it follows
that ∆ is a gr-division ring and ∆ = ⊕τ∈G(Σ)∆τ where G(Σ) is the stabilizer
subgroup of Σ. On Σ there is a natural structure of a graded R-∆-bimodule
and so we have the usual additive functors :

HomR(RΣ∆,−) : Mod(R|Σ)→ ∆−mod
Σ⊗∆ − : ∆−mod→ Mod(R|Σ)

Mitchel’s theorem (cf. [181], Theorem ?) states that a Grothendieck category
A with a small projective generator U is equivalent to A-mod where A =
EndA(U). The equivalence is given by the functor Hom(U,−) : A → A-mod.
Recall that the multiplication of A is given by the opposite of composition.
Now we are ready to phrase the main result in this section, as a consequence
of the foregoing results and observations.

4.1.4 Theorem

Let Σ be simple in R-gr and ∆ = EndR(Σ). The categories Mod(R|Σ) and
∆-mod are equivalent via the functors :

HomR(RΣ∆,−) : Hom(R|Σ)→ ∆−mod
RΣ∆ ⊗∆ − : ∆−mod→ Mod(R|Σ)

4.1.5 Remarks

1. Notation is as in Section 2.6. Proposition 4.1.3 entails that Mod(R|Σ) =
σ[Σ].
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2. Consider a gr-semisimple M = ⊕i∈IΣi. From Lemma 4.1.2. we derive a
result similar to Proposition 4.1.3 i.e. Mod(R|M) is a closed subcategory
of R-mod and {Σi, i ∈ I} is a family of finitely generated and projective
generators. So M is a projective generator of Mod(R|Σ) but not finitely
generated in general ! We obtain again : Mod(R|M) = σ[M ].

4.2 The Structure of Objects of Mod(R|Σ) as
Re-modules

Let Σ = ⊕γ∈GΣγ be simple in R-gr and let M �= 0 be in Mod(R|Σ). From
Lemma 4.1.1 we retain that M is semisimple as an Re-module. For a simple
Re-submodule S in M there exists a σ ∈ sup(Σ) such that S ∼= Σσ as Re-
submodules.

4.2.1 Lemma

For τ ∈ G, RτS ∼= Στσ.

Proof There exists an Re-linear ϕ : Σσ → M such that ϕ(Σσ) = S. We
may consider ϕe : Σ → M such that ϕe|Σσ = ϕ (see Lemma 4.2.2). Now
we calculate : ϕe(RτΣσ) = Rτϕ

e(Σσ) = Rτϕ(Σσ) = RτS. Since Σσ �= 0
we have RΣσ = Σ. Thus for any τ ∈ G we have RτΣσ = Στσ, hence
ϕe(Στσ) = RτS. In case Στσ = 0, then RτS = 0 and again RτS ∼= Στσ. If
Στσ �= 0 then Rτ−1Στσ = Σσ. If ϕe(Στσ) = 0 then ϕe(Σσ) = ϕe(Rτ−1Στσ) =
Rτ−1ϕe(Στσ) = 0, hence ϕe(Σσ) = ϕ(Σσ) = S = 0, a contradiction. There-
fore we must have ϕe(Στσ) �= 0, so, putting ψ = ϕe|Στσ, ψ : Στσ → RτS is
an Re-isomorphism.

4.2.2 Lemma

If S is a simple Re-submodule of M and τ ∈ G, then either RτS = 0 or
RτS is a simple Re-submodule of M . In the latter case, for all γ ∈ G :
RγRτS = RγτS and also Rτ−1RτS = S.

Proof For some σ ∈ sup(Σ) we have S ∼= Σσ. The first statement in the
lemma follows from Lemma 4.2.1. Assume that RτS �= 0. Then RτS ∼=
Στσ �= 0 and we may use Lemma 4.2.1 again to obtan that RγRτS = Σγτσ.
On the other hand RγτS ∼= Σγτσ. Since RγRτ ⊂ Rγτ , RγRτS ⊂ RγτS.
Now if Σγτσ = 0 then RγRτS = RγτS = 0. If Σγτσ �= 0 then RγRτS �= 0
would lead to RγRτS = RγτS because we already know that RγτS is a simple
Re-submodule of M . Finally, putting γ = τ−1 leads to Rτ−1RτS = S.
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4.2.3 Lemma

For any σ ∈ sup(Σ) there exists a simple Re-submodule of M isomorphic to
Σσ.

Proof Since Σ generates Mod(R|Σ) there exists a nonzero R-linear u : Σ→
M . Put ϕ = u|Σσ, , ϕ : Σσ → M . If ϕ = 0 then u(Σσ) = 0 implies u(Σ) =
u(RΣσ) = Ru(Σσ) = 0 and this leads to a contradiction u = 0. So we must
accept that ϕ �= 0 or S = ϕ(Σσ) is a simple Re-submodule of M .

For any M ∈ Mod(R|Σ) we let ΩRe(M) be the set of isomorphism classes
of simple Re-submodules of M . We use the notation w = [S] ∈ ΩRe(M)
to denote the class {S′ ∈ Re-mod S′ ∼= S}. For any nonzero object M in
Mod(R|Σ) it is clear that ΩRe(M) = ΩRe(Σ). For M ∈ Mod(R|Σ) and w ∈
ΩRe(Σ) look at Mw = ΣS′, the sum ranging over the simple Re-submodules
belonging to w. We call Mw the isotypic w-component of M . In case
M = Mw we say thatM is w-isotopic (sometimes S-primary, where S ∈ w).

The semisimplicity of M in Re-mod entails that :

M = ⊕w∈ΩRe(Σ)Mw

However, for w ∈ ΩRe(Σ) there exists a σ ∈ sup(Σ) such that Σσ ∈ w.
Consequently we may write : Mw = ⊕i∈ISi, where Si ∼= Σσ for any i ∈ I.
For another decompositionMw = ⊕j∈JSj then |I| = |J | and the latter number
(cardinality) is called the length of Mw, denoted by lRe(Mw).

4.2.4 Lemma

Assume tat Mw = ⊕i∈ISi with Si ∼= Σσ. If γ ∈ G then RγMw = ⊕i∈IRγSi
with RγSi ∼= Σγσ. Moreover, if γσ �∈ sup(Σ), then RγMw = 0. When
γσ ∈ sup(Σ) then RγMw = Mw′ where w′ is the class containing the simple
Re-submodule Σγσ.

Proof Clearly, RγMw =
∑
i∈I RγSi where RγSi ∼= Σγσ (see Lemma 4.2.1).

Hence, if γσ �∈ sup(Σ) we have RγMw = 0. Assume that γσ ∈ sup(Σ), then
we are about to establish that

∑
i∈I RγSi is a direct sum. Start from the

assumption that RγSi ∩ (
∑

j �=i RγSj) �= 0 for some i ∈ I. Since RγSi ∼= Σγσ
is a simple Re-submodule of M it follows from the foregoing assumption that
RγSi ⊂

∑
j �=i RγSj . From Lemma 4.2.2. it follows that Si ⊂ Rγ−1RγSi

hence Si ⊂
∑

j �=iRγ−1RγSj =
∑
j �=i Sj , a contradiction. Threfore we have

established that RγMw = ⊕i∈IRγSi. Furthermore, it is clear that RγMw ⊂
Mw′ . Hence we may write :

Mw′ = RγMw ⊕ (⊕j∈JTj)
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where Tj ∼= Σγσ for every j ∈ J .

The above argumentation yields : Rγ−1Mw′ ⊂ Mw. On the other hand
Rγ−1Mw′ = ⊕i∈IRγ−1RγSi ⊕ (⊕j∈JRγ−1Tj). Therefore, ⊕j∈JRγ−1Tj = 0,
but Rγ−1Tj � Σσ �= 0, hence J = ∅. Finally, we arrive at Mw′ = RγMw.

4.2.5 Theorem

Consider a nonzero M in Mod(R|Σ).

i) M decomposes as a direct sum of isotypical components Mw �= 0,
M = ⊕{Mw, w ∈ ΩRe(Σ)}.

ii) For any w,w′ ∈ ΩRe(Σ) we have lRe(Mw) = lRe(Mw′).

iii) |ΩRe(Σ)| = [Sup(Σ) : G{Σ}] ≤ [G : G{Σ}].
iv) M may be viewed, in a natural way, as an object of the category

of G/G{Σ}-graded R-modules.

Proof

i) Clear enough.

ii) Consider w and w′ in ΩRe(Σ). There exist σ, τ ∈ sup(Σ) such that
Σσ ∈ w and Στ ∈ w′. Put γ = τσ−1, then we have τ = γσ and
lRe(Mw) = lRe(Mw′) follows from Lemma 4.2.4

iii) Considering σ and τ in sup(Σ), we may apply Theorem 2.7.2 and
derive from it that Σσ ∼= Στ as Re-modules if and only if Σ(σ) ∼=
Σ(τ) in R-gr, if and only if σ−1τ ∈ G{Σ}. It follows directly from
this that : |ΩRe(Σ)| = [sup(Σ) : G{Σ}].

iv) Take C ∈ G/G{Σ}, say C = σG{Σ}, say C = σG{Σ} for some
σ ∈ G. In case σ �∈ sup(Σ), put MC = 0, otherwise put MC = Mw

where Σσ ∈ w. It is completely clear now thatM = ⊕C∈G/G{Σ}MC

and for any γ ∈ C we also have RγMC ⊂MγC (using Lemma 4.2.2
once more).

4.3 The Classical Clifford Theory for Strongly
Graded Rings

In this sectionR is strongly graded byG. For σ ∈ G the functor Rσ⊗Re− : Re-
mod→ Re-mod, X �→ Rσ⊗Re X is an equivalence of categories with inverse :
Rσ−1 ⊗Re − : Re-mod→ Re-mod.

We say that X and Y in Re-mod are G-conjugate if there exists σ ∈ G such
that Y ∼= Rσ ⊗Re X . An Re-module X is said to be G-invariant if and only
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if X ∼= Rσ ⊗Re X for every σ ∈ G. For a simple Re-module X and for any
σ ∈ G the Re-module Rσ ⊗Re X is again simple. Recall that ΩRe stands for
the set of isomorphism classes of simple left Re-modules. It is easy to define
an action of G on ΩRe as follows :

G× ΩRe → ΩRe , (g, [S]) �→ [Rg ⊗Re S]

where [S] is the class of S.

Consider a semisimple Re-module M . We use the notation ΩRe(M) as in the
foregoing section.

4.3.1 Proposition

For M and R as above we have :

i) For a simple Re-submodule N in M and any σ ∈ G we have :
Rσ ⊗Re N

∼= RσN .

ii) The G-action defined on ΩRe induces a G-action on ΩRe(M).

Proof

i) Look at the canonical Re-linear α : Rσ ⊗Re N → RσN given by
α(λ⊗ x) = λx, for λ ∈ Rσ, x ∈ N . Since α is surjective, RσN �= 0
and Rσ ⊗Re N is a simple Re-module, thus α is an isomorphism.

ii) Follows in a trivial way from i.

4.3.2 Theorem (Clifford)

Consider a strongly G-graded ring R and a simple left R-module M . Assume
that there exists a nonzero simple Re-submodule N of M .

a. We have M =
∑
σ∈GRσN and M is a semisimple Re-module.

b. The G-action on ΩRe(M) is transitive.

c. Let us write H for the subgroup G{N} in G, then :

H = {σ ∈ G,RσN ∼= N}

d. IfM = ⊕i∈IMwi , where theMwi are the non-zero isotypical components
of M as an Re-module, then we have :

i) l(Mwi) = l(Mwj ) for any i, j ∈ I.
ii) |I| = [G : H ].
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In particular, if M is a finitely generated Re-module, then [G : H ] <∞
and l(Mwi) <∞ for any i ∈ I.

e. Assume that w ∈ ΩRe(M) is such that N ≤ Mw. Then Mw is a simple
RH -module and R⊗RH Mw �M .

Proof
We consider Σ = R ⊗Re N ∈ R-gr. Since N is a simple Re-module, Σ is
gr-simple. On the other hand the canonical map :

α : R⊗Re N →M,α(λ⊗ x) = λx, λ ∈ R, x ∈ N

Since α(Rσ⊗ReN) = RσN we haveM =
∑
σ∈GRσN . Hence M ∈ Mod(R|Σ)

(in fact M is a simple object in the category Mod(R|Σ)). Since R is strongly
graded, sup(Σ) = G and G{Σ} = H . Now the assertions a., b. and d. follow
from Theorem 4.2.5.

(b) If w,w′ ∈ ΩRe(M), then there exist two simple Re-submodules S, S′ of M
such that w = [S] and w′ = [S′]. Assertion a. implies that there exist σ, τ in
G such that S ∼= RσN ∼= Rσ ⊗Re N and S′ ∼= RτN ∼= Rτ ⊗Re N . It is clear
that S′ = Rτσ−1 ⊗Re S, hence the action of G on ΩRe(M) is transitive.

(e) Assertion iv. of Theorem 4.2.5 implies that M = ⊕C∈G/HMC is a G/H-
graded R-module. In fact {MC, C ∈ G/H} consists exactly of all isotypical
components of M as a semisimple Re-module. Now exercise 9 in Section
2.12 allows to finish the proof. On the other hand, a direct proof using the
same argument as in Dade’s Theorem (Theorem 3.1.1) may also be given from
hereon.

4.3.3 Remarks

1. For R and M as in the theorem, the assumption that M contains a
nonzero simple Re-module holds in the following situations :

a. Re is a left Artinian ring.

b. G is a finite group.

Indeed, the case a. is obvious and b. follows from Corollary 2.7.4.

2. Consider a field K and a normal subgroup H of G. The group ring
K[G] has a natural G/H-gradation, K[G] = ⊕C∈G|HK[G]C , where
K[G]C = K[C] = ⊕g∈CKg. The component of degree e ∈ G|H is
exactly K[H ]. An irreducible representation of G, V say, corresponds
to a simple K[G]-module V with finite K-dimension. We may consider
V as a representation space for H too, by restriction of scalars. Since
dimKV is finite, V contains a nonzero simple (left) K[H ]-module and
so Theorem 4.3.2 is applicable to this case.
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Given a strongly G-graded ring R together with a simple left Re-module S.
One of the aims of classical Clifford theory is to provide a description of all
simple left R-modules M isomorphic to direct sums of copies of the given S
as Re-modules i.e. to obtain all S-primary R-modules M in an explicite way.

Put Σ = R ⊗Re S. Since R is stronly graded, Σ is gr-simple. Put ∆ =
EndR(Σ). From Proposition 2.2. we retain that ∆ is a gr-division ring and
∆ = ⊕h∈H∆h where H = G{Σ} = G{S}. In case S is G-invariant we have
H = G.

4.3.4 Theorem

Consider a strongly graded ring R together with a G-invariant simple Re-
module S. There is a one-to-one correspondence between the set of iso-
morhism classes of simple ∆-modules and the set of isomorphisms classes
of simple R-modules that are S-primary as Re-modules.

Proof Consider Mod(R|Σ). Since S is G-invariant it follows that everyM ∈
Mod(R|Σ) is S-primary as an Re-module. The result thus follows directly
from Theorem 4.1.4

4.3.5 Example (E. Dade)

Let A be a discrete valuation ring with field of fractions K. Let w = Ap
be the maximal ideal of A. Consider a cyclic group < σ >= G of infinite
order. The group ring A[G] has the usual G-gradation. We may view K as
an A[G]-module in the following way : σi(λ) = piλ, for i ∈ ZZ and λ ∈ K.
Let us verify that K is a simple R = A[G]-module. Take λ �= 0 in K. For
µ �= 0 in K, λ−1µ ∈ K, say λ−1µ = ab−1 where a, b ∈ A. Write ab−1 = upi

where u ∈ A− w, hence µ = λupi = uσi(x) and K = Rλ or K is simple.

Consider K as an A-module via restrition of scalars for A→ A[G], we obtain
the structure of K as an A-module (making it the fraction field of A). Assume
that K contains a simple A-module X , then X∩A �= {0} and X = X∩A ⊂ A.
Since A is a domain we must have X = 0. This example shows that the
hypothesis in Theorem 4.3.2 is essential !

4.4 Application to Graded Clifford Theory

In this section we aim to elucidate further the structure of a gr-simple Σ in
R-gr when viewed as an ungraded module in R-mod. In Section 4.2. we
have already described the structure of any R-module M from Mod(R|Σ)
considered as an Re-module, we continue here using the same notation and
conventions. We will obtain an answer to the problem posed above in case
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R is a G-graded ring of finite support, hence in particular when G is a finite
group.

First notation : for M in R-mod we let SpecR(M) be the set of isomorphism
types [S] of simple R-modules S such that S ∼= P/Q where Q ⊂ P ⊂ M are
submodules. In a similar way we define SpecRe

(M).

4.4.1 Proposition

Let R be a graded ring of type G and consider gr-simple R-modules Σ and
Σ′.

The following assertions are equivalent :

i) HomR(Σ,Σ′) �= 0.

ii) There exists a σ ∈ G such that Σ′ = Σ(σ).

iii) SpecR(Σ) and SpecR(Σ′) have nontrivial intersection.

iv) We have an equality : SpecR(Σ) = SpecR(Σ′).

v) SpecRe
(Σ) and SpecRe

(Σ′) have nontrivial intersection.

vi) We have an equality : SpecRe
(Σ) = SpecRe

(Σ′)

Proof
i. ⇒ ii. : If HomR(Σ,Σ′) �= 0, there exists a nonzero R-homomorphism
f : Σ → Σ′. Since Σ is a finitely generated R-module, then HomR(Σ,Σ′) =
HOMR(Σ,Σ′), hence f =

∑
σ∈G fσ where fσ : Σ→ Σ′ is a morphism of degree

σ. Since f �= 0, there exists a σ ∈ G such that fσ �= 0. But fσ : Σ → Σ′(σ)
is a nonzero morphism in R-gr. Since Σ and Σ′(σ) are simple objects in R-gr
we have Σ′(σ) � Σ or Σ′ � Σ(σ−1).

The assertions ii. ⇒ i., ii. ⇒ iv., iv. ⇒ iii. and vi. ⇒ v. are easily
verified. We prove iii. ⇒ v. Let S be a simple R-module such that [S] ∈
SpecR(Σ) ∩ SpecR(Σ′).

In view of Lemma 4.1.1. it is clear that SpecRe
(Σ) ∩ SpecR1

(Σ′) �= ∅.
We now establish the implication v. ⇒ ii. There exist σ, τ ∈ G such that
Σσ � Σ′

τ . In this case, see Theorem 2.7.2., we have that R⊗ReΣσ � Σ(σ)
and R⊗ReΣ

′
τ � Σ′(τ). Hence Σ(σ) � Σ′(τ) and therefore Σ′ � Σ(σ)(τ−1) =

Σ(τ−1σ).

4.4.2 Remark

With notation as in Section 4.2. we have that SpecRe
(Σ) = ΩRe(Σ).
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4.4.3 Corollary

Assume that R has finite support and S is a simple R-module, then there
exists a gr-simple module Σ such that S is isomorphic to an R-submodule of
Σ. Moreover Σ is unique up to a σ-suspension i.e. if S embeds in another
gr-simple module Σ′, then Σ′ � Σ(σ) for some σ ∈ G.

Proof The first part is a direct consequence of Corollary 2.7.4. The second
part follows from Proposition 4.3.1.

4.4.4 Theorem

Let R be a graded ring such that sup(R) < ∞. If Σ is a gr-simple module,
then the following assertions hold :

i) Σ has finite length in R-mod

ii) G{Σ} is a finite subgroup of G

iii) ∆ = EndR(Σ) is a quasi-Frobenius ring.

iv) If n = |G{Σ}| and Σ is n-torsion free, then Σ is semisimple of
finite length in R-mod.

v) If G is a torsionfree group, then Σ is a simple R-module. Moreover,
every simple R-module can be G-graded.

vi) If S ∈ SpecR(Σ), then S is isomorphic to a minimal R-submodule
of Σ.

Proof

i) Clearly : sup(Σ) < ∞. By Lemma 4.1.1. Σ is a semisimple left
Re-module of finite length. So Σ as an R-module is Noetherian
and Artinian, then Σ has finite length in R-mod.

ii) By Proposition 2.2.2.,G{Σ} is a finite subgroup ofG (since sup(Σ) <
∞).

iii) Since ∆ = ⊕σ∈G{Σ}∆σ where ∆e is a division ring and ∆ is a
G{Σ}-crossed product, it follows that ∆ is left and right Artinian.
Moreover it is both left and right self-injective. Hence ∆ is a
quasi-Frobenius ring.

iv) Since Σ is n-torsionfree, the morphism ϕn : Σ → Σ ϕn(x) = nx
is an isomorphism. Thus n is invertible in ∆. It follows from
Maschke’s theorem (Section 3.5) that ∆ is a semi-simple Artinian
ring. Now by 4.1.4 it follows that Σ is semisimple in Mod(R|Σ)
hence semisimple in R-mod too.
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v) If G is torsionfree, then G{Σ} = 1, and thus ∆ = ∆e, i.e. ∆ is a
division ring. As a consequence of Theorem 4.1.1 we obtain that
Σ is a simple R-module. The second part of this assertion derives
from Corollary 4.3.3.

vi) From Proposition 4.1.3., if S ∈ SpecR(Σ), there exists a nonzero
morphism f : Σ→ S which must be an epimorphism. Now, since
∆ is a QF ring, every simple ∆-module is isomorphic to a minimal
left ideal of ∆. Then Theorem 4.1.1 entails that S is isomorphic
to a minimal submodule of Σ.

4.4.5 Corollary

Let R = ⊕σ∈GRσ be a G-graded ring with n = |G| < ∞. We denote by
J(R) the Jacobson radical of R. If a ∈ J(R) and a =

∑
σ∈G aσ, aσ ∈ Rσ

then naσ ∈ J(R) for any σ ∈ G. In particular if n is invertible in R, then
J(R) = Jg(R).

Proof Let Σ be a gr-simple left R-module. We put m = |G{Σ}|, then m
divides n. If mΣ = 0 also nΣ = 0, hence (n · a) = 0. If mΣ �= 0 then
mΣ = Σ and Σ is m-torsion free. By assertion iv. of Theorem 4.3.4 it follows
that Σ is semisimple in R-mod. Since a ∈ J(R), aΣ = 0, thus (n.a)Σ = 0.
Therefore na ∈ Jg(R). Since na =

∑
σ∈G naσ we obtain :naσ ∈ Jg(R). Now

Jg(R) ⊆ J(R) entails naσ ∈ J(R) for any σ ∈ G. The last statement of the
Corollary is clear.

4.4.6 Theorem

Let R = ⊕σ∈GRσ be a G-graded ring where G is a torsion free abelian group.
Then the Jacobson radical J(R) is a graded ideal of R.

Proof First assume that G has finite rank, thus G � ZZn(n ≥ 1); we prove
the assertion by recurrence on n. We start with the case n = 1. Let a ∈ J(R)
and write a = ai1 + . . .+ ais where ai1 , . . . , ais are the nonzero homogeneous
components of a. Assume i1 < i1 < . . . < is. Clearly there exist two prime
numbers p, q such that p and q do not divide il − ir for any 1 ≤ r < l ≤ s.
In this case ai1 , . . . , ais remain the homogeneous components of a when R is
considered as a ZZp, respectively ZZq-graded ring. Corollary 4.3.5 yields that
pair and qair are in J(R) for 1 ≤ r ≤ s. Since p and q are prime and p �= q
it follows that (p, q) = 1 and therefore air ∈ J(R) for any r = 1, . . . , s. Thus
J(R) is a graded ideal. Assume now that G � ZZn with n > 1 and suppose
that the assertion is true for n− 1. We write G = H ⊕K where H and K are
two subgroups of G such that H � ZZn−1 and K � ZZ. Let a ∈ J(R) and a =∑

g∈G ag where ag ∈ Rg. Let g ∈ G and consider R with the grading of type
G|K � H . The induction hypothesis leads to ag+K =

∑
x∈K ag+x ∈ J(R). If
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x, y ∈ K,x �= y then we have ̂g + x �= ̂g + y in the quotient group G/H � K.
Since K � ZZ the first step of induction establishes that ag+x ∈ J(R) for any
x ∈ K. In particular for x = 0 we obtain ag ∈ J(R), hence J(R) is a graded
ideal of R. Now assume that G is torsion free. Let a ∈ J(R), a = ag1 +. . .+agt

where ag1 , . . . , agt are nonzero homogeneous components of a. There exists
a subgroup H of G such that g1, . . . , gt ∈ H and H � ZZn for some n ≥ 1.
Clearly R = ∪H⊆KRK where K is an arbitrary finitely generated subgroup
of G such that K contains H . Since J(R)∩RK ⊂ J(RK) and a ∈ J(R)∩RK
then a ∈ J(RK) and by the above argument agi ∈ J(RK), (i ≤ i ≤ t). If
b ∈ R), there exists a subgroup K, finitely generated such that H ⊂ K and
b ∈ RK . So 1− bagi is invertible on RK so invertible in R. Hence agi ∈ J(R)
for any 1 ≤ i ≤ t.

4.4.7 Corollary

Let R = ⊕σ∈GRσ be a G-graded ring where G is an abelian torsion free group.
Then :

J(R) ⊆ Jg(R)

Proof Let Σ be a gr-simple module. Since Σ is finitely generated as an
R-module, J(R)Σ �= Σ. Since J(R) is a graded ideal (Theorem 4.4.6), then
J(R)Σ = 0 and J(R) ⊆ Jg(R).

4.4.8 Remark

Let R = ⊕σ∈GRσ be a G-graded ring where G is a torsion free abelian group.
If M ∈ R-gr is a finitely generated graded R-module then the above results
are true for the Jacobson radical of M . So we have the following assertions :

i) J(M) is a graded submodule of M .

ii) J(M) ⊆ Jg(M)

The proof of these assertions is identical to the proofs of Theorem 4.4.6 and
Corollary 4.4.7

4.4.9 Corollary

Let R be a G-graded ring, where G is a torsionfree abelian group. If Σ is a
gr-simple module then J(Σ) = 0.

Proof By Remark 4.4.8 ii., we have J(Σ) ⊆ Jg(Σ) = 0.
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4.4.10 Proposition

Let R = ⊕σ∈GRσ be a G-graded ring with n = |G| < ∞ and M ∈ R-
gr. We denote by s(M) (respectively by sgr(M)) the socle of M in R-mod
(respectively in R-gr). Then :

i) s(M) ⊆ sgr(M)

ii) nsgr(M) ⊆ s(M)

iii) If n is invertible on M then s(M) = sgr(M)

iv) If m ∈ s(M), m =
∑

σ∈G, mσ ∈ Mσ then nmσ ∈ s(M) for any
σ ∈ G.

Proof

i) Straight from Proposition 2.7.3. We have that sgr(M) is the sum
of all graded simple submodules Σ of M . But nΣ = 0 or Σ is
semisimple in R-mod. Hence we have nΣ ⊆ s(M) and therefore
nsgr(M) ⊆ s(M).

ii) Is clear and iv. is obvious from i. and ii.

4.4.11 Theorem

Let R be aG-graded ring, whereG is a torsionfree abelian group. IfM ∈ R-gr,
then s(M) is a graded submodule of M .

Proof Same proof as in Theorem 4.4.6, using Proposition 4.4.10.

4.5 Torsion Theory and Graded Clifford The-
ory

Let R be a G-graded ring and R-gr the category of all (left) gradedR-modules.
Let C be a closed subcategory of R-gr (see Section 2.6); C is called rigid if
for any M ∈ C, we have M(σ) ∈ C for any σ ∈ G.

4.5.1 Examples

i) If C is the class of all semisimple objects of R-gr, then it is clear
that C is a rigid closed subcategory (if M is semisimple, then
M(σ) is also semisimple, because Tσ, the σ-suspension functor, is
an isomorphism of categories.
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ii) If M ∈ R-gr is a graded G-invariant, i.e. M � M(σ) in R-gr
for any σ ∈ G, then it is easy to see that σ[M ] is a rigid closed
subcategory of R-gr. Now for M ∈ R-gr, ⊕σ∈GM(σ) is a G-
invariant graded module, putting :

σgr[M ] = σ [⊕σ∈GM(σ)]

we have that σgr[M ] is also a rigid closed subcategory. In fact, it
is the smallest rigid closed subcategory of R-gr containing M .

iii) There exist closed subcategories of R-gr which are not rigid. For
example let G �= {1}, take σ ∈ G and let Cσ = {M = ⊕λ∈GMλ ∈
R−gr|Mσ = 0}. Then Cσ is obviously a closed subcategory of R-
gr (in fact it is a localizing subcategory) but is not rigid, unless
Cσ = 0. Let C be a rigid closed subcategory of R-gr. Denote the
smallest closed subcategory of R-mod containing C by C.

4.5.2 Proposition

For M ∈ R-mod the following assertions are equivalent :

i) M ∈ C

ii) F (M) ∈ C, where F is a right adjoint functor for the forgetful
functor U : R-gr→ R-mod.

iii) There exists N ∈ C such that M is isomorphic to a quotient mod-
ule of N in R-mod.

Proof Put C = {M ∈ R−mod|F (M) ∈ C}. Since F is an exact functor, C is
a closed subcategory of R-mod. If M ∈ C, F (M) � ⊕σ∈GM(σ) then rigidity
of C entails M ∈ C, then C ⊆ C and C ⊆ C. If M ∈ C, then F (M) ∈ C ⊂ C. On
the other hand M is a homomorphic image of F (M) in R-mod, hence M ∈ C.
Therefore C = C. So we have the equivalences i.⇔ ii. and i.⇒ iii. Assume
now that M is isomorphic to a quotient of N where N ∈ C. Consequently, we
have the exact sequence :

N →M → 0

Since F is exact, F (N)→ F (M)→ 0 is also an exact sequence. Since N ∈ C,
F (N) � ⊕σ∈GN(σ) ∈ C and thus F (M) ∈ C or M ∈ C = C. Hence iii.⇒ i.

4.5.3 Corollary

With notation as above we obtain : C is a localizing subcategory in R-gr if
and only if C is a localizing subcategory in R-mod.
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Proof We apply Proposition 4.5.2 and the fact that the functor F is exact.

If A is a Grothendieck category and M,N ∈ A then N is said to be M-
generated if it is a quotient of a direct sum M (I) of copies of M . If each
subobject of M is M -generated, then we say that M is a self-generator. It
is easy to see that M is self-generator if and only if, for any subobject M ′ ⊆
M there exists a family (fi)i∈I of elements of EndA(M) such that M ′ =∑

i∈I fi(M).

Assume now that A = R-gr andN,M ∈ R-gr, we say that N is gr-generated
by M , if there exists a family (σi)i∈J of elements from G such that N is a
homomorphic image of ⊕i∈IM(σi) in R-gr. Clearly N is gr-generated by M
if and only if N is generated by ⊕σ∈GM(σ) in R-gr. If each subobject of
M is gr-generated by M then we say that M is a gr-self generator. It is
easy to see that M ∈ R-gr is a gr-self generator if and only if, for any graded
submodule M ′ of M there exists a family (fi)i∈I of elements of ENDR(M)
such that M ′ =

∑
i∈I fi(M).

4.5.4 Proposition

Let C be a rigid closed subcategory of R-gr and M ∈ C. The following
assertions hold :

a. If M is a projective object in the category C then M is a projective
object in the category C.

b. If every object of C is gr-generated by M then M is a generator for the
category C.

Proof

a. Proposition 4.5.2 entails that there are canonical functors U : C → C
and F : C → C where U (respectively F ) is the restriction of the functor
U : R−gr → R-mod (resp. the restriction of functor F : R-mod → R-
gr). Obviously F is still a right adjoint of U . Since F is an exact functor,
U(M) = M is a projective object in C.

b. Direct from assertion iii. of Proposition 4.5.2.

When we consider M ∈ R-gr, it is clear that σgr[M ] = σR[M ] where σR[M ] is
the smallest closed subcategory of R-mod which contains the left R-module
M .

4.5.5 Proposition

Let M be a graded R-module and assume that M is finitely generated pro-
jective in σgr[M ]. Then the following conditions are equivalent.
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i) M is a gr-self generator.

ii) M is a projective generator of σR[M ].

Proof Since M is finitely generated it is easily seen that ii. ⇒ i.

i. ⇒ ii. Proposition 4.5.4 allows to reduce the problem to proving that
every object of σgr[M ] is gr-generated by M . Put U = ⊕σ∈GM(σ); U is
projective in σgr[M ] = σ[U ]. Let X be an object from σ[U ], then there
exists an epimorphism f : U (I) → X and a monomorphism u : Y → X . If
we put Z = f−1(U(Y )) then f induces an epimorphism Z

g−→Y −→ 0. In
order to prove the assertion that Y is U -generated it is sufficient to prove
that Z is U -generated. We may assume that Y is a subobject of U (I). Since
Y =

∑
J⊆I Y ∩ U (J), J ranging over all finite subsets of I, we may assume

also that I is a finite set. Now since U = ⊕σ∈GM(σ), by the same argument,
it is sufficient to prove that Y is U -generated for Y a subobject of a direct
sum ⊕ni=1M(σi) where {σi, i = 1, . . . , n} is a system of elements from G..
Now we establish the assertion by induction. If n = 1, then Y ⊂ M(σ),
so Y (σ−1) ⊆ M and therefore, by the hypothesis, Y (σ−1) is U -generated.
Since U is G-invariant it follows that Y is U -generated. Assume that the
assertion is true for n − 1 we have Y/Y ∩M(σ1) � Y + M(σ1)/M(σ1) ⊂
⊕ni=1M(σi)/M(σ1) � ⊕ni=2M(σi). So, by the induction hypothesis it follows
that Y/Y ∩M(σ1) is U -generated. Since Y ∩M(σ1) ↪→M(σ1) we have that
Y ∩M(σi) is also U -generated. So we arrive at the diagram :

U (I)

u

��

U(J)

v

��
0 �� Y ∩M(σ1) ��

��

Y �� Y/Y ∩M(σ1)

��

�� 0

0 0

for some sets I and J where u, v are epimorphisms. Now both U (I) and U (J)

are projective on the category σ[U ] hence there exists an epimorphism

U (I) ⊕ U (I) w−→Y −→ 0

proving that Y is U -generated. Finally it follows that U is a generator in the
category σ[U ].

4.5.6 Remark

The implication i. ⇒ ii. does not need the hypothesis for M to be finitely
generated.
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Let M ∈ R-gr, we denote (as in Section 4.1) by Mod(R|M) the full subcat-
egory of R-mod whose objects are the R-module which are M -generated in
R-mod. We put ∆ = EndR(M).

4.5.7 Theorem

Let M ∈ R-gr be a finitely generated and projective object in σgr[M ]. If M
is a gr-self generator, then σR[M ] = Mod(R|M) so Mod(R|M) is a closed
subcategory of R-mod. Moreover the canonical functors :

HomR(M,−) : Mod(R|M)−→∆−mod
M ⊗∆ − : ∆−mod−→Mod(R|M)

are inverse equivalence of categories.

Proof From Proposition 4.4.5 it follows that σR[M ] = Mod(R|M) and M
is a finitely generated projective genrator for the category Mod(R|M). Now
from Mitchel’s Theorem (cf.[179]) it follows that the above functors define an
inverse equivalence of categories.

4.5.8 Corollary

Let Σ be a gr-semi-simple object of R-gr, such that Σ is finitely generated
as left R-module (for instance a gr-simple module). If ∆ = EndR(Σ) =
ENDR(Σ) then HomR(M,−) : Mod(R|Σ) → ∆-mod and Σ⊗∆ : ∆-mod→
Mod(R|Σ) are inverse equivalence of categories.

Proof Since Σ is gr-semisimple, it is clear that every object of σgr[Σ] is
gr-semisimple (in fact every object has the form ⊕i∈JΣ(σi) where (σi)i∈I is
a family of elements from G). Hence Σ is projective and a self-generator in
σgr[Σ]. Now we apply Theorem 4.5.7. In particular, we obtain that Theorem
4.5.7 generalizes Theorem 4.1.4.

4.6 The Density Theorem for gr-simple
modules

Recall first that a graded ring D = ⊕σ∈GDσ is called a gr-division ring when
every nonzero homogeneous element of D is invertible. It is clear that in this
case sup(D) = G{D} and D is an e-faithful graded ring.

4.6.1 Proposition

LetD be a gr-division ring. If V is a nonzero graded leftD-module, then V is a
free D-module with a homogeneous basis. Moreover, every two homogeneous
bases of V have the same cardinality.
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Proof Since V �= 0, there exists a nonzero homogenous element xσ ∈ V
for some σ ∈ G. Thus if rxσ = 0 for some r ∈ R, r =

∑
λ∈G rλ, rλ ∈ Dλ,

we have rλxσ = 0 for every λ ∈ G, and, since D is a gr-division ring this
implies rλ = 0, for every λ ∈ G, Hence r = 0. From Zorn’s Lemma (as in
the ungraded case) we get that V has a homogeneous basis. Using the same
argument as in the non-graded case we may conclude that two homogeneous
bases of V have the same cardinality.

We denote by dimgr
D(V ) the cardinality of a homogeneous basis of V . In the

sequel we need the following obvious assertions.

If D is a gr-division ring, then the following conditions are equivalent :

i) DV is finitely generated

ii) DV has a finite basis

iii) DV has a finite homogeneous basis

It is natural to ask whether the cardinality of a finite non-homogenous basis
of DV must be equal to the cardinality of any finite homogeneous basis, i.e.
whether a gr-division ring has the IBN (invariant basis number) property.
For some particular cases we can give a positive answer to this question.
For example, let D = ⊕σ∈GDσ be a gr-division ring with G being a locally
finite group i.e., such that every subgroup generated by a finite number of
elements is finite. Then D has I.B.N. Indeed, assume first that G is finite.
If V is a graded left D-module, with a basis {e1, . . . , en} then, since De is a
division ring and |G| is finite then sup(D) is a finite subgroup of G. Since
dimDe(D)| = |sup(D)| then dimDe(V ) = n| · |sup(D)| and therefore n =
dimD(V ) is independent of the chosen basis. Next, suppose that G is just
locally finite and let {e1, . . . , em} and {f1, . . . , fn} be two finite bases of a free
left D-module V . We may consider V as a graded D-module (for example,
with the grading induced by an isomorphism V ∼= Dm). Let then V =
⊕σ∈GVσ and for each x ∈ V, x =

∑
σ∈G xσ , xσ ∈ Vσ. Recall that sup(x) =

{g ∈ G|xg �= 0}. Since G is locally finite, there exists a finite subgroup H ≤ G
such that sup(ei) ⊆ H(i ≤ i ≤ m) and sup(fj) ⊆ H(i ≤ j ≤ n). We consider
VH = ⊕σ∈HVσ, then VH is a graded DH -module. Furthermore, it is easy to
see that {e1, . . . , em} and {f1, . . . , fn} are, in fact, two bases of VH over the
G-gr-division ring DH . Since H is finite then m = n. For some other cases
consult the Exercises of Section 7.6.

Let Σ = ⊕σ∈GΣσ ∈ R-gr be a gr-simple module. If ∆ = End(RΣ) =
END(DΣ) then ∆ = ⊕σ∈G∆σ is a gr-division ring and ∆1 = EndR−gr(Σ)
is a division ring. Obviously, for any σ ∈ sup(Σ),Σσ is a right vector space
over ∆e. On the other hand , in view of Proposition 2.2.2 we may write
sup(Σ) = ∪i∈JσiG{Σ}, where J ⊆ I and (σi)i∈I is a left transversal for G{Σ}
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in G. Since Σ is a right graded ∆-module (in fact RΣ∆ is a graded R −∆-
bimodule) we have the following result (Σ∆ as a right ∆-module is called the
countermodule of Σ).

4.6.2 Proposition

dimgr
∆(Σ∆) =

∑
i∈J dim∆e(Σσi).

Proof Let i ∈ J and assume that {ei,r}r∈Ai is a basis of the right ∆e-module
Σσi . We clain that B = ∪i∈J{ei,r|r ∈ Ai} is a homogeneous basis for Σ∆. To
verify this, we first prove that B is linearly independent over ∆. Consider an
equality of the form : ∑

i∈J

∑

r∈Ai

ei,rui,r = 0 (1)

where ui,r ∈ ∆ and the family {ui,r|i ∈ J, r ∈ Ai} has finite support. Note
that, since the ei,r are homogeneous, we may assume that the ui,r are homo-
geneous too. Since deg(ei,r) = σi for each r ∈ Ai, and deg(ui,r) ∈ G{Σ} and
because σiG{Σ}∩ σjG{Σ} = ∅ for i �= j, it follows from equality (1) that, for
any i ∈ J , ∑

r∈Ai

ei,rui,r = 0 (2)

Now, for any σ ∈ G{Σ} we consider Aσi = {r ∈ Ai|deg(ui,r) = σ} so that
Ai = ∪σ∈G{Σ}Aσi and Aσi ∩ Aτi = ∅ for σ, τ ∈ G{Σ}, σ �= τ . Then it follows
from (2) that we have :

∑

r∈Aσ
i

ri,rui,r = 0, for any σ ∈ G{Σ} (3)

But, since ∆σ �= 0, ∆σ contains an invertible element uσ and from (3) we get
the equality : ∑

r∈Aσ
i

ei,rui,ru
−1
σ = 0 (4)

Since ui,ru−1
σ ∈ ∆e, it follows from (4) that ui,ru−1

σ = 0 for every r ∈ Aσi and
so ui,r = 0 for every r ∈ Aσi . This shows that ui,r = 0 for every r ∈ Ai, so
that in fact ui,r = 0 for each i ∈ J and each r ∈ Ai, completing the proof
of the linear independence. It remains to establish that B is a generating
set for Σ∆. To prove this, let xσ ∈ Σσ be a homogeneous element with
σ ∈ sup(Σ). Then there exists an element σi ∈ G(i ∈ J) such that σ = σih
where h ∈ G{Σ}. Since ∆h �= 0, there exists a nonzero (and hence invertible)
element uh ∈ ∆h and therefore xσu−1

h ∈ Σσi . Since {ei,r|r ∈ Ai} is a basis
for Σσi over ∆e we have that xσu−1

h =
∑

r∈Ai
ei,rVi,r for some Vi,r ∈ ∆e and

hence xσ = Σr∈Aiei,rVi,ruh. Therefore B is a generating set for Σ∆ and this
completes the proof.
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4.6.3 Corollary

Let Σ be a gr-simple module. Then the following statements are equivalent :

i) The countermodule Σ∆ is finitely generated

ii) a. [sup(Σ) : G{Σ}] <∞
b. For any σ ∈ sup(Σ) the countermodule ΣσEndRe

(Σσ) is finitely
generated.

Proof i. ⇒ ii. If Σ∆ is finitely generated, then Σ∆ has a finite homogeneous
basis as Λ module. Then ii. follows from Proposition 4.5.2 using the fact that
EndR−gr(Σ) � EndRe(Σσ).

ii. ⇒ i. This follows from Proposition 4.5.2.

4.6.4 Corollary

If Σ ∈ R-gr is gr-simple module with ∆ = End(RΣ), then the following
assertions are equivalent.

i) Σ∆ is finitely generated

ii) R/AnnR(Σ) is a gr-simple ring

iii) Re/AnnRe(Σ) is a semisimple Artinian ring.

Proof i. ⇒ ii. Let {x1, . . . , xn} be a generating set of Σ∆. Then Σ∆ =∑n
i=1 xi∆ and we may assume that the xi are homogeneous with deg(x)i) =

σi. Since AnnR(Σ) = ∩ni=1AnnR(xi), we have the exact sequence :

0−→R/AnnR(Σ)−→⊕ni=1Σ(σi)

and hence R/AnnR(Σ) is a gr-simple ring.

ii. ⇒ iii. Since AnnRe(Σ) = Re∩AnnR(Σ) andRe/AnnRe(Σ) = (R/AnnR(Σ))e,
it follows that Re/AnnRe(Σ) is semisimple Artinian.

iii. ⇒ i. Denote I = AnnR(Σ) and Ie = I ∩ Re. The for every σ ∈ sup(Σ)
we have that IeΣσ = 0 and hence Σσ is an Re/Ie-module (in fact a simple
RR/Ie-module). Since Re/Ie is semisimple Artinian it follows that Σσ is
finitely generated right EndRe(Σσ)-module. On the other hand, using again
the fact that Re/Ie is a semisimple Artinian ring we say that the family
{Σσ|σ ∈ sup(Σ)} has only a finite number of nonisomorphic Re-modules and
hence [sup(Σ) : G{Σ}] <∞, since this index is equal to the cardinality of the
set of isotopic components of the Re-semisimple module Σ (see Section 4.2).
Therefore we may apply Corollary 4.6.3 to complete the proof.
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Let RM be a left graded R-module. We denote by ∆ = END(RM) and
Λ = End(RM). We recall that ∆ is a dense subring of Λ (see Section 2.4). If
M is finitely gnerated then ∆ = Λ. Clearly M is a right ∆-module and also
a right Λ-module if we put :

x.u = u(x), for any x ∈M,u ∈ Λ

MoreoverM∆ is a right graded ∆-module. We define BIEND(RM) = END(M∆)
and Biend(RM) = End(MΛ). BIEND(RM) is a graded ring with the grading :

BIEND(RM)σ = {f ∈ END(M∆)|f(Mλ) ⊆Mσλ∀λ ∈ G}

for each σ ∈ G.

Since ∆ is a dense subring of Λ it follows that BIEND(RM) is a subring of
Biend(RM) and we have a canonical morphism of rings :

ϕ : R−→Biend(RM), ϕ(r)(x) = rx for r ∈ R, x ∈M

Now, if rσ ∈ Rσ, ϕ(rσ) ∈ BIEND(RM)σ thus Imϕ ⊆ BIEND(RM). If M is a
left R-module, then R is said to operate densely on M if for each finite set
of elements x1, . . . , xn ∈ M and α ∈ Biend(RM) there exist an r ∈ R such
that rxi = α(xi)(1 ≤ i ≤ n). We have the following result.

4.6.5 Proposition

Let RM be a left graded R-module such that RM is a gr-self generator and a
projective object of σR[M ]. Then R operates densely on M .

Proof By Proposition 4.5.5 and Remark 4.5.6, M is a projective generator
of the category σR[M ]. Let x1, x2, . . . , xn ∈ M . In Mn we have the R-
submodule N = R(x1, . . . , xn). Since N isM -generated and finitely generated
as an R-module, there exists k > 0 and an epimorphism :

Mk u−→N ↪→Mn (1)

Since the canonical map ϕ : Biend(RM)−→Biend(Mn) ϕ(b)(y1, . . . , yn) =
(b(y1), . . . , b(yn)) is an isomorphism of rings, we derive from (1) that

BiendR(M)(N) ⊆ N

Therefore α.(x1, . . . , xn) ∈ R.(x1, . . . , xn) and hence there exists an r ∈ R
such that α(xi) = rxi 1 ≤ i ≤ n.

4.6.6 Corollary

If Σ ∈ R-gr is a gr-simple module then R operates densely on Σ.
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4.6.7 Corollary (The graded version of Wedderburn’s
theorem)

Let R be gr-simple ring. There exist a gr-division ring D and a graded finite
vectorspace VD such that :

R � End(VD)

Proof Let Σ be a gr simple R-module. We put D = End(RΣ) = END(RΣ)
and V = ΣD. We have the canonical ring morphism :

ϕ : R−→End(VD), ϕ(r)(x) = r.x

where r ∈ R, x ∈ V . Since Kerϕ = AnnR(Σ) = 0 (R is a gr-simple ring i.e.
RR = ⊕ni=1Σ(σi) for some elements σ1, . . . , σn ∈ G). Corollary 4.6.4 then
entails that VD is finitely generated and Corollary 4.6.6 yields that ϕ is also
surjective, hence an isomorphism.

4.7 Extending (Simple) Modules

For a G-graded ring R we let U(R), resp. Ug(R), denote the set of all in-
vertible, resp. invertible homogeneous elements of R. Obviously Ug(R) is a
subgroup of U(R) and the sequence :

ER(R) : 1−→U(Re)−→Ug(R)
deg−→G−→ e

is exact everywhere except possibly at G. Moreover, ER(R) is exact if and
only if R is a crossed product. For M ∈ R-gr, ENDR(M) = HOMR(M,M) is
a G-graded ring with multiplication defined as in Chapter 2, Section 2.10, :
g.f = f ◦ g for f, g ∈ ENDR(M). Recall also from Section 2.10 that M is
G-invariant exactly when the sequence

ER(M) : I → U(EndR−gr(M))→ Ug(ENDR(M))→ G→ e

is exact.

A splitting morphism γ for ER(M) is a group homomorphism γ : G →
Ug(ENDR(M)) for which degγ(σ) = σ for all σ ∈ G.

If M ∈ Re-mod then an extension M
 of the Re-module is an R-module
yielding M by restriction of scalars for the canonical ring morphism Re → R.
Hence M
 is M as an additive group but with multiplication � : R×M
 →
M
 satisfying re �m = rem for re ∈ Re and m ∈M
.

We now consider the case of a strongly graded ring R and M ∈ Re-mod. Let
N = R⊗Re M be G-graded by putting Nσ = Rσ⊗Re M , for σ ∈ G. For every
σ ∈ G we have a canonical group isomorphism for any τ ∈ G :

ENDR(N)σ ∼= HomRe(Nτ , Nτσ)
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4.7.1 Theorem

Assume that R = ⊕σ∈GRσ is a strongly graded ring and M ∈ Re-mod.
Then M can be extended to an R-module if and only if the sequence ER(N),
where N = R ⊗Re M , is both exact and split. Indeed there is a one-to-one
correspondence between extensions M
 of M and splitting homomorphisms
γ of ER(N), in which M
 correspond to γ if and only if :

rσ �m = γ(σ−1)(rσ ⊗m) ∈M

for all m ∈M, rσ ∈ Rσ.

Proof Suppose that M
 is an extension of M to an R-module. We have
the multiplication :

� : R×M
−→M


which yields the restriction :

Rσ ×M −→M, (rσ, x) = rσ � x

If ee ∈ Re we have : (rσre) � x = rσ � (re � x) = rσ � rex and therefore
we obtain Re-homomorphism uσ of Nσ = Rσ ⊗M into M , mapping rσ ⊗ x
to rσ � x. Since ENDR(N)σ−1 � HomRe(Nσ, Ne = M) there exists a unique
γ(σ−1) ∈ ENDR(N)σ−1 such that γ(σ−1)|Nσ is uσ, so γ(σ−1)(rσ⊗x) = rσ�x.
If σ = e then ue = 1M and therefore γ(e) = 1. For any σ, τ ∈ C, the product
γ(τ−1).γ(σ−1) lies on HOMR(N)τ−1 .HOMR(N)σ−1 ⊆ HOMR(N)τ−1σ−1 =
HOMR(N)τ−1σ−1 = HOMR(N)(στ)−1 . If x ∈M, rσ ∈ Rσ, rτ ∈ Rτ we have :

[γ(τ−1)γ(σ−1)][rσrτ ⊗ x] = (γ(σ−1) ◦ γ(τ−1))[rσ(rτ ⊗ x)]
= γ(σ−1)

(
rσγ(τ−1)(rτ ⊗ x)

)
= γ(σ−1) (rσ(rσ � x)) =

= γ(σ−1)(rσ ⊗ (rτ � x)) = rσ � (rτ � x) = (rσrτ )� x

Since RσRτ = Rστ we have that (γ(τ−1)γ(σ−1))(λ ⊗ x) = λ � x for any
λ ∈ RσRτ and x ∈ M . Therefore γ(τ−1).γ(σ−1) = γ(τ−1σ−1) and hence
γ is a homomorphism. In particular γ(σ−1) is invertible and therefore the
sequence ER(N) is exact and splits. Conversely, let γ be any splitting ho-
momorphism for ER(N). For any σ ∈ G, x ∈ M , rσ ∈ Rσ the element
γ(σ−1) ∈ ENDR(N)σ−1 and therefore γ(σ−1)(rσ⊗x) ∈ NR = Re⊗ReM = M .
Thus we define the multiplication � : R×M −→M by rσ�x = γ(σ−1)(rσ⊗x).
If σ = e then γ(e) = 1N . We have re�x = 1N(re⊗x) = re⊗x = rex. Because
γ is a homomorphism, we have :

rσrτ � x = γ((στ)−1)(rσrτ ⊗ x) = γ(τ−1.τ−1)(rσrτ ⊗ x)
= γ(σ−1)(γ(τ−1))(rσ(rτ ⊗ x)) =
= γ(σ−1)(rσγ(τ−1)(rτ ⊗ x)) = γ(σ−1)(rσ .(rτ � x))
= γ(σ−1)(rσ ⊗ (Rτ � x)) = rσ � (rτ � x)
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The group U(EndR−gr(N)) = U(EndRe(M)) acts naturally on the set of
all splitting homomorphisms for ER(N). Indeed u ∈ U(EndR−gr(N)) acts by
mapping any such homomorphism γ to the conjugate splitting homomorphism
γu for E(N) defined by γu(σ) = u−1γ(σ)u.

4.7.2 Theorem

Two extensions of the Re-module M to R-modules are isomorphic as R-
modules if and only if the corresponding splitting homomorphisms for ER(N),
as in Theorem 1, are U(EndR−gr(N))-conjugate. Thus the correspondence of
Theorem 4.7.1 induces a one-to-one correspondence between allR-isomorphism
classes of extensions of M to R-modules and all U(EnDR−gr(N))-conjugacy
classes of splitting homomorphisms for ER(R⊗Re M).

Proof Let M
 and M
′
be two extensions of M to R-modules and γ and

γ′ be their respective corresponding splitting homomorphisms for ER(N) =
ER(R⊗ReM). Any R-isomorphism ofM
′

toM
 is also anRe-automorphism
of M i.e. a unit of EndR−gr(R ⊗Re M) = EndRe(M). If u : M
′ −→M
 is
R-isomorphism, we have u ∈ EndRe(M) and moroever u(rσ �′ x) = rσ � u(r)
or u(γ′(σ−1)(rσ ⊗ x)) = γ(σ−1)(rσ ⊗ u(x)). But rσ ⊗ u(x) = u(rσ ⊗ x) where
u corresponds to u in EndR−gr(R⊗Re M)u = 1⊗u. Hence (u ◦ γ′(σ−1))(rσ ⊗
x) = (γ(σ−1 ◦ u)(rσ ⊗ x) and so u ◦ γ′(σ−1) = γ(σ−1) ◦ u and therefore
u ◦ γ′(σ−1) ◦ u−1 = γ(σ−1). Hence γ′ = γu. The converse follows in a similar
way.

4.7.3 Corollary

Let R = ⊕σ∈GRσ be a G-strongly graded ring. Then the left Re-module
Re can be extended if and only if the sequence ER(R) is exact and split.
Indeed, there is a one-to-one correspondence between all extensions R


e of Re
to R-modules and all splitting homomorphisms γ of ER(R). The extension
R

e corresponds to γ if and only if : aσ � ae = aσaeγ(σ−1) for all ae ∈

Re, aσ ∈ Rσ, σ ∈ G. Moreover this correspondence induces a one-to-one
correspondence between all R-isomorphism classes of such extension R


e and
all U(Re)-conjugacy classes of such homomorphism γ.

Proof We apply Theorems 4.7.1 and 4.7.2 to the case M =Re Re. In this
case N = R⊗Re Re � R and ENDR(N) � R.

4.7.4 Example

Let A be a ring, G a group and ϕ : G → Aut(A) a group homomorphism.
We denote by R = A ∗ϕ G the skew group ring associated to A and ϕ. R
has multiplication defined by : (ag)(bh) = aϕ(g)(b)(gh) where a, b ∈ A and
g, h ∈ G. Moreover R is a G-graded ring with grading R = ⊕g∈GRg where
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Rg = Ag. By Corollary 4.7.3, A has a natural structure of left R-module given
by the rule (ag) � x = aϕ(g)(x) where a ∈ A, g ∈ G, x ∈ A. If the action of
G on A is trivial, i.e. ϕ(g) = 1A for any g ∈ G, then R = A ∗ϕG is the group
ring A[G]. If we denote by ε : A[G] → A, the augmentation map i.e.ε(g) = 1
for any g ∈ G, then we have ε ◦ i = 1A where i : A → A[G] is the inclusion
morphism. In this case if M ∈ A-mod, then M has a natural structure as an
A[G]-module if for any α ∈ A[G] and m ∈ M we put α �m = ε(α).m. For
α = a ∈ A we obviously have a�m = am.

4.7.5 Remark

If R = ⊕σ∈GRσ is a strongly graded ring and M ∈ Re-mod is extended to
an R-module then, by Theorem 4.7.1, M is necessary G-invariant i.e. M �
Rσ ⊗Re M for any σ ∈ G. Let R = ⊕σ∈GRσ be a strongly graded ring
and S a left simple Re-module. We put Σ = R ⊗Re S; Σ is a gr-simple
object in R-gr. Assume that S is G-invariant so σ is G-invariant in R-gr.
We put by ∆ = EndR(Σ) = ENDR(Σ); ∆ is a gr-division ring. If we put
∆ = ⊕σ∈G∆σ, then, since S is G-invariant, ∆σ �= 0 for any σ ∈ G. We
denote by ∆∗,gr = ∪σ(∆σ −{0}); ∆∗,gr is a subgroup of U(∆). In this case S
is extended to R if and only if there exists a morphism of groups γ : G→ ∆∗,gr

such that γ(g) ∈ ∆g for any g ∈ G. Moreover if S
 is an extension of S to
R, then S
 is a simple R-module.

Now assume that k is an algebraically closed field and R is a G-graded finite
dimensional k-algebra. Consider a left G-invariant simple Re-module S. With
notation as before, we now obtain from Schur’s lemma that ∆e = k, because
k is algebraically closed.

Let us look at the case where G =< g > is a finite cyclic group of order n,
i.e. gn = e. Pick ug �= 0 in ∆g. Since ung ∈ ∆gn = ∆e = k there exists a ξ ∈ k
such that ung = ξn. Putting vg = ξ−1ug ∈ ∆g leads to vng = 1. Therefore we
may define γ : G → ∆∗,gr by γ(gi) = vig. Since γ is a group map, Theorem
4.7.1 yields that S can be extended to an R-module.

For further application of the theory of extending simple modules in the rep-
resentation theory of finite groups the reader may consult E. C. Dade’s paper
[50].

4.8 Exercises

1. Let R be a G-graded ring where G is a torsionfree abelian group. If M
is a maximal left ideal of R, then (M)g is the intersection of all maxinal
left ideals containing it.

Hint : If we put J(R/(M)g) = K/(M)g then K is a left graded ideal
of R such that (M)g ⊆ K ⊆ M . Then K = (M)g and therefore
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J(R/(M)g) = 0.

2. Let R be a G-graded ring, where G is a free abelian group. If I ≤ R is a
primitive (resp. semi-primitive) ideal of R, then (I)g is a semi-primitive
ideal of R.

Hint : If I is a primitive ideal, there exists a left simple R-module
S such that I = AnnRS. Then (I)g = ∩x∈S(AnnR(x))g. The above
exercises may be used to prove that J(R/(I)g) = 0.

3. Let A be an arbitrary ring, T a variable commuting with A; then
J(A(T ]) = I[T ] where I = J(A[T ]) ∩A is a nil ideal of A.

Hint : If we consider the polynomial ring A[T ] with natural grading
over the group G = ZZ, then J(A[T ]) is a graded ideal. So we can write
J(A[T ]) = I0 ⊕ I1T ⊕ I2T

2 ⊕ . . . ⊕ InT
n ⊕ . . . such that I0 ⊆ I1 ⊆

. . . ⊆ In ⊆ . . .. Consider the automorphism ϕ : A[T ] → A[T ] such
that ϕ(T ) = T + 1. Since ϕ(J(A[T ])) = J(A[T ]) it follows easily that
I0 = I1 = . . . = In = . . .. If we put I = I0 then I = J(A[T ]) ∩ A. If
a ∈ I, then it follows from aT ∈ J(A[T ]) that 1 − aT is invertible in
A[T ]. That a is a nilpotent element then follows easily.

4. (S. Amitsur) Let A be an algebra over the feld R and R(T ) be the field
of rational functions in one variable over R. We have : J(A⊗RR(T )) =
I ⊗R R(T ), where I = A ∩ J(A⊗R R(T )) is a nil ideal of A.

Hint : (Following G. Bergman). Obviously : I ⊗ R(T ) ⊆ J(A ⊗R
R(T )). Conversely, any element of J(A ⊗R R(T )) can be written as
p(T )−1(amTm + . . . + a0) where p(T ) ∈ R[T ] is nonzero and ai ∈ A.
If n > 1, R(T ) is ZZ/nZZ-graded if we put : K(T )i = T iK(T n) for
n > 0, i ∈ ZZ/nZZ. Looking at the induced gradation of A⊗R R(T ) and
applying Corollary 4.3.5 we obtain for all n > m, naiT i ∈ J(A⊗RR(T )).
Thus aiT i ∈ J(A ⊗R R(T )) and therefore ai ∈ I. Pick x ∈ I, then
(1 + xT )−1 = 1− xT + x2T 2 . . . in A⊗RR(T ). However the coefficients
have to sit in a finite dimensional R-subspace of A i.e. x is algebraic
over R. If x were no nilpotent then the polynomial equation satisfied
by x would give rise to a nonzero idempotent element in the Jacobson
radical, a contradiction.

5. Let A be a ring and M a left finitely generated A-module. If T is a
commuting variable with A, prove that J(M [T ]) has the form N [T ]
where N is a submodule of M,N �= M (here M [T ] = A[T ]⊗AM). In
particular if M is a simple A-module then J(M [T ]) = 0.

Hint : Similar to the proof of exercise 3.

6. Let A be a local domain with maximal ideal M �= 0. Prove that in the
graded ring A[X ] with the natural grading we have

i) J(A[X ]) = 0
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ii) Jg(A[X ]) = M [X ]
iii) J(A[X ]) �= Jg(A[X ])

Hint : For assertion i. use the exercise and ii. ans iii. are obvious.

7. Let R be a G-graded ring with G a finite group. Show that if M is
gr-semi-simple then M is quasi-injective in R-mod. We recall that
M is quasi-injective in R-mod, for any submodule M ′ of M and ev-
ery R-homomorphism f : M ′ → M , then f is extended to the R-
homomorphism g : M →M , i.e. g|M ′ = f .

Hint : We consider the closed subcategories σgr[M ] of R-gr and σR[M ]
of R-mod. Clearly M is a injective object in the category σgr[M ]. Since
the functor F : R-mod → R-gr is a left adjoint for the forgetful functor
U : R-gr → R-mod, resulting that U(M) = M is an injective in the
category σR[M ].

8. A G-graded ring R = ⊕σ∈GRσ is said to be gr-Von Neumann regular
(or gr-regular, for short) if, for any σ ∈ G and any homogeneous
element a ∈ Rσ, there exists b ∈ R (which can be supposed to be
also homogeneous such that a = aba. Then prove that the following
assertions hold :

i) If R if gr-regular, then R is e-faithful.
ii) If R is gr-regular and σ ∈ G, then σ ∈ sup(R) if and only if

σ−1 ∈ sup(R).
iii) If D is a gr-division ring and VD a graded right D-module,

then END(VD) is regular.

Hint :

i) Let a ∈ Rσ, a �= 0. Then there exists a homogeneous element
b ∈ Rσ−1 such that a = aba. Clearly a �= 0 implies that ab �= 0
and ba �= 0 so Rσ−1a �= 0 and aRσ−1 �= 0 i.e. R is e-faithful

ii) Is clear.
iii) Is proved as in the non-graded case.

9. A graded ring R is called gr-primitive, if there exists a gr-simple mod-
ule RΣ such that Annr(RΣ) = 0. Then prove that if R is gr-primitive,
R is e-faithful.

Hint : If we put ∆ = End(RΣ) and S = END(Σ∆) then S is gr-regular.
On the other hand, R is dense in the ring S. Now we can apply exercise
8.

10. Let R be a G-graded ring and M ∈ R-gr. If (σi)i∈I is a family of
elements of the group G, prove that the map

ϕ : BIENDR(M)−→BIENDR(⊕i∈IM(σi))
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given by ϕ(L)(xi) = (b(xi))i∈I where b ∈ BIENDR(M) and (xi)i∈I ∈
⊕i∈IM(σi) is a isomorphism of rings.

Hint :

It is easy to see that if σ ∈ G, then BIENDR(M) = BIENDR(M(σ)). As
in the non graded case we can prove first that ϕ(b) ∈ BIENDR(⊕i∈IM(σi))
and also ϕ is a graded morphism of rings. Clearly ϕ is an injective map
and the fact that ϕ is surjective it is analogue to the nongraded case.

11. Let Σ be a gr-simple module in R-gr, with ∆ = End(RΣ) and H ⊆ G
be a subgroup such that H ∩ sup(Σ) �= ∅. Prove that the following
assertions hold :

i) ΣH is a simple object in RH -gr.

ii) sup(ΣH) = H ∩ sup(Σ)

iii) EndRH (ΣH) = ∆H .

iv) G{ΣH} = H ∩G{Σ}
v) If the countermodule Σ∆ is finitely generated, then the coun-

termodule (ΣH)∆H is also finitely generated.

Hint : i. and ii. are obvious.

iii. We define ϕ : ∆H → EndRH (ΣH), ϕ(f) = f |ΣH where f ∈ ∆H .
Clearly ϕ is correctly defined and from i. yields that ϕ is injective. To
prove that ϕ is surjective see exercises from Section 2.12;

iv. follows from iii. and v. from Corollary 4.5.4.

12. With notation as in exercise 10, the functor :

R⊗RH− : RH−mod−→(G/H,R)

(see exercise 9., Section 2.12) has the property that if N ∈Mod(RH |ΣH)
then R⊗RHN ∈Mod(R|Σ).

Hint : Use exercise 10, Section 2.12.

13. With notation as in exercise 11. If H = G{Σ} then the functor :
R⊗RH− : Mod(RH/ΣH)−→Mod(R/Σ) is an equivalence.

14. (Dade) Let G be any group, H a subgroup of G and (σiH)i∈I a family
of left cosets of H in G. If we put P = ∪i∈IσiH prove that there exists
a G-graded ring R, a left gr-simple R-module Σ such that sup(Σ) = P
and G{Σ} = H .

Hint : First we show that we can assume that H ⊆ P . Indeed if
there exists M ∈ R-gr such that sup(M) = P and G{M} = H , let
σ ∈ P . If H �⊂ P then H ∩ P = ∅. Put P ′ = Pσ−1 and H = σHσ−1.
Clearly H ′ ⊆ P ′. In this case if M ′ = M(σ), then sup(M ′) = Pσ−1
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and G{M ′} = H ′. So to prove the assertion in exercise 13. we may
assume that H ⊂ P i.e. there exists a σi = 1. Now we follow the
proof of Proposition 8.1 of [52] and arrive at the following construction :
Let R be a field, G a group and A a left G-set, A �= ∅. Consider
the direct product T = RA so T = {(xa)a∈A, xa ∈ R}. We define
ϕ : G → Aut(T ) ϕ(g)((xa)a∈A) = (xg−1a)a∈A. It is easy to see that ϕ
is a homomorphism of groups. Then we can define the skew group ring
S = T ∗G with multiplication : (tg)(t′g′) = tϕ(t′)gg′.

The ring S is a G-graded ring with natural gradation Sg = T · g for any
g ∈ G.

For any subset B ⊂ A,B �= ∅ we denote by eB the idempotent element
of T : CB = (ca)a∈A where ca = 1 if a ∈ B and xa = 0 if a �∈ B.
If B �= ∅ we put eB = 0. Clearly if B,B′ are two subjects of A then
eB.eB′ = eB′ .eB = eB∩B′ . So in particular if B ∩ B′ = ∅ we have
eB.eB′ = 0. If B = {a} we denote eB = ea. It is easy to see that in T
we have the equality g.ea = eg.a for any g ∈ G. Let B ⊂ A, B �= ∅, we
denote by R = eBSeB, R is G-graded ring where Rg = eBSgeB. It is
easy to see that Rg.Rh ⊆ Rgh and Re = eBTeB = ReB. If b ∈ B we
put Σ = Reb; clearly Σ is a left graded R-module (in fact it is a left
graded ideal of R).

The following assertions hold :

i) sup(Σ) = {g ∈ G|gb ∈ B}.
ii) G{Σ} = stabG(b) = {g ∈ G|gb = b}.
iii) Σ is gr-simple in R-gr.

Indeed if g ∈ G, we have Σg = Rgeb = eB(T ∗ g)eB.eb = eB(T ∗ g)eb =

(eBTegb)g =
{

(Regb)g if gb ∈ B
0 if gb �∈ B . Therefore sup(Σ) = {g|gb ∈ B}.

Now if g ∈ G we have Σ(g) � Σ if and only if Σg � Σe. Assume
g ∈ G{Σ}, then we have an isomorphism α : Σg → Σ1 of Re-modules.
Since eb ∈ Re then α(eb.x) = eb.α(x). Since Σe = keb, then ebΣe = Σe
and hence ebΣg �= 0, so eb.egb = 0 and therefore gb = b. Hence G{Σ} ⊆
staba(b). On the other hand if g ∈ stabG(b) then gb = b. Clearly
the map β : Σe → Σg, β(λeb) = λegbg is an isomorphism of Re-modules.
Hence stabG(b) ⊆ G{Σ} i.e. G{Σ} = stabG(b). Let now g ∈ sup(Σ) and
xg ∈ Σg, axg �= 0, then xg = (λegb)g where gb ∈ B and λ ∈ R, λ �= 0.
If h ∈ sup(Σ) and yh ∈ Σh, yh �= 0, then yh = (µehb)h where hb ∈ B.
Clearly we have yh = (eBµλ−1hG−1eB)(λegbg) and therefore Σ = Txg
so Σ is a gr-simple T -module.

Now, if we consider A = G/H ; A is a left G-set. Moreover if b = {H}
(we can assume H ⊂ P ), we obtain the construction for exercise 13.
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4.9 Comments and References for Chapter 4

The structure of simple objects in R-gr is given in Section 2.7. by Theorem
2.7.2, connecting the simples of R-gr to simple Re-modules via the functor
Re⊗(−). The purpose of Chapter 4 is to describe the structure of simple
objects of R-gr when viewed as R-modules without gradation. For a simple Σ
in R-gr the category Mod(R|Σ) of Σ-generated R-modules is introduced. Its
structure is analyzed in Theorem 4.1.4 by means of the ring ∆ = EndR(Σ).
The key to this theorem is a lemma due to E.C. Dade (cf. Lemma 4.1.2).

In Section 4.2, objects of Mod(R|Σ) are viewed as Re-modules by restriction
of scalars, yielding Theorem 4.2.5. as a main result. Foregoing results are
applied in Section 4.3 to strongly graded rings and their Clifford theory (see
Theorem 4.3.2). The results of Section 4.1 are applied in Section 4.4 to yield
a clarification of the structure of Σ as an R-module in particular cases (cf.
Theorem 4.4.4) and knowledge about this structure in turn is useful in the
study of the Jacobson radical of R (cf. Corollary 4.4.5. Theorems 4.4.6 and
4.4.11). Making use of torsion theories it is possible to extend the results of
Section 4.1. (cf. Theorem 4.5.7).

A density theorem for simple objects of R-gr is obtained in Section 4.6 and a
new graded version of Wedderburn’s theorem is derived from this. At the end
of Chapter 4 we present the theory of extending (simple) modules for strongly
graded rings, following E.C. Dade [50]. The results in Chapter 4 provide useful
general techniques, e.g. applications to Graded Clifford Theory and beyond
establish that this theory is a powerful instrument in the theory of graded
rings. This instrument stems from Representations of Groups Theory.
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- C. Nǎstǎsescu, F. Van Oystaeyen [151], [153]
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Chapter 5

Internal Homogenization

5.1 Ordered Groups

An ordered group or an O-group is a group G together with a subset S of
G (the set of positive elements) such that the following conditions hold :

OG1. e /∈ S

OG2. If a ∈ G then a ∈ S, a = e, or a−1 ∈ S

OG3. If a, b ∈ S then ab ∈ S

OG4. aSa−1 ⊂ S for any a ∈ G.

It is easy to check that OG4 is equivalent to aSa−1 = S for any a ∈ G.
For a, b ∈ S write b < a if b−1a ∈ S. From OG4 we have b(b−1a)b−1 ∈ S
so ab−1 ∈ S. Therefore b−1a ∈ S is equivalent to ab−1 ∈ S. From OG3
we see that < is a transitive relation on G and by OG2 we have that for
a, b ∈ G exactly one of a < b, a = b or b < a holds. If b < a and c ∈ G then
(cb)−1(ca) = b−1a ∈ S, hence cb < ca and in similar way bc < ac. Also if
b < a then ab−1 ∈ S, hence (a−1)−1b−1 ∈ S and thus a−1 < b−1. Conversely,
if the elements of G are linearly ordered with respect to a relation < such
that b < a implies that bc < ac and cb < ca for any c ∈ G, then the set
S = {x ∈ G | e < x} satisfies OG1-4.

5.1.1 Example

1. Any torsion-free nilpotent group is ordered.

2. Every free group is an ordered group.

C. Nǎstǎsescu and F. Van Oystaeyen: LNM 1836, pp. 147–165, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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5.1.2 Remark

Recall from D. Passman ([167], pag 586) that a group G is said to be a right
ordered group or an RO-group if the elements of G are linearly ordered
with respect to the relation < and if, for all x, y, z ∈ G, x < y implies xz < yz.
It is clear that if G is an O-group then G is a RO-group. From ([167], pag
587, Lemma 1.6), it follows that a group G with finite normalizing series.

{e} = G0 � G1 � ... � Gn = G

where consecutive quotients Gi+1/Gi are torsion-free abelian groups, is an
RO-group.

The following result ([167], Lemma 1.7, pag 588) will be useful : if G is an RO
group and A and B are finite nonempty subsets of G, then there exists b’ and
b” ∈ B such that the products amaxb

′ and aminb
′′ are uniquely represented in

AB (here, amax and amin denote the largest and the smallest element in A,
respectively).

5.2 Gradation by Ordered Groups. Elemen-
tary Properties

Throughout this section G is an O-group. Let R be a graded ring of type G.
An ⊕σ∈GMσ is said to be left limited (or right limited) if there is a σ0 ∈ G
such that Mσ = 0 for all σ < σ0 (resp. σ0 < σ). If Mσ = 0 for each σ < e,
then M is said to be positively graded and if Mσ = 0 for all σ > e then M
is negatively graded. If M = ⊕σ∈GMσ is a nonzero left graded module, M
is called left (right) strongly limited if there exists a σ0 ∈ G such that
Mσ0 �= 0 and Mx = 0 for any x < σ0 (resp. σ0 < x). Clearly if M is left
(right) limited and sup(M) ⊆ G has a least (upper) element then M is left
(right) strongly limited (for example when G = ZZ). If σ ∈ G then denote
by M≥σ (resp M>σ) the sum ⊕x≥σMx (resp ⊕x>σMx). In the same way we
define M≤σ (resp M<σ). Also we use M+ for M>e (and M− for M<e).

5.2.1 Proposition

Assume that R is left limited and M ∈ R-gr. Then the following properties
hold :

1. If M is finitely generated then M is left limited.

2. If M is left limited, there exists a free resolution

...→ Fn → ...→ F2 → F1 → F0 →M → 0

where all Fi are gr-free and left limited.
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Proof

1. Assume that there exists σ0 ∈ G, such that Rσ = 0 for any σ < σ0. Also
suppose that M is generated by homogeneous elements x1, ..., xn such
that deg xi = τi and τ1 ≤ ... ≤ τn. Then if σ < σ0τ1 and x ∈ Mσ we
have x =

∑n
i=1 aixi where a1, ...an are homogeneous. Clearly deg ai =

στ−1
i < σ0 so ai = 0 for all i, 1 ≤ i ≤ n and therefore Mσ = 0 for any

σ < σ0τ1.

2. Assume that there exist a τ0 ∈ G such that Mx = 0 for any x < τ0. Let
(xi)i∈I a family of homogeneous generators of M . If we put τi = deg xi
then we have τ0 ≤ τi. Consider the gr-free module

F0 = ⊕i∈IR(τ−1
i )

It is easy to see that (F0)x = 0 for any x < σ0τ1 so F0 is left limited.
Clearly we have the canonical epimorphism f0 : F0 → M → 0 in R-gr.
Since K0 = ker f0 is also left limited, we may repeat the argument.

5.2.2 Proposition

Assume that R is strongly graded ring and M = ⊕σ∈GMσ is left (right)
limited. If G �= {e} then M = 0.

Proof Since R is strongly graded ring we have RxMy = Mxy for any x, y ∈
G. Since M is left limited, there is σ0 ∈ G such that Mx = 0 for any x < σ0.
If σ0 < e then σ2

0 < σ0 and we have Mσ2
0

= 0 so M = 0. If e < σ0 then
Me = 0 and therefore M = 0. If σ0 = e then since G �= {e} there is a σ ∈ G,
σ �= e. We may assume σ < e, (otherwise take σ−1 < e), so Mσ = 0 and thus
M = 0.

5.2.3 Proposition

Let R be a positively graded ring and let M ∈ R-gr be a nonzero left strongly
limited module. Then R>0M �= M .

Proof If M �= 0 then there is σ0 ∈ G such that Mσ0 �= 0 and Mx = 0 for
any x < σ0. Since Mσ0 ∩R>0M = 0, we have R>0M �= M .

5.2.4 Proposition

Let R = ⊕σ∈GRσ be a positively graded ring. If Σ is gr-simple then there is a
σ0 ∈ G such that Σ = Σσ0 . In particular, we have that Jg(R) = J(Re)⊕R>0.
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Proof Since Σ �= 0, there is a σ0 ∈ G such that Σσ0 �= 0. Then RΣσ0 = Σ.
But RΣσ0 ⊆ Σ≥σ0 so Σx = 0 for any x < σ0. On the other hand Σ>σ0 is a
graded submodule of Σ. Since Σσ0∩Σ>σ0 = 0 then Σ>σ0 = 0 so we have Σx =
0 for any x �= σ0. Since Jg(R)∩Re = J(Re) then Jg(R) ⊆ J(Re)⊕R>0. Now
if Σ is gr-simple then Σ = Σσ0 for some σ0 ∈ G. Clearly R>0Σ = R>0Σσ0 = 0
so we arrive at R>0 ⊆ Jg(R).

5.2.5 Proposition

Let R be a G-graded ring, where G is an O-group. If Σ is a gr-simple module,
then J(Σ) = 0. In particular we have J(R) ⊆ Jg(R).

Proof From the graded Clifford theory (Section 4.1) it follows that it is
enough to prove that J(∆) = 0, where ∆ = EndR(Σ). But ∆ = ⊕σ∈G{Σ}∆σ

and every nonzero homogeneous element of ∆ is invertible. If G {Σ} = {e},
then ∆ = ∆e is a division ring and so J(∆) = 0. On the other hand, if
G{Σ} �= {e} then G {Σ} is infinite since an O -group is torsion-free. Let a ∈ ∆
an invertible element. We prove that a is a homogeneous element. Indeed,
assume that there is b ∈ ∆ such that ab = 1. We can write a = aσ1 + ...+ aσn

where 0 �= aσi ∈ ∆σi and σ1 < ... < σn and similarly b = bτ1 + ...bτm where
0 �= bτi ∈ ∆τi and τ1 < ... < τm. Then if n ≥ 2, the product ab has at least
two nonzero homogeneous components aσ1bτ1 and aσnbτm which contradicts
the fact that ab = 1. Therefore we have n = 1 and a is a homogeneous el-
ement. Assume now that a is a nonzero element of J(∆) such that 1 − ba
is invertible and hence homogeneous for any b ∈ ∆. If a = aσ1 + ... + aσn

with aσi ∈ ∆σi then since G {Σ} is an infinite group, there is a homogeneous
element 0 �= b ∈ ∆σ with σ ∈ G {Σ} such that e /∈ {σσ1, ..., σσn} and hence
1 − ba has at least two nonzero homogeneous components. But on the other
hand we have seen that 1 − ba is homogeneous and this is a contradiction
which shows that a = 0, so J(∆) = 0.

5.2.6 Proposition

Let R be a G-graded ring where G is an O-group. Then :

1. If P is a gr-prime ideal of R then P is prime. In particular we have
Specg(R) ⊆ Spec(R).

2. radg(R) = rad(R), so rad(R) is a graded ideal of R.

3. R is a domain if and only if R has no homogeneous zero-divisors.
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Proof

1. Let a, b ∈ R such that aRb ⊂ P . Assume that a /∈ P . We may write
a = aσ1 + ... + aσn with 0 �= aσi ∈ Rσi and σ1 < ... < σn and also
b = bτ1 + ...+ bτm with 0 �= bτi ∈ Rτi and τ1 < ... < τm. We may assume
that aσn /∈ P because otherwise we get (a − aσn)Rb ⊂ P and in this
case we can replace a with a−aσn . From aRb ⊂ P we get aσnRbτm ⊂ P
and then bτm ∈ P (because aσn /∈ P ). Replacing b with b− bτm we may
repeat the same argument and finally get that bτ1 , ...bτm ∈ P so b ∈ P .

2. follows from i. and iii. is obvious.

5.3 Internal Homogenization

Throughout this section G will be an O -group and R a graded ring of type
G. Let M ∈ R-gr and X ⊂ M a submodule. Any x ∈ X may be written
in a unique way as x = xσ1 + ... + xσn with σ1 < ... < σn. Denote by X

∼
,

respectively X∼ the submodule of M generated by xσn , respectively xσ1 , that
is, X

∼
is the submodule of M generated by the homogeneous components of

the highest degree of all the elements in X , a similar description holds for
X∼.

5.3.1 Lemma

1. If x ∈ X∼
(resp x ∈ X∼) is a nonzero homogeneous element then there

is a y ∈ X with y = yτ1 + ...+ yτn such that τ1 < ... < τn and x = yτn

(resp x = yτ1).

2. X
∼

and X∼ are graded submodules of M .

3. X = X
∼

(resp X = X∼) if and only if X is a graded submodule.

4. X = 0 if and only if X
∼

= 0, and also if and only if X∼ = 0.

5. If X ⊂ Y ⊂M then X
∼ ⊂ Y ∼

and X∼ ⊂ Y∼ .

6. If L is a left ideal of R and N is a R-submodule of M then L
∼
N

∼ ⊆
(LN)

∼
and L∼N∼ ⊆ (LN)∼ . Therefore if L is an ideal then L

∼
and L∼

are ideals.

Proof i. Assume that x ∈ X∼ is a nonzero homogeneous element of X
∼
.

Then we can find the elements z1, ..., zs ∈ X such that x = λ1α1 + ...+ λsαs
where λ1, ..., λs are homogeneous elements from R and αi (1 ≤ i ≤ s) are the
components of the highest degree in zi. We can assume that λiαi �= 0 for all
the i’s. In this case λ1α1 + ...+ λsαs is the component of the highest degree
of the element λ1z1 + ...+ λszs ∈ X . Now put y = λ1z1 + ...+ λszs and this
satisfies the required conditions.
The assertions (ii), (iii), (iv) and (v) are obvious and (vi) follows from (i).
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5.3.2 Proposition

Let R be a graded ring of type G, (G is an O-group as stated in the beginning
of this section). Let σ0 ∈ G and assume that sup(M) ∩ {x ∈ G | σ0 ≤ x} is
a well ordered subset of G. Consider the R submodules X ⊂ Y ⊂ M . The
following assertions are equivalent :

1. X = Y .

2. X
∼

= Y
∼

and X ∩M<σ0 = Y ∩M<σ0

Proof i)⇒ii) is obvious.

ii)⇒i) Let y ∈ Y. Then y = yσ1 + ... + yσn with σ1 < σ2 < ... < σn and
yσn �= 0. If σn < σ0 then y ∈ Y ∩M<σ0 = X ∩M<σ0 and so y ∈ X . Assume
that σn ≥ σ0. Since yσn ∈ Y

∼
= X

∼
, we have that there is x ∈ X such

that x = xτ1 + ... + xτm−1 + yσn with τ1 < ... < τm−1 < σn. It follows
that y− x ∈ Y has a homogeneous decomposition in which the largest degree
appearing is less than σn. Since sup(M) ∩ {x ∈ G | σ0 ≤ x} is a well ordered
subset of G, after a finite number of steps we find x1, ..., xk ∈ X such that
y − (x1 + ...+ xk) ∈ Y ∩M<σ0 = X ∩M<σ0 and therefore y ∈ X .

5.3.3 Corollary

If M is a graded R-module such that sup(M) is a well ordered subset of G,
then for any two submodules X ⊂ Y ⊂ M we have X = Y if and only if
X

∼
= Y

∼
.

For a left R-module RM , we put : Z(RM) = {x ∈ M | AnnR(x) is a left
essential ideal of R}. It is easy to see that Z(RM) is a submodule of M;
ZR(M) is called the singular submodule of M . If Z(RM) = 0 then RM is
called nonsingular module.

5.3.4 Corollary

Let R be a G-graded ring. Then :

1. If I is a left essential of R then I∼ and I∼ are left essential ideals of R.

2. Z(RM) is a graded submodule of M.

Proof

1. Let a ∈ R be a nonzero homogeneous element. Then there is a b ∈ R
such that 0 �= ba ∈ I because I is essential. If we write b = bσ1 +...+bσn ,
bσi ∈ Rσi , bσi �= 0 (1 ≤ i ≤ n) such that σ1 < ... < σn then ba =
bσ1a + ... + bσna. Since ba �= 0, there is a maximal k, 1 ≤ k ≤ n
such that bσk

a �= 0, so bσk+1a = ... = bσna = 0 and thus bσk
a is the
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homogeneous component of the highest degree appearing in ba. Since
ba ∈ I then bσk

a ∈ I∼
and bσk

a �= 0, so by Proposition 2.3.6 we get that
I

∼
is essential in R. The fact that I∼ is essential may be proven in a

similar way.

2. Let x ∈ Z(RM), x �= 0. If we write x = xσ1 + ... + xσn such that
xσi ∈Mσi , xσi �= 0 and σ1 < ... < σn. Since I = AnnR(x) is an essential
left ideal ofR it s easy to see that I

∼
xσn = 0. By (i) I

∼
is an essential left

ideal, so xσn ∈ Z(RM). Repeating the same argument for the element
x− xσn instead of x we obtain by induction that xσ1 , ..., xσn ∈ Z(RM).

5.4 Chain Conditions for Graded Modules

Let R be a graded ring of type G; M ∈ R−gr is said to be left gr-Noetherian,
respectively gr-Artinian (see Section 2.10), if M satisfies the ascending, re-
spectively descending chain condition for graded submodules of M . It is
straightforward to see that M is left gr-Noetherian if and only if every graded
submodule is finitely generated and also if and only if each non-empty fam-
ily of graded submodules of M has a maximal element. Dually, M is left
gr-Artinian if and only if each non-empty family of graded submodules of
M has a minimal element and also if and only if each intersection of graded
submodules may be reduced to a finite intersection of the same family.

Let G be an arbitrary group, H a subgroup of G and {σi | i ∈ I} a set
of representatives for the right H-cosets of G. If R is a G-graded ring
and M = ⊕x∈GMx is an object from R-gr, then for each i ∈ I we put
MHσi = ⊕h∈HMhσi . It is clear that MHσi is a H-graded RH -module with
the gradation (MHσi )h = Mhσi for any h ∈ H .

5.4.1 Lemma

Let P be a graded R(H) submodule of MHσi . Then RP ∩MHσi = P .

Proof If y ∈ RP ∩MHσi is a homogeneous element, then y =
∑n

k=1 λkxk
with λk ∈ h(R), xk ∈ h(P ), k = 1, ..., n. Put τk = deg xk (1 ≤ x ≤ n). Then
τk = hkσi for some hk ∈ H . Let σ = deg y. Since y ∈ MHσi then σ = hσi
for some h ∈ H . Then for any 1 ≤ k ≤ n we have hσi = degλk · (hkσi) so
deg λk ∈ H . Therefore λ1, ..., λk ∈ RH so y ∈ P i.e. RP ∩MHσi ⊆ P . Since
the converse inclusion is clear, we have the equality RP ∩MHσi = P .
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5.4.2 Proposition

If M is a left gr-Noetherian (resp gr-Artinian) module then for every i ∈ I,
MHσi is a left gr-Noetherian (resp gr-Artinian) RH . Conversely if [G : H ] <
∞ and MHσi is left gr-Noetherian (resp gr-Artinian) for any i ∈ I, then M is
gr-Noetherian (resp Artinian).

Proof The first part follows easily from Lemma 5.4.1. If [G : H ] <∞ then
I is finite. Since M = ⊕i∈IMHσi as left RH -modules, then if N is a gr-
submodule of M it follows that N = ⊕i∈INHσi so M is gr-Noetherian (resp
Artinian).

5.4.3 Corollary

Let G be a finite group and R be a G-graded ring. If M ∈ R − gr then the
following assertions are equivalent :

1. M is gr-Noetherian (resp gr-Artinian).

2. M is Noetherian (resp Artinian) as an Re module.

3. M is Noetherian (resp Artinian) in R-mod.

Proof It follows from Proposition 5.4.2 if we take H = {e}.

5.4.4 Corollary

If R is gr-Noetherian (resp gr-Artinian) and H ≤ G is a subgroup of G then
RH is H-gr-Noetherian (resp. H-gr-Artinian). Here G is an arbitrary group).

5.4.5 Proposition

Let G be an O-group, R a G-graded ring and M ∈ R − gr. The following
assertions hold :

1. If sup(M) is a well ordered subset of G then M is gr-Noetherian (resp
gr-Artinian) if and only if M is Noetherian (resp Artinian) in R-mod.

2. Assume that R is positively graded ring. If M is gr-Noetherian then
sup(M) is a well ordered subset of R and in particular M is strongly
left limited and Noetherian in R-mod.

Proof

1. Follows from Corollary 5.3.3
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2. Let σ1 ≥ σ2 ≥ ... ≥ σn ≥ ... be a descending chain of elements from
sup(M). Then Mσi �= 0 for all i and pick xn ∈ Mσn , xn �= 0. We have
the ascending chain of graduated submodules of M

Rx1 ≤ Rx1 +Rx2 ≤ ... ≤ Rx1 +Rx2 + ...+Rxn ≤ ...

Since M is gr-Noetherian, there is an n such that

Rx1 +Rx2 + ...+Rxn = Rx1 +Rx2 + ...+Rxn +Rxn+1

So xn+1 = a1x1 + ... + anxn where a1, ..., an are homogeneous. Since
deg ai ≥ e, (1 ≤ i ≤ n) then σn+1 = deg xn+1 ≥ σn so σn = σn+1.
Hence sup(M) is a well-ordered subset of G. The last part of assertion
(2) follows from (1).

5.4.6 Proposition

Let R be a graded ring of type ZZ. If M ∈ R− gr is left gr-Noetherian then :

1. M≥0 is left Noetherian in R≥0-mod.

2. M≤0 is left Noetherian in R≤0-mod.

Proof

1. By Proposition 5.4.5 it is enough to show that M≥0 is gr-Noetherian in
R≥0-mod. Let N be a graded R≥0 submodule of M≥0. Since RN is
finitely generated as a graded R-submodule we may assume that RN =
Rx1+...+Rxs with x1, ..., xs ∈ N being homogeneous elements. Assume
that deg xi = ni ≥ 0 (1 ≤ i ≤ s). Put n = max(n1, ..., ns). If ym ∈
Nm, m ≥ n then there are some λ1, ..., λs ∈ h(R) such that ym =∑s

i=1 λixi. Since m ≥ n, we get λi ∈ R≥0 for any i, 1 ≤ i ≤ s. On the
other hand by Proposition 5.4.2, Mi is a left R0 Noetherian module so
⊕0≤i<mNi is a finitely generated R0 submodule of ⊕0≤i<mMi and let
{y1, ..., yr} be a family of generators. Since N = ⊕0≤i<mNi ⊕ ⊕j≥mNj
it is clear that {x1, ..., xs, y1, ..., yr} is a family of generators for N over
R≥0. Therefore M≥0 is a gr-Noetherian R≥0-module.

2. is similar to (1).

5.4.7 Theorem

Let R be a graded ring of type ZZ. If M ∈ R−gr then the following assertions
are equivalent :

1. M is gr-Noetherian

2. M is Noetherian in R-mod.
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Proof As (2.)⇒(1.) is obvious, we show (1.)⇒(2.). Consider an ascending
chain of R-submodules of M, X1 ⊂ X2 ⊂ ... ⊂ Xp ⊂ .... By Proposition 5.4.6
there is an n0 ∈ N such that M≤0∩Xi = M≤0∩Xi+1 = ... and X

∼
i = X

∼
i+1 =

... for i ≥ n0. By Proposition 5.3.2 it follows that Xi = Xi+1 = ... (i ≥ n0).

A group G is called polycyclic-by-finite if there is a finite series {e} =
G0 � G1 � ... � Gn = G of subgroups such that each Gi−1 is normal in Gi and
Gi/Gi−1 is either finite or cyclic for each i. The main result of this section is
the following

5.4.8 Theorem

Let R be a strongly graded ring of type G, where G is a polycyclic-by-finite
group. Let M = ⊕i∈GMσ be a left graded R-module. If Me is a left Noethe-
rian Re-module, then M is Noetherian as an R-module. In particular if Re is
a left Noetherian ring, then R is a left Noetherian ring.

Proof Since R is strongly graded, by Dade’s Theorem (Section 3.1) we have
that M is gr-Noetherian. Consider the subnormal series {e} = G0 � G1 � ... �
Gn = G. If n = 1 then G = G1 is finite or cyclic and by Corollary 5.4.3 and
Theorem 5.4.7 we obtain that M is left Noetherian. We prove the statement
by induction on n assuming that it holds for subnormal series of length less
than n. Put H = Gn−1, G

′ = G/H . By the induction hypothesis we have
that MH is a Noetherian RH -module. Since R with the grading over G/H
is also strongly graded, since G/H is finite or cyclic, it follows that M is a
Noetherian R-module.

5.5 Krull Dimension of Graded Rings

For definitions and properties of Krull dimension of an object from an abelian
category we refer to Appendix B. Let R be a G-graded ring and R − gr the
category of graded left R-modules. If M ∈ R−gr and M has Krull dimension
in the category R − gr we denote by K.dimgr

R (M) (or shortly K.dimgr(M))
its Krull dimension in this category and call it the gr-Krull dimension. We
also denote by K.dimRM the Krull dimension of M in R-mod. (in case it
exists). If M is α-critical in R− gr then we say that M is gr-α-critical.

5.5.1 Proposition

Let R be a G-graded ring where G is an O-group and M ∈ R − gr. Assume
that sup(M) is a well ordered subset of G. Then :

1. M has gr-Krull dimension if and only if M has Krull dimension in R-
mod and in this case we have

K.dimgr(M) = K.dim(M)
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2. M is gr-α-critical if and only if M is α-critical (in R-mod).

Proof

1. Apply Corollary 5.3.3 and Lemma I.1 (Appendix B).

2. It is enough to show only the “if”-implication. If X �= 0 is any sub-
module of M , then X

∼ �= 0 and hence K.dim(M/X
∼
) < α. By Corol-

lary 5.3.3 and Lemma I.1 (Appendix B) we get that K.dim(M/X) ≤
K.dimgr

R (M/X
∼
) < α. Consequently M is α-critical (in R-mod).

5.5.2 Proposition

Let R be a G strongly graded ring and M = ⊕σ∈GMσ ∈ R− gr. Then M has
Krull dimension if and only if Me has Krull dimension in Re-mod and if this
is the case then K.dimgrM = K.dimReMe.

Proof Apply Theorem 3.1.1.

5.5.3 Proposition

Let R be a G graded ring and H ≤ G a subgroup of G. Let {σi | i ∈ I}
a set of representatives for the right H-cosets of G. If M ∈ R-gr has Krull
dimension in RH -gr and K.dimgr

RH
Mσi ≤ K.dimgr

RM . If H has finite index in
G then K.dimgr

RM = sup
i∈I
{K.dimgr

RH
MHσi}.

Proof The first statement follows from Lemma 5.4.1. and Lemma I.1 (Ap-
pendix B). On the other hand, the lattice of graded submodules of M maps
into the product of lattices of graded submodules of MHσi , i ∈ I as follows :

N �→ (NHσi )i∈I .

This map is strictly increasing and we may apply Lemma I.1 (Appendix B).

5.5.4 Corollary

If R is a ring graded by a finite group G and M ∈ R-gr has gr-Krull dimension
then M has Krull dimension (in R-mod) and

K.dimRM = K.dimgr
RM = sup{K.dimReMσ | σ ∈ G}

Proof It follows from Proposition 5.3.3 for H = {e}.
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5.5.5 Corollary

If the G-graded ring R has left Krull dimension in R-gr, then for any sub-
group H of finite index in G, the ring RH has Krull dimension in RH -gr and
K.dimgr

RR = K.dimgr
RH
RH .

Proof By Proposition 5.5.3 we get that RH has gr-Krull dimension (in R-
gr). Since K.dimgr

RH
RHσi ≤ K.dimgr

RH
RH then by the same Proposition 5.5.3

we have K.dimgr
R R = K.dimgr

RH
RH .

5.5.6 Proposition

Let R = ⊕i∈ZZRi be a graded ring of type ZZ and M = ⊕i∈ZZMi a Noetherian
graded left R-module. Assume that K.dimgr

RM = α. Then :

1. K.dimR≥0M≥0 ≤ α+ 1 and K.dimR≤0M≤0 ≤ α+ 1.

2. α ≤ K.dimRM ≤ α+ 1.

Proof By Theorem 5.4.7 M is gr-Noetherian if and only if M is Noetherian.
It is clear that assertion (2) follows from Proposition 5.3.2 and Lemma I.1
(Appendix B).

We now prove assertion (1). We intend to show by transfinite induction on
α that K.dimR≥0M≥0 ≤ α+ 1. In of view Lemma I.7 (Appendix B) we may
assume that M is Noetherian and gr-α-critic. If α = −1, then M = 0 and the
assertion is obvious. Assume α ≥ 0 and pick x �= 0 a homogeneous element
of M≥0. We have K.dimgr

R (M/Rx) < α since M is gr-α-critical. Assume that
deg x = n ≥ 0. In this case we have (M/Rx)≥0 = M≥0/ ⊕i≥−n Rix. Since
R≥0x ⊂ (Rx)≥0 we have the exact sequence

0→ (Rx)≥0

R≥0x
→ M≥0

R≥0x
→
(
M

Rx

)

≥0

→ 0

But (Rx)≥0/R≥0x � R−nx ⊕ ... ⊕ R−1x ⊆ ⊕−1
i=−nMi. By Proposition 5.5.1

K.dim((Rx)≥0/R≥0x) ≤ α as Re-module so K.dimR((Rx)≥0/R≥0x) ≤ α
as R-module. Since K.dimgr

R (M/Rx) < α by the induction hypothesis, we
get that K.dim(M/Rx)≥0 ≤ α. By the above exact sequence and using
Lemma I.3 (Appendix B) we obtain that K.dim(M≥0/R≥0x) ≤ α. By Lemma
I.6 (Appendix B) we find that K.dimM≥0 ≤ α + 1. In a similar way,
K.dimR≤0M≤0 ≤ α+ 1.

We recall that a group G is polycyclic-by-finite if G has a subnormal series

{e} = G0 � G1 � ... � Gn = G (∗)



5.5 Krull Dimension of Graded Rings 159

such that Gi−1 is normal in G and Gi/Gi−1 is either finite or cyclic infinite
for each i. It is wellknown that the number of all the factors Gi/Gi−1 that are
infinite is an invariant (it does not depend on the chosen subnormal series of
G); this number is denoted by h(G) and is called the Hirsch number of G.
If h(G) = n then G is called poly-infinite cyclic group. If H is a subgroup
of G, then the series {e} = H ∩ Go � H ∩ G1 � ... � H ∩ Gn = H is also a
subnormal series of G. We clearly have that if G is polycyclic-by-finite (resp
poly-infinite cyclic) then H is polycyclic-by-finite (resp poly-infinite cyclic)
(see [167] for details). The following is the main result of this section.

5.5.7 Theorem

Let R be a G strongly graded ring with G a polycyclic-by-finite group. If
M = ⊕σ∈GMσ ∈ R− gr is gr-Noetherian (which is equivalent to the fact that
Me is a left Noetherian Re-module) and K.dimReMe = α then

α ≤ K.dimRM ≤ α+ h(G)

Proof Let {e} = G0 � G1 � ... � Gn = G be a subnormal series of the group
G. We proceed by induction on n. If n = 1 then we have by Proposition
5.5.6, Proposition 5.5.2 and Corollary 5.5.4 that K.dimRM ≤ α+1 if G = G1

is cyclic infinite or K.dimRM = α if G is a finite group. Assume that the
assertion is true for n− 1. If we put H = Gn−1 then we have K.dimRHMH ≤
α+h(H) where h(H) is the Hirsch number of the group H . Now consider the
ringR with gradation of typeG/H , soR = ⊕C∈G/HRC , where RC = ⊕x∈CRx
for any x ∈ C and alsoM = ⊕C∈G/HMC which is an R-graded module of type
G/H . Since H is the identity element of the group G/H , using the induction
hypothesis for n = 1 we get that K.dimRM ≤ α+ h(H) + 1 if G/H is cyclic
infinite or K.dimRM ≤ α + h(H) if G/H is finite. Since h(G) = h(H) + 1
if G/H is cyclic infinite and h(G) = h(H) if G/H is finite, we finally obtain
K.dimRM ≤ α + h(G). The inequality α ≤ K.dimRM is obvious by Lemma
I.1 (Appendix B).

5.5.8 Proposition

Let R = ⊕σ∈GRσ be a crossed product such that Re is a domain. If G is a
poly-infinite cyclic group, then R is a domain.

Proof Let {e} = G0 � G1 � ... � Gn = G be a subnormal series of G such
that Gi+1/Gi = ZZ for every 0 ≤ i ≤ n. If n = 1 then G � ZZ and hence
R = ⊕i∈ZZRi is ZZ-graded. Proposition 5.2.6 now implies that R is a domain.
The assertion now follows by induction on n.
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5.5.9 Theorem

Let R be a G graded ring and Σ a gr-simple left R-module. If G is a poly-
infinite cyclic group, then Σ has Krull dimension in R-mod. Moreover, Σ is
k-critical with 0 ≤ k ≤ h(G{Σ}) ≤ h(G).

Proof Since G{Σ} is a subgroup of G, it is poly-infinite cyclic too. Since
the ring ∆ = EndR(Σ) is a crossed product of type G{Σ} and ∆e is a division
ring, it follows by Theorem 5.5.7 that ∆ has Krull dimension (on the left)
and that K.dim∆∆ ≤ h(G{Σ}), by Lemma I.7 (Appendix B). We have now
that ∆ contains a k-critical left ideal I, with k ≤ h(G{Σ}). Moreover by
Proposition 5.5.8, ∆ is a domain. Then if 0 �= a ∈ I, the map ϕ : ∆ → I
given by ϕ(λ) = λa is a monomorphism and so ∆ is also k-critical. It follows
now from Graded Clifford Theory (Section 4.1) that Σ is k-critical.

5.6 Exercises

1. Let ϕ be an automorphism of a ring A and consider the skew polynomial
rings AX,ϕ] and A[X,X−1, ϕ]. For an A-module M , we write M [X,ϕ]
for A[X,ϕ]⊗AM and similarly for

M [X,X−1, ϕ] = A[X,X−1, ϕ]⊗AM

Establish the following claims :

i) If M is left Noetherian then M [X,ϕ] resp. M [X,X−1, ϕ], is
a left Noetherian A[X,ϕ]- resp. A[X,X−1, ϕ]-module.

ii) M is left Noetherian if and only if M [X ] has Krull dimension
over A[X ].

iii) Suppose that M is left Noetherian. Then we have :

KdimA[X,ϕ]M [X,ϕ] = KdimAM + 1

KdimA[X,X−1,ϕ]M [X,X−1, ϕ] ≤ KdimAM + 1

Moreover if M is α-critical, then M [X,ϕ] is an (α+1)-critical
A[X,ϕ]-module.

Hint

i) M [X,ϕ] has the natural ZZ-gradation by putting M [X,ϕ]n =
{Xn ⊗ m,m ∈ M} for n ≥ 0, M [X,ϕ]n = 0 if n < 0. It
is clear how that the natural ZZ-gradation of M [X,X−1, ϕ]
has been defined. But A[X,X−1, ϕ] is strongly graded with
A[X,X−1, ϕ]0 = A, so i. follows from Theorem 5.4.7.
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ii) If M is left Noetherian then M [X ] is left Noetherian as an
A[X ]-module and so it has Krull dimension. Conversely when
M [X ] has Krull dimension look at a possibly infinite ascend-
ing chain : M0 ⊂ M1 ⊂ . . . ⊂ Mn ⊂ . . . ⊂ M of A-
submodules of M . It is clear that K = M1⊕XM2⊕ . . ., L =
M0+XM1+ . . .+XnMn+ . . ., are A[X ]-submodules of M [X ]
such that XK ⊂ L and K/L = M1

M0
⊕ M2
M1
⊕ . . .⊕ Mn+1

Mn
⊕ . . .. It

follows that K/L has infinite Goldie dimension. On the other
habd the fact that M [X ] has Krull dimension implies that
K/L has finite Goldie dimension (Appendix B); this contra-
dicts the possibility that the original chain is infinite.

iii) Theorem 3.3.7 yields : KdimA[X,X−1,ϕ]M [X,X−1, ϕ] ≤
KdimAM +1, and also : KdimA[X,ϕ]M [X.ϕ] ≤ KdimAM +1.
Look at the infinite strictly decreasing sequence, putting

N = M [X,ϕ] : N ⊃ XN ⊃ X2N ⊃ . . . ⊃ XnN ⊃ . . .
From the lattice isomorphisms

LA[X,ϕ]

(
XnN

Xn+1N

)
∼= LA[X,ϕ]

(
N

XN

)
∼= LA(M)

it follows that Kdim[A[X,ϕ]M [X,ϕ] ≥ KdimAM + 1, so we
have KdimA[X,ϕ]M [X,ϕ] = 1 + KdimAM .
Next, assume that M is α-critical. Since N = M [X,ϕ] is
ZZ-graded we only have to establish that N is (α+ 1)-critical
in Rgr, R = [A[X,ϕ]. Consider a homogeneous x ∈ h(N),
say z = Xkm �= 0. We have the following sequence in R-gr :
N ⊃ XN ⊃ . . . ⊃ XkN ⊃ Rz, where we have :

KdimR
XvN

Xv+1N
. = α,KdimR

XkN

Rz
≤ KdimR

(
M

Am[X,ϕ]

)

≤ α,

the latter because KdimAM/Am < α. Thus KdimR
M [X,ϕ]
Rz ≤

α and hence N = M [X,ϕ] is (α+ 1)-critical.

2. LetD = ⊕i∈ZZDi be a ZZ-graded division ring. Prove that eitherD = D0

or else there exists an automorphism ϕ : D0 → D0 and an X ∈ D with
degX > 0 such that D ∼= D0[X,X−1, ϕ] where D0 is a division ring and
X is a variable.

Hint Assume D �= D0, then there is an i > 0 such that Di �= 0. We
may pick n ∈ IN , such that Dn �= 0 and n is minimal as such, and pick
a �= 0 in Dn. For any α ∈ ZZ, Dnd = D0a

d = adD0 and Dj = 0 for
j ∈ ZZ such that n does not divide j. From Dn = D0a = aD0 it follows
that for a given λ ∈ D0 there exists a unique ϕ(λ) ∈ D0 such that
aλ = ϕ(λ)a. The correspondence λ �→ ϕ(λ) is an automorphism of the



162 5 Internal Homogenization

division ring D0. It is then easy enough to verify D ∼= D0[X,X−1, ϕ], X
an indeterminate with degX = n.

3. Let Σ be gr-simple over a ZZ-graded ring R. Prove that any submodule
of Σ is generated by one element.

Hint Suppose M �= 0 is an R-submodule of Σ and put ∆ = EndR(Σ).
Clearly ∆ is a gr-division ring and ∆ is a left and right principal ideal
ring because of exercise 2. Consider the functors T, S, obtained in Clif-

ford theory (see Section 4.1), (R/Σ)-mod
T−→←−
S

∆-mod Then T (M) is a

left ideal of ∆, thus since the latter ring is a principal ideal domain, there
exists a nonzero morphism : ∆ u−→T (M)−→ 0 in ∆-mod. We arrive at

the exact sequence : Σ = S(∆)
S(u)−→ST (M)−→ 0, where ST (M) ∼= M .

Put v = S(u), then we arrive at a nonzero epimorphism Σ v−→M −→ 0.
Since M �= 0, Kerv �= Σ follows and hence there is an n ∈ ZZ such that
Σn ∩Kerv = 0. Pick a nonzero x ∈ Σn, then v(x) �= 0. From Σ = Rx it
follows that M = v(Σ) = v(Rx) = Rv(x).

4. With notation as in the foregoing exercise, put R≥0 = ⊕i≥0Ri and
Σ≥0 = ⊕i≥0Σi. Prove that every R≥0-submodule of Σ≥0 is generated
by a simgle element.

Hint Let X �= 0 be a submodule of Σ≥0. In case X is a graded sub-
module then it is easy to see that there exists p ≥ 0 in IN such that
X = Σ≥p = ⊕i≥pΣi. If we pick x ∈ Σp, x �= 0, since Rx = Σ it fol-
lows that for all i ≥ p : Σi = Ri−px, hence X = R≥0x. In case X is
not graded we may look at X∼ in Σ≥0. Since X∼ is generated by one
element, it follows that X is generated by one element.

5. Let M be a nonzero left A-module over an arbitrary ring A. A prime
ideal of A is said to be associated to M if there is a nonzero submod-
ule N of M such that P = AnnA(N) = AnnA(N ′) for every nonzero
submodule N ′ of N . Let Ass(M) denote the set of prime ideals of A
associated to M . Consider an ordered group G and let R be a G-graded
ring and M �= 0 a graded R-module. Establish the following claims :

i) If P ∈ Ass(M) then P is a graded ideal.

ii) If R is left gr-Noetherian, then Ass(M) �= ∅.
Hint

i) Easy.

ii) Let a = aσ1 + . . .+ aσm , σ1 < . . . < σm be the homogeneous
decomposition of a ∈ P . Pick b ∈ h(R). Assume that P =
AnnR(N), N a submodule of M . Since ab ∈ P we have abx =
0 for x ∈ N . Write x = xτ1 + . . .+xτn , τ1 < . . . < τn. Clearly



5.6 Exercises 163

we have aσmbxτn = 0. Let c ∈ h(R) be such that degc = σ.
Since ac ∈ P we also have acx = 0. If σmστn−1 = σm−1στn
we obtain aσmcxτn−1 + aσn−1cxτn = 0; in case σmστn−1 �=
σm−1στn we have aσmcxτn−1 = 0. Now we may change c
to caσmb and obtain in all cases that (aσmR)2xτn−1 = 0. It
follows that for some p ∈ IN , (aσmR)pxτi = 0 for all τi, i =
1, . . . , n. Thus (aσmR)px = 0 and thus (aσmR)pRx = 0. Since
P ∈ Ass(M), P = AnnR(Rx) and hence (aσmR)p ⊂ P . Con-
sequently, aσm ∈ P and it follows that a − aσm ∈ P . By
recurrence we obtain aσv ∈ P for 1 ≤ v ≤ m and this means
thet P is a graded ideal.

iii) Consider the set Q = {AnnR(N), N �= 0 a graded submodule
of M}. We have Q �= ∅ and since R is left gr-Noetherian
the family Q has a maximal element, say P = AnnR(N0).
It is easily checked that P is a prime ideal and moreover :
P ∈ Ass(M).

6. Let R be a ring, I an ideal of R. The Rees ring with respect to I is
the ring R(I) = R+ IX + . . .+ InXn + . . . ⊂ R[X ], which is obviously
a graded subring of R[X ]. A ring T is an overring of R if R ⊂ T and
1T = 1R. An ideal I of R is an invertible ideal if there is an overring
T of R containing an R-bimodule J such that : IJ = JI = R. If
I is an invertible ideal of R then we define the generalized Rees ring
Ř(I) = ⊕n∈ZZInXn, where I−1 = J . It is clear that Ř(I) is a graded
subring of R[X,X−1]. For an invertible ideal I of R, prove the following
statements :

i) Ř(I) is a strongly graded ring.
ii) If R is left Noetherian then Ř(I) and R(I) ate both left

Noetherian rings.
iii) If R is a Noetherian commutative ring and I is an arbitrary

ideal, then R(I) is a Noetherian ring.

Hint :

i) Easy enough.
ii) We have (Ř(I))0 = R and Ř(I)≥0 = R(I). Since R is a left

Noetherian ring, i. implies that Ř(I) is left gr-Noetherian
and so Theorem 5.4.8. applies, e.g. (̌I) and R(I) are left
Noetherian rings.

iii) If I is generated by a1, . . . , an then R(I) is a homomorphic
image of a polynomial ring R[X1, . . . , Xn].

7. Consider a prime left Noetherian ring R. Let a ∈ R be a nonzero
normalizing element, i.e. aR = Ra. Prove that I = Ra is an invertible
ideal of R.
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Hint : If ab = 0 then Rab = 0 yields aRb = 0, hence a = 0 or b = 0
because R is a prime ring, thus b = 0. Similarly, from ba = 0, b = 0
follows. We may conclude that a is a (left and right) regular element.
Goldie’s theorem entails that a is invertible in the ring of quotients Q of
R. Now putting J = Ra−1 = a−1R we obtain IJ = JI = R as desired.

We include a few exercises involving filtrations.

8. Consider a filtration FR on a ring R, given by an ascending chain of
additive subgroups FnR of R : ⊂ . . . ⊂ FnR ⊂ Fn+1R ⊂ . . . ⊂ R,
(assume FmR = 0 for m < 0) FnRFmR ⊂ Fn+mR, 1 ∈ F0R,R =
∪nFnR. To FR we associate the abelian group G(R) = ⊕n≥0

FnR
Fn−1R

. If

a ∈ FPR let a(P ) be the image of a in G(R)p = FpR
Fp−1R

. Define a(i)b(j) =
(ab)i+j and extend it to a ZZ-bilinear map µ : G(R) × G(R) → G(R).
Prove the following statements :

i) G(R) is a ZZ-graded ring with respect to µ. In particular
G(R)0 = F0R and F0R is a subring of R.

ii) If G(R) is a left Noetherian ring then R is a left Noetherian
ring too.

Hint

i) Easy enough.

ii) Let L be a left ideal of R and define :

G(L) = ⊕p≥0
L ∩ FpR
L ∩ Fp−1R

Verify that G(L) is a left ideal of G(R). Moreover if L ⊂ L′

are left ideals of R then G(L) ⊂ G(L′) and L = L′ if and only
if G(L) = G(L′). Now conclude that R is left Noetherian if
G(R) is.

9. Let ϕ be an automorphism of a ring R and δ a ϕ-derivation i.e. δ : R→
R is additive and for a, b ∈ R, δ(ab) = ϕ(a)δ(b) + δ(a)b. Define the
skew polynomial ring R[X,ϕ, δ] by introducing multiplication according
to the rule : Xa = ϕ(a)X+ δ(a). Verify that A = R[X,ϕ, δ] is a filtered
ring with filtration given by : FnA = { polynomial expressions of degree
≤ n}. Prove that A is left Noetherian when R is left Noetherian.

Hint : Apply exercise 8 and also exercise 1.
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5.7 Comments and References for Chapter 5

Internal homogenization for ZZ-graded rings appeared under a somewhat dif-
ferent form. For a ZZ-graded module M with an R-submodule X one may
induce a filtration (ascending) on X by putting FnX = X ∩ (⊕i≥−nMi) such
that the associated graded module with respect to this filtration is exactly
X∼. In a similar way X∼ may be realized by inducing a descending filtration
on X(F ′

nX = X ∩ (⊕i≤nMi)).

This technique cannot be extended to gradation by arbitrary groups but it
does extend successfully in case G is an ordered group (Lemma 5.3.1). After
some introductory facts about ordered groups in Section 5.1., the basic con-
cepts of rings graded by ordered groups are introduced in Section 5.2. We
can apply this theory for various types of G-graded rings, where G is not
necessarily an ordered group but is very close to an ordered group and that
is, for example, when G is a polycyclic-by-finite group. The Noetherian and
Artinian objects in R-gr, in case R is graded by an ordered group G, are top-
ics under consideration in Section 5.4. As main results of the chapter let us
quote Theorems 5.4.7. and 5.4.8. In Section 5.5. the Krull dimension of rings
graded by an ordered group G is studied, culminating in 5.5.7. Generalities
on Krull dimension and related concepts have been included in Appendix B.
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Chapter 6

External Homogenization

6.1 Normal subsemigroup of a group

Let G be a group with identity element e ∈ G and let S be a normal sub-
semigroup of G, i.e. if x, y ∈ S then xy ∈ S. We say that S is a normal
subsemigroup of G if gSg−1 ⊂ S for any g ∈ G. We note that in this case
we have S ⊂ g−1Sg for any g ∈ G and in particular S ⊂ (g−1)−1Sg = gSg−1.
Hence S is a normal subsemigroup if and only if gSg−1 = S for any g ∈ G.

6.1.1 Examples

1. If S is a subsemigroup (resp normal subsemigroup) of G then the set
S−1 = {x−1 | x ∈ S} is a subsemigroup (resp normal subsemigroup)
too.

2. Clearly if S is a subsemigroup (resp normal subsemigroup) of G then
S ∪ {e} is a subsemigroup (resp normal subsemigroup) of G.

3. If H �G is a normal subgroup of G, then H is a normal subsemigroup of
G. Now if S is a normal subsemigroup then if we denote by H =< S >
the subgroup generated by S then H is a normal subgroup of G.

4. If G is an abelian group then every subsemigroup of G is normal.

5. Let G be an O-group (section 5.1). Then the set S of positive elements
of G is a normal subsemigroup of G.

6.2 External homogenization

Let R = ⊕σ∈GRσ be a G-graded ring and S a normal subsemigroup of G.
Also assume that e ∈ S. Denote by

Rgr[S] = ⊕s∈SRs

C. Nǎstǎsescu and F. Van Oystaeyen: LNM 1836, pp. 167–185, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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where Rs = R for any s ∈ S. So we can identify

Rgr[S] = {
∑

s∈S
rss, rs ∈ R for any s ∈ S}

On Rgr[S] we define the multiplication as follows :

(aσs)(aτ t) = aσaτ ((τ−1sτ)t) (1)

where aσ ∈ Rσ, aτ ∈ Rτ and s, t ∈ S. It is clear that the multiplication defined
in (1) may be extended to any two elements from Rgr[S] by additivity. Also
if G is abelian then (1) is the classical multiplication for a semigroup algebra.
For any σ ∈ G put Rgr[S]σ = ⊕s∈SRσs−1s (2). With this notation we have :

6.2.1 Proposition

The following assertions hold :

1. Rgr[S] with the multiplication (1) is G-graded ring (the grading is given
by (2)).

2. The component of degree e is (Rgr[S])e = ⊕s∈SRs−1s. Also the map
ϕ : RS−1 → (Rgr[S])e defined by ϕ(Σs∈Srs−1 ) = Σs∈Srs−1s is an iso-
morphism of rings (recall that RS−1 = ⊕x∈S−1Rx).

3. If S = G then Rgr[G] is a crossed product. Moreover if S is a normal
subsemigroup, then Rgr[S] is a graded subring of Rgr[G].

Proof

1. Consider the elements aσisi, i = 1, 2, 3 where aσi ∈ Rσi and si ∈ S
(1 ≤ i ≤ 3). Then we have :

aσ1s1 · (aσ2s2 · aσ3s3) = aσ1s1 · (aσ2aσ3σ
−1
3 s2σ3s3)

= aσ1aσ2aσ3(σ
−1
3 σ−1

2 s1σ2)
= aσ1aσ2aσ3(σ

−1
3 σ−1

2 s1σ2s2σ3s3)

On the other hand we have (aσ1s1 · aσ2s2) · aσ3s3 = (aσ1aσ2(σ
−1
2 s1σ2 ·

s2))aσ3s3 = aσ1aσ2aσ3(σ
−1
3 σ−1

2 s1σ2s2σ3s3) hence aσ1s1·(aσ2s2·aσ3s3) =
(aσ1s1 · aσ2s2) · aσ3s3 and so the multiplication of Rgr[S] is associative.
Since

(Rσs−1s)·(Rτt−1t) ⊆ Rσs−1Rτt−1(τt−1)−1s(τt−1)t ⊆ Rσs−1τt−1tτ−1sτ =
= Rστu−1u where u = tτ−1sτ ∈ S

we get that (Rgr[S])σ(Rgr[S])τ ⊆ (Rgr[S])στ so Rgr[S] is a G-graded
ring with gradation given by (2). Obviously R is a subring of Rgr[S].
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2. Since S is a basis of Rgr[S] as a left R-module and since (rs−1s)(rt−1 t) =
rs−1rt−1ts−1t−1t = rs−1rt−1ts we obtain that ϕ is an isomorphism of
rings.

3. Clear.

The graded ring Rgr[S] is called the graded semigroup ring associated to
graded ring R and to the semigroup S.

6.2.2 Remarks

1. The set S is also a basis for Rgr[S] as right R-module. Indeed, con-
sider the sum

∑n
i=1 siai where si ∈ S, ai ∈ R. Since {si | i = 1, ..., n}

are homogeneous elements we may suppose the ai’s are homogeneous
elements of R. Assume that ai = aσi ∈ Rσi . Then

∑n
i=1 siaσi =∑n

i=1 aσi(σ
−1
i siσi). Since deg(s1aσ1) = deg(s2aσ2) = ... = deg(snaσn)

then s1σ1 = s2σ2 = ... = snσn and therefore the elements
{σ−1

i siσi}i=1,...,n are pairwise distinct.
Then from

∑n
i=1 aσi(σ

−1
i siσi) = 0 we obtain aσi = 0, i = 1, ..., n.

2. Any element s ∈ S commutes with any element of (Rgr[S])e, therefore
Rgr[S] is the semigroup ring of Rgr[S])e for the semigroup S in the classi-
cal sense. Indeed let t ∈ S and as−1s be an element from (Rgr[S])e. We
have t(as−1s) = as−1(s−1)−1ts−1s = as−1st = (as−1s)t and therefore
Rgr[S] is the semigroup ring (Rgr[S])e[S] in the classical sense.

Let now M = ⊕σ∈GMσ be a left graded R-module. Denote by Mgr[S] =
⊕s∈SM s where M s = M for any s ∈ S. We identify Mgr[S] = {∑s∈Sm

s · s |
ms ∈M, s ∈ S}. We define on Mgr[S] a left Rgr[S] multiplication by :

(aσs)(mτ t) = (aσmτ )(τ−1sτt) (3)

where aσ ∈ Rσ, mτ ∈Mτ and s, t ∈ S. Also for any σ ∈ G we put(Mgr[S])σ =
⊕s∈SMσs−1s.

6.2.3 Proposition

With notation as above we have :

1. Mgr[S] is a left graded Rgr[S]-module with the gradation given by (4).

2. The correspondence M �→ Mgr[S] define an exact functor from the
category R-gr to the category Rgr[S]-gr.

3. Mgr[S] is isomorphic to ⊕s∈SM(s−1) in the category R-gr.



170 6 External Homogenization

4. (Mgr[S])e = ⊕s∈SMs−1s and the mapping ψ : MS−1 �→ (Mgr[S])e where
ψ(
∑

s∈Sms−1) =
∑
s∈Sms−1s is a ϕ-isomorphism (ϕ is the isomorphism

from Proposition 6.2.1).

5. If N ⊂M is a gradedR-submodule ofM , then Ngr[S] is a Rgr[S]-graded
submodule of Mgr[S] and Ngr[S] ∩ (Mgr[S])e = ψ(NS−1).

6. Mgr[S] is isomorphic to the graded tensor product Rgr[S]⊗RM .

Proof

1-4 For assertions (1) and (4) we have the same proof as in Proposition 6.2.1

2. is obvious.

3. If σ ∈ G we have (⊕s∈SM(s−1))σ = ⊕s∈SMσs−1 and (Mgr[S])σ =
⊕s∈SMσs−1s and it is clear that Mgr[S] is isomorphic to ⊕s∈SM(s−1)
in R-gr.

5. is clear.

6. Define α : Rgr[S] ⊗R M → Mgr[S] by : α(aσs ⊗mλ) = aσmλ(λ−1sλ),
where aσ ∈ Rσ, s ∈ S and mλ ∈ Mλ. It is easy to see that α is well
defined. Now if t ∈ S we have α(t(aσs ⊗ mλ)) = α(taσs ⊗ mλ) =
α(aσσ−1tσs ⊗mλ) = aσmλλ

−1σ−1tσsλ = tα(aσs ⊗mλ). From this it
follows that α is Rgr[S]-linear.

If σ ∈ G, then (Rgr[S] ⊗R M)σ is generated by elements of the form
uλ ⊗ mµ with λµ = σ where uλ ∈ (Rgr[S])λ and mµ ∈ Mµ. (see
section 2.4), hence α is a graded morphism. It is obvious that α is
surjective. By remark 6.2.2 (i) every element from Rgr[S] ⊗R M has
the form y =

∑n
i=1 si ⊗mi where si ∈ S, mi ∈ M for any 1 ≤ i ≤ n.

Assume that deg y = σ. Then mi ∈ Ms−1
i
σ. If α(y) = 0 then we have

α(y) =
∑n

i=1miσ
−1sisis

−1
i σ =

∑n
i=1miσ

−1siσ = 0. Since si �= sj for
any i �= j then σ−1siσ �= σ−1sjσ for i �= j so mi = 0 for any i = 1, ..., n,
hence y = 0 and α is an injective map too.

Assume now that S = G; if a ∈ R and m ∈ M we put ϕ(a) = a∗ and
ψ(m) = m∗. Clearly a∗ and and m∗ are homogeneous elements of degree e in
Rgr[G] and respectively Rgr[M ]. a∗ (resp m∗) is called the homogenized of a
(resp m).
If N is an R-submodule of M , then Rgr[G]ψ(N) is denoted by N∗ and N∗

is a graded submodule of Mgr[G]. In fact N∗ is generated by all elements
n∗, n ∈ N . N∗ is called the homogenized of N . It is easy to see that if
a ∈ R, m ∈ M then (am)∗ = a∗m∗. Now using Remark 6.2.2 we get that
N∗ = Rgr[G]ψ(N) =

∑
g∈G gψ(N) = ⊕g∈Ggψ(N). Define εR : Rgr[G] → R

(resp εM : Mgr[G]→M) the map εR(x) = 1 (resp εM (x) = 1) for any x ∈ G.
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Now if r ∈ Rgr[G] and u ∈Mgr[G] we denote by r∗ = εR(r) and u∗ = εM (u);
r∗ (resp u∗) is called the dehomogenized of r (resp u). Clearly (ru)∗ = r∗u∗.
Now suppose that L is a graded submodule of Mgr[G] and write L∗ = εM (L).
Then L∗ is an R submodule of M ; L∗ is called the dehomogenized of L.

6.2.4 Proposition

The correspondence N → N∗ has the following properties :

1. N = (N∗)∗.

2. N∗ ∩M = (N)g.

3. If L ⊂ N , L �= N then L∗ ⊂ N∗ and L∗ �= N∗.

4. If N is a graded submodule then N∗ = Ngr[G].

5. If I is a left ideal of R then (IN)∗ = I∗N∗.

The correspondence L→ L∗ satisfies :

1. (L∗)∗ ⊃ L
2. If L ⊂ L′

then L∗ ⊂ L′
∗

3. If J is a left graded ideal of Rgr[G] then (JL)∗ = J∗L∗.

Proof

- 1. and 3. are clear since (n∗)∗ = n for any n ∈ N .

- 2. If n ∈ (N)g is a homogeneous element of degree σ then n∗ = nσ−1.
But σn∗ = n so n ∈ N∗ ∩M and therefore (N)g ⊂ N∗ ∩M . Conversely
let z ∈ N∗ ∩M with deg z = θ. There is an n ∈ N such that z = θn∗.
Assume n =

∑
σ∈G nσ then z = θn∗ = θ

∑
σ∈G nσσ

−1 =
∑

σ∈G σ
−1θ.

Since z ∈ Mθ, we have nσ = 0 for σ �= θ and thus n = nθ so z = θn∗
θ =

θnθθ
−1 = nθ so n ∈ (N)g. Therefore we have (N)g = N∗ ∩M .

- The assertions 4. and 5. are obvious.

- 1. Let l ∈ L be a homogeneous element of degree x, x ∈ G. Then l =∑
σ∈Gmxσ−1σ where mx ∈ Mx. Then lx =

∑
σ∈Gmxσ−1 . We see that

(l∗)∗ =
∑
mxσ−1(xσ−1)−1 =

∑
mxσ−1σx−1 and therefore l = x(l∗)∗ so

l ∈ (L∗)∗ and hence L ⊆ (L∗)∗.

- The assertions 2. and 3. are obvious.
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6.2.5 Example

Let R = ⊕i∈ZRi be a graded ring of type Z and c > 0 a natural number. Let
S = {nc | n ∈ N} be the submonoid of Z generated by c. In this case Rgr[S] is
the polynomial ring R[T ] where degT = c and the grading is given by R[T ]n =∑

i+cj=n RiT
j for any n ∈ Z and j ≥ 0. In particular if c = 1 we obtain the

polynomial ring R[T ] with the classical grading R[T ]n =
∑

i+j=n RiT
j, j ≥ 0.

6.3 A Graded Version of Maschke’s Theorem.
Applications

In this section R = ⊕σ∈GRσ will be a graded ring of type G where G is a
finite group with | G |= n unless otherwise mentioned. Let M = ⊕σ∈GMσ

and N = ⊕σ∈GNσ be two graded modules and f ∈ HomR−gr(M,N). We
define the map f̃ : M → N by f̃(x) =

∑
g∈G g

−1f(gx), for any x ∈M .

6.3.1 Lemma

f̃ ∈ HomRgr[G]−gr(M,N).

Proof If x ∈ Mσ then gx ∈ Mgσ hence f(gx) ∈ Ngx and therefore
g−1f(gx) ∈ Nσ so f̃(Mσ) ⊆ Nσ. We show now that f̃ is an Rgr[G]-ho-
momorphism i.e. f̃(ax) = af̃(x) for every a ∈ Rgr[G]. It is enough to prove
the assertion for a = λστ, λσ ∈ Rσ, τ ∈ G. We have

f̃((λστ)x) =
∑

g∈G
g−1f((gλστ)x)

=
∑

g∈G
g−1f(λσ(σ−1gστ)x)

=
∑

g∈G
g−1λσf((σ−1gστ)x)

=
∑

g∈G
λσ(σ−1g−1σ)f(σ−1gστx).

Putting h = σgσ−1τ , we have σ−1gσ = τh−1 and so

f̃((λστ)x) =
∑

g∈G
λστh

−1f(hx) = λστ
∑

h∈G
h−1f(hx) = (λστ) · f̃(x)



6.3 A Graded Version of Maschke’s Theorem. Applications 173

6.3.2 Proposition

Let M be a graded Rgr[G]-module and let N ≤ M be an Rgr[G]-graded
submodule of M . Assume that M has no n-torsion for n =| G | (as stated
in the beginning). If N is a direct summand of M in R-gr, then there is
an Rgr[G]-submodule P of M such that N ⊕ P is essential in M as an R-
module. Furthermore, if M = nM , then N is a graded summand of M as an
Rgr[G]-module.

Proof (Following the proof of Theorem 3.5.1)
There is an f ∈ HomR−gr(M,N) such that f(x) = x for any x ∈ N . Let
f̃ ∈ HomRgr[G]−gr(M,N) be as in Lemma 6.3.1. If x ∈ N then we have
f̃(x) = nx. Put P = ker f̃ . It is clear that P is a graded Rgr[G]-submodule
of M . Now as in the proof of Theorem 3.5.1 we obtain that nM ⊂ N ⊕ P so
N ⊕ P is essential in M as an R-module. The last part of the statement is
clear.

6.3.3 Corollary

Let M be a gr-semisimple module. If M has no n-torsion, then M is semisim-
ple in R-mod.

Proof It suffices to prove the statement under the assumption that M is
gr-simple. Consider the gradedRgr[M ]-module Mgr[G]. By Proposition 6.2.3,
Mgr[G] is isomorphic to ⊕σ∈GM(σ−1) in the category R-gr. Hence Mgr[G]
is gr-semisimple in R-gr. Since M is a gr-simple and M has no n-torsion,
M = nM , hence Mgr[G] = nMgr[G]. From Proposition 6.3.2 we obtain that
Mgr[G] is a semisimple object in the category Rgr[G]-gr. Now it follows from
Proposition 6.2.1, since (Rgr[G])e � R, that Mgr[G]e is semisimple in R-mod.
From (Mgr[G])e �M it follows that M is semisimple.

6.3.4 Corollary

Let R = ⊕σ∈GRσ be a graded ring of type G such that n =| G | is invertible
in R. If R is gr-semisimple then R is a simple Artinian ring.

6.3.5 Corollary

LetR = ⊕σ∈GRσ be aG-graded ring where n =| G | is invertible inR. IfR is a
left gr-hereditary (resp gr-semi-hereditary, resp gr-regular von Neumann) ring
then R is a left hereditary (resp semi-hereditary, resp regular von Neumann)
ring.
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Proof Let K be a left graded ideal (resp finitely generated graded left ideal)
of Rgr[G]. There is a gr-free module L (resp a gr-free module with finite basis)
in the category Rgr[G]-gr such that

ϕ : L→ K ⊂ Rgr[G]

where ϕ ∈ HomRgr[G]−gr(L,K) and ϕ is surjective. Since Rgr[G] is gr-free in
R-gr then L is gr-free in R-gr. Since Rgr[G] = ⊕σ∈GR(σ) in R-gr by hypoth-
esis we get that K is gr-projective (resp. finitely generated gr-projective) in
R-gr. Hence there is ψ : K → L a morphism in R-gr such that ϕ ◦ ψ = 1K .
Using Lemma 6.3.1 we find ϕ ◦

(
1
n ψ̃
)

= 1K and ψ̃ : K → L is a morphism
in Rgr[G]-gr. Therefore K is projective in Rgr[G]-gr and thus R[G] is left
gr-hereditary (resp gr-semi-hereditary, resp gr-von Neumann regular).

We recall that if R = ⊕σ∈GRσ is a graded ring, we denote by gl.dimR (resp
gr− gl.dimR) the left homological global dimension of the category R-mod
(resp. R-gr).

6.3.6 Corollary

Let R = ⊕σ∈GRσ be a G-graded ring such that n =| G | is invertible in R.
Then

gr− gl.dimR = gl.dimR

Proof The inequality gr− gl.dimR ≤ gl.dimR is obvious. Suppose now
that t = gr− gl.dimR <∞. Let M ∈ Rgr[G]-gr and let

fn f1 f0

... −→ Pn −→ ... −→ P1 −→ P0 −→ M −→ 0

be a projective resolution of M in the category Rgr[G]-gr. Since Rgr[G] is
a free R-module, the Pi’s are projective R-modules for every i ≥ 0. Since
gr− gl.dimR = t, K = ker ft−1 = Im ft is a projective R-module. There-
fore there exists gt ∈ HomR−gr(K,Pt) such that ft ◦ gt = 1K . By Lemma
6.3.1 we have ft ◦ 1

n g̃t = 1K so K is gr-projective Rgr[G]-module. Hence
gr− gl.dimRgr[G] ≤ t. Now from 6.2.3 (4) we obtain that gl.dimR ≤ t.

6.3.7 Remark

Corollaries 6.3.3 and 6.3.4 were also proved in Section 4.3 (Theorem 4.3.4)
using Graded Clifford Theory.

If M ∈ R-gr and K ≤ M is a graded submodule of M , then K is called gr-
superfluous (or gr-small) in M if and only if whenever L ≤ M is a graded
submodule of M such that K + L = M we must have L = M .
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6.3.8 Lemma

Let (Mi)i=1,...,n be graded R-modules and Ki ⊆ Mi be gr-superfluous sub-
modules in Mi for every i = 1, ..., n. Then ⊕ni=1Ki is gr-superfluous in
⊕ni=1Mi.

Proof Using induction it suffices to prove the assertion for n = 2. Let L be
a graded submodule of M1 ⊕M2 such that (K1 ⊕K2) + L = M1 ⊕M2. It is
easy to see that K1 +(K2 +L)∩M1 = M1. Since K1 is gr-superfluous in M1,
(K2+L)∩M1 = M1 so M1 ⊂ K2+L. Since K1 ⊂M1 ⊂ (K2+L) ⊂M1⊕M2,
we have K2 + L = M1 ⊕M2. Hence K2 + (L ∩M2) = M2 and since K2 is
superfluous in M2 we get L∩M2 = M2 so M2 ⊂ L. Similarly, we obtain that
M1 ⊂ L and so L = M1 ⊕M2.

6.3.9 Proposition

Let R = ⊕σ∈GRσ be a G-graded ring where G is a finite group and let M be
a graded R-module and K ≤ M be a gr-superfluous submodule in M . Then
K is a superfluous submodule in M .

Proof From Lemma 6.3.8 and Proposition 6.2.3 we obtain that Kgr[G] is
gr-superfluous in Mgr[G] as a graded R-module then Kgr[G] is gr-superfluous
in Mgr[G] as a graded Rgr[G]-module. Therefore Proposition 6.2.3 entails
that ψ(K) = (Kgr[G])e is a superfluous submodule in ψ(M) = (Mgr[G])e as
an Rgr[G]-module. Hence K is a superfluous submodule in M .

6.3.10 Remarks

1. Proposition 6.3.9 is false if the group G is infinite. For example if k is
a field and R = k[X ] is the polynomial ring with the natural gradation
(i.e. G = ZZ) then (X) is small in the graded sense but not in R-mod.

2. If M is finitely generated graded module, then the graded Jacobson
radical Jg(M) is the (unique) largest gr-superfluous submodule of M
so if M ∈ R-gr where R is G-graded with G a finite group then by
Proposition 6.3.9 we obtain that Jg(M) ⊆ J(M), a result which is
known from Section 2.9.

6.3.11 Corollary

Let R = ⊕σ∈GRσ be a G-graded ring where G is a finite group and let M ∈ R-
gr. If

f

P −→ M −→ 0

is a projective cover of M in the category R-gr, then it is a projective cover
of M in the category R-mod.
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Proof The map P
f−→M defines a projective cover in R-gr if and only if

ker f is gr-superfluous. Now Proposition 6.3.9 applies and completes the proof.

6.3.12 Lemma

Let M be a Rgr[G]-module and let N ≤ M be a graded R-submodule of M .
If we put

N = ∩σ∈GσN
then :

1. N is a graded Rgr[G]-submodule of M .

2. If N is an essential R-submodule of M , then N is essential in M as
R-module.

Proof

1. Clearly if g ∈ G, then gN ⊂ N . Now aλ ∈ Rλ yields aλN ⊆ aλσN ⊆
λσλ−1N so aλN ⊆ ∩σ∈Gλσλ−1N = N. Therefore N is an Rgr[G]-
submodule submodule of M . Since every σN is graded as an abelian
group, we have that N is also graded (as a group) so N is Rgr[G]-
submodule of M .

2. Assume that N is an essential R-submodule of M . Let 0 �= xg ∈ Mg

be a nonzero homogeneous element of M and suppose G = {σ1, ..., σn}.
If we put x = (σ1 + ... + σn)xg ∈ M , then x �= 0. By Proposition
2.3.6 there exists aλ ∈ Rλ such that aλx �= 0 and aλx ∈ N . Hence
aλσixg = λσiλ

−1aλxg ∈ N , so aλxg ∈ λσ−1
i λ−1N . Therefore aλxg ∈

∩ni=1λσ
−1
i λ−1N = N . Since aλx �= 0, it is clear that aλxg �= 0. Thus

we obtain that N is an essential R-submodule of M .

6.3.13 Proposition

Let N ≤ M be two graded Rgr[G]-modules having no n-torsion (n = |G|).
Then :

1. There is a graded Rgr[G]-submodule P ⊆M such that N⊕P is essential
in M as an R-module.

2. N is essential in M as an Rgr[G]-module if and only if N is essential in
M as an R-module.

Proof Using Lemma 6.3.12, we follow the lines of proof used in the proof
of in Corollary 3.5.5.
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6.3.14 Corollary

Let R be a G-graded ring n = |G|, and M ∈ R-gr such that M has no n-
torsion. If N ≤ M is an essential R-submodule of M , then (N)g is essential
in M .

Proof It is clear that ψ(N) is essential in ψ(M) = (Mgr[G])e as (Rgr[G])e-
module. Since Rgr[G] is a crossed product then Dade’s Theorem (section 3.1)
implies that Rgr[G]ψ(N) is essential in Mgr[G] as an Rgr[G]-module. Now
by Proposition 6.3.13, Rgr[G]ψ(N) is essential in M as an R-module. Hence
(N)g = M ∩Rgr[G]ψ(N) is essential in M as an R-module.

6.3.15 Corollary

Let R be a G-graded ring with n = |G| and M ∈ R-gr. Suppose that R has no
n-torsion. Then Z(M), the singular submodule of M , is a graded submodule
of M .

Proof Let x ∈ Z(M) and x =
∑

g∈G xg where xg ∈ Mg. If I = AnnR(x)
then I is an essential left ideal of R. Corollary 6.3.4 entails that (I)g is an
essential left ideal of R. Since Ix = 0 it follows that (I)gxσ = 0 for any σ ∈ G.
Hence xσ ∈ Z(M) and therefore Z(M) is a graded submodule of M .

6.3.16 Corollary

Let R be a G-graded ring such that n = |G| is invertible in R. If P ⊂ I are
two ideals of R such that P �= I and P is a prime ideal then (P )g �= (I)g.

Proof Let P ∗ and respectively I∗ be the homogenized of P respectively I.
Clearly P ∗ ⊂ I∗, P ∗ �= I∗ and P ∗ is a gr-prime ideal in Rgr[G] and I∗ is
a two sided ideal. It is easy to see that I∗/P ∗ is an essential left ideal in
R[G]/P ∗. Using Corollary 6.3.14 we get that I∗/P ∗ is essential in Rgr[G]
as left R-module. Since I∗ ∩ R = (I)g and P ∗ ∩ R = (P )g, it follows that
(I)g/(P )g is essential in R/(P )g. Therefore (P )g �= (I)g, (and (P )g ⊂ (I)g).

6.3.17 Corollary

Let R be a graded ring of type G, where n = |G|.
1. If R has no torsion, then rad(R) = radg(R) (see Section 2.11) In par-

ticular we obtain that R is semiprime if and only if R is gr-semiprime.

2. Moreover if R is a strongly graded ring and Re is semiprime, then R is
a semiprime ring.
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Proof

1. Since radg(R) = (rad(R))g we may replace R with the ring R/radg(R).
Now it is enough to prove that R/radg(R) has no n-torsion. Indeed
if n · â = 0 for some a ∈ R, then n · âg = 0 for all the homogeneous
components of a. So n · ag ∈ radg(R). If ag /∈ radg(R) then there is a
homogeneous sequence a0, a1, ..., an, ... such that a0 = ag, a1 ∈ a0Ra0,...,
an ∈ an−1Ran−1,... such that an �= 0 for any n ≥ 0. Consider the
sequence na0, n2a1,...,nk+1ak,... Since na0 = nag ∈ radg(R), there is
a k such that nk+1ak = 0. Since R has no n-torsion then ak = 0,
contradiction. Hence from n ·ag ∈ radg(R), it follows that ag ∈ radg(R)
hence a ∈ radg(R). Therefore R/radg(R) has no n-torsion. Hence we
may assume that radg(R) = 0, We shall prove that radg(Rgr[G]) = 0 and
therefore that Rgr[G] is gr-semiprime. LetN be nilpotent graded ideal of
Rgr[G] and put I = AnnRgr[G](N). Then I is a right ideal of Rgr[G] and
moreover, I is an essential right ideal in Rgr[G].Let aσ ∈ Rσ, aσ �= 0.
We may assume that aσ /∈ I thus aσN �= 0. Since N is nilpotent,
aσN

t = 0 for some t > 1 and aσN
t−1 �= 0. Thus 0 �= aσN

t−1 ⊂ I
and therefore I is a right essential ideal. From Proposition 6.3.3 we
conclude that I is right essential as an R-module. Hence I ∩ R is right
essential in RR. In particular we have I ∩ R �= 0. Since radg(R) = 0
then lR(I ∩ R) = rR(I ∩ R) = 0. Indeed if we put J = lR(I ∩ R)
then if K = J ∩ (I ∩ R) �= 0 then K2 = 0 and thus K = 0, since
R is gr-semiprime. Hence J ∩ (I ∩ R) = 0 and since I ∩ R is right
essential in R and J is an ideal we arrive at J = 0. Similarly we
prove that rR(I ∩ R) = 0. Since I ∩ R is a graded ideal, it is easy to
see that lRgr[G](I ∩ R) = rRgr[G](I ∩ R) = 0 and therefore lRgr[G](I) =
rRgr[G](I) = 0. Since N ⊆ rRgr[G](I), we obtain N = 0 and hence Rgr[G]
is gr-semiprime. Thus (Rgr[G])e is semiprime and R is semiprime.

2. If R is strongly graded and Re is semiprime then radg(R) = 0 and thus
rad(R) = 0.

6.4 Homogenization and Dehomogenization

Functors

In this section R = ⊕σ∈GRσ is a G-graded ring and H � G is a normal
subgroup. As explained in Section 1.2, R has a G/H canonical gradation

R = ⊕C∈G/HRC whereRC = ⊕x∈CRx .(1)

We may consider the categories G-gr-R (or simply gr-R) of all G-graded R-
modules and G/H-gr-R, the category of all G/H-graded R-modules, where
R is considered with the G/H-gradation as in (1).
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Fix (gC)C∈G/H ⊂ G a set of representatives for the classes of H in G, i.e. C =
gCH = HgC . Consider M ∈ R-gr. From Section 6.1 it follows that Mgr[H ] is
a graded Rgr[H ]-module. Consider mC =

∑
h∈HmgCh, a G/H homogeneous

element of M i.e. mC ∈ MC (here M = ⊕C∈G/HMC , MC = ⊕x∈CMx).
We define m∗

C =
∑
h∈H mgChh

−1 ∈Mgr[H ]; m∗
C is called the homogenized

of mC in Mgr[H ] (in fact m∗
C ∈ (Mgr[H ])gC ). If mC , m

′
C ∈ MC , clearly

(mC + m′
C)∗ = m∗

C + m′∗
C . Also if aC ∈ RC and mC′ ∈ MC′ then we

have : (aC · mC′)∗ = a∗C · m∗
C′(g−1

CC′gCgC′)−1 To check this it suffices to
establish that deg (aC ·mC′)∗ = gCC′ and deg (a∗Cm

∗
C′) = gCgC′ thus deg (a∗C ·

m∗
C′(g−1

CC′gCgC′)) = gCC′. Let M,N ∈ R-gr and u ∈ Hom(G/H,R)−gr(M,N)
i.e. u(MC) ⊆ NC for any C ∈ G/H . We define u∗ : Mgr[H ]→ Ngr[H ] by

u∗(mgCh · k) = (u(mgCh))
∗ · (hk) (2)

From (2) we have that if mC ∈ MC then u∗(m∗
C) = (u(mC))∗. Moreover

if u : M → N is a morphism in R-gr, then u∗ = ugr[H ] where ugr[H ] :
Mgr[H ]→ Ngr[H ], ugr[H ](mσ ·h) = u(mσ) ·h for any mσ ∈Mσ, h ∈ H . It is
easily verified that u∗ is a morphism in Rgr[H ]-gr. Now let M ∈ (G/H,R)-gr.
We may select an exact sequence

L1
p−→L0

q−→M −→ 0 (3)

where the L1, L0 are free objects in R-gr and p, q are morphisms in the cate-
gory (G/H,R)-gr. From (3) we obtain the graded morphism in Rgr[H ]-gr :

Lgr
1 [H ]

p∗−→Lgr
0 [H ]

We put M∗ = cokerp∗. It is clear that M∗ ∈ Rgr[H ]-gr. M∗ is called the
homogenized of the object M ∈ (G/H,R)-gr. If u : M →M ′ is a morphism
in the category (G/H,R)-gr and we take an exact sequence

L′
1

p′−→L′
0

q′−→M ′ −→ 0 (3′)

where L′
1, L

′
0 are free objects in R-gr and p′, q′ are morphisms in the category

(G/H,R)-gr then there exists a commutative diagram

L1
p ��

u1

��

L0
q ��

u0

��

M ��

u

��

0

L′
1

p′ �� L′
0

q′ �� M ′ �� 0

(4)

where u0, u1 are morphisms in (G/H,R)-gr. From (4) we obtain the diagram

Lgr
1 [H ]

u∗
1

��

p∗ �� Lgr
0 [H ]

u∗
0

��

�� M∗

u∗

��

�� 0

L′gr
1 [H ]

p′∗ �� L′gr
0 [H ] �� M ′∗ �� 0

(5)
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where u∗ : M∗ →M ′∗ is a morphism in the category Rgr[H ]-gr. By standard
arguments we can show that u∗ does not depend on the choice of the mor-
phisms u0, u1. Moreover, if u, v are morphisms in the category (G/H,R)-gr
then (v ◦ u)∗ = v∗ ◦ u∗. Therefore the correspondence M → M∗, u → u∗

defines a covariant functor (−)∗ : (G/H,R)-gr→ G − Rgr[H ]-gr. (−)∗ is
called the homogenization functor. From diagram (3) it follows that, if
M ∈ R-gr, then M∗ = Mgr[H ].

Now consider the augmentation morphism ε : Rgr[H ]→ R where ε(
∑n

i=1 a
ihi) =∑n

i=1 a
i, where ai ∈ R, hi ∈ H for any 1 ≤ i ≤ n. So ε(h) = 1 for

any h ∈ H . It is easy to see that ε is a surjective morphism of rings and
ε((Rgr[M ]C)) ⊆ RC for any C ∈ G/H . So ε ∈ gr−G/H − RINGS. There-
fore ker ε is an object in (G/H,Rgr[H ])-gr. Also ker ε is generated as left
(right) ideal by elements 1− h, h ∈ H . Using the morphism ε : Rgr[H ] → R
we obtain the functor R ⊗Rgr[H] − : (G,Rgr[H ])−gr → (G/H,R)−gr, M →
R ⊗Rgr[H] M = M/ker ε ·M . The functor (−)∗ = R ⊗Rgr[H] − is called the
dehomogenized functor. The main result of this section is the following

6.4.1 Theorem

The functors (−)∗ and (−)∗ define an equivalence between the categories
(G/H,R)-gr and (G−Rgr[H ])-gr.

Proof Since R⊗Rgr[G]M
gr[G] �M , the exactness of the sequence (3) yields

(−)∗ ◦ (−)∗ � Id(G/H|R)−gr. On the other hand by Proposition 2. we have
that Rgr[H ]⊗RM �Mgr[H ] and this implies that for any σ ∈ G we have an
isomorphism M(σ)gr[H ] � (Mgr[H ])(σ). Therefore a gr-free module over the
graded ring Rgr[H ] is isomorphic to a Lgr[H ] where L is a gr-free module in
R-gr. From the foregoing it easily follows that

(−)∗ ◦ (−)∗ = IdRgr[H]−gr

Recall that for a G-graded ring R we denote by gr.dimR (resp gr.gl.dimR)
the left homological global dimension of the category R-mod (resp. of the
category R-gr). Using Theorem 6.4.1 we obtain the following application :

6.4.2 Corollary

Let R be a G-graded ring with G = Zn. Then

gl.dimR ≤ gr.gl.dimR+ n

Proof There is a subgroup H of G such that H � Z and G/H � Zn−1.
From Theorem 6.4.1 we obtain that the global dimension of the category
G/H − R-gr is equal to the global dimension of the category R[H ]-gr. Using
induction it is enough to prove that gr.gl.dimR[H ] ≤ gr.gl.dimR + 1 where
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H is a subgroup of G and H � Z. But it is easy to see that R[H ] � R[T, T−1]
where T is a variable over R. Since R[T, T−1] = S−1R[T ] where S is the
multiplicative system of homogeneous elements S = {1, T, T 2, ...} we have
gr.gl.dimR[T, T−1] ≤ gr.g.dimR[T ]. Consider M ∈ R[T ]-gr. Then the fol-
lowing sequence is exact in R[T ]-mod :

0 −→M [T ]
mT−1−→ M [T ] −→M −→ 0

where mT−1 is the right multiplication by T − 1. Assume that gr.gl.dimR =
t < ∞, since M ∈ R-gr then gr.p.dimM [T ] = p.dimM [T ] ≤ t so using the
long exact Ext(−,−) sequence inR[T ]-mod we obtain that p.dimR[T ]M ≤ t+1
and therefore gr.p.dimR[T ]M ≤ p.dimR[T ]M ≤ t+ 1.
Hence gr.gl.dimR[T, T−1] ≤ gr.gl.dimR[T ] ≤ t+ 1.

6.5 Exercises

1. Let A be a Grothendieck category and (Mi)i∈I a family of objects from
A. Assume that for every i ∈ I, Ni ≤ Mi is an essential subobject of
Mi. Prove that ⊕i∈INi is essential in ⊕i∈IMi.

Hint : Assume that X is a nonzero subobject of ⊕i∈IM . Since A
satisfies axiom AB5 (see Appendix A) iwe have that X =

∑
J⊂I(X ∩

⊕j∈JMj) where J ranges over all finite subsets of I. Thus we may
assume that I is a finite set. If |I| = n then using induction it is
enough to prove the assertion for n = 2. For X ⊂ M1 ⊕M2, X �= 0
and X ∩M1 �= 0, then clearly X ∩ N1 �= 0 so X ∩ (N1 ⊕ N2) �= 0. If
X ∩M1 = 0 then X is a subobject of M2 so we get that X ∩ N2 �= 0.
Hence N1 ⊕N2 is essential in M1 ⊕M2.

2. Let R be a G-graded ring, M ∈ R-gr and let N be a graded submodule
of M . Prove that N is gr-essential in M if and only if N is essential M .

Hint : Ngr[G] ⊂ Mgr[G]. Since Ngr[G] = ⊕σ∈GN(σ) and Mgr[G] =
⊕σ∈GM(σ) in the category R-gr, we may use exercise 1 and conclude
that Ngr[G] is essential in Mgr[G] in the category R-gr and therefore
Ngr[G] is essential inMgr[G] in the categoryRgr[G]-gr. Hence (N [G])e is
essential in (Mgr[G])e as an Rgr[G]e module, consequently N is essential
in M in the category R-mod.

Remark A different proof is given in Proposition 2.3.6. In fact the
proof of exercise 2. also yields all the results in Proposition 2.3.6.

3. Let Q ∈ R-gr gr-injective and sup(Q) <∞. Prove that Q is injective in
R-mod.
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Hint : Corollary 2.4.10 and the properties of adjoint functors (see
Appendix A), entail that HOMR(Rgr[G], Q) is an injective object in
Rgr[G]-gr. Since sup(Q) < ∞ we have ψ(Q) � (HOMR(Rgr[G], Q))e =
HomR−gr(Rgr[G], Q) = HomR−gr(⊕σ∈GR(σ), Q) � (Qgr[G])e
as (Rgr[G])e-modules (where ψ : Q → (Qgr[G])e is the canonical mor-
phism ψ(x) = (

∑
g∈G xgg

−1) where x =
∑

g∈G xg and xg ∈ Qg for
g ∈ G). Hence Q is injective in R-mod.

4. Let R = ⊕σ∈GRσ be a G-graded ring with G a finite group. If M ∈
Rgr[G]-gr is a simple object, then M is semisimple of finite length in
R-gr.

Hint : It is easy to see that M is finitely generated as an R-module.
LetN ⊂M be a gr-maximal submodule ofM . We define N = ∩σ∈GσN .
Then N is a graded Rgr[G]-submodule of M . Since N ≤ N we have
N = 0. Then from the exact sequence in Re-mod :

0→M → ⊕σ∈GM/σN

we derive that M is semisimple of finite length in Re-mod. Thus M
is gr-Noetherian and gr-Artinian (in R-gr). There exists a gr-simple
submodule P of M . It is clear that there is an exact sequence in Rgr[G]-
gr :

P gr[G]→M → 0

Since P gr[G] = ⊕σ∈GP [σ] in R-gr we finally get that M is gr-semisimple
of finite length in R-gr.

5. Let M be a G-graded ring. Then :

i) If Q is a gr-prime ideal of Rgr[G], then Q ∩ R is gr-prime in
R.

ii) If P is a gr-prime ideal of R, then there is a gr-prime ideal Q
of Rgr[G]such that P = Q ∩R.

iii) radg(R) = radg(Rgr[G]) ∩R.

Hint :

i) Is obvious.

ii) Since P gr[G]∩R = P , by Zorn’s Lemma there is an ideal Q of
Rgr[G] which is maximal among ideals satisfying Q ∩R = P .
It is easy to see now that Q is a gr-prime ideal of Rgr[G].

iii) From (ii) we get that radg(Rgr[G]) ∩ R ⊆ radg(R). Con-
versely, we prove that (radgR)gr[G] ⊆ radg(Rgr[G]). To do so
it suffices to show that if I is a nilpotent graded ideal, then
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Igr[G] is a nilpotent ideal of Rgr[G]. Assume that Im = 0;
then if aσ1 , ..., aσm ∈ I are homogeneous elements of I and
τ1, ..., τm ∈ G then (aσ1τ1)...(aσmτm) = (aσ1 ...aσm)τ = 0 for
some τ ∈ G. Hence (Igr[G])m = 0.

6. Let R = ⊕σ∈GRσ be a G-graded ring with n = |G| <∞. Let M ∈ R-gr.
Prove that M has finite Goldie dimension in R-gr if and only if M has
finite Goldie dimension in R-mod. Moreover if we denote by gr.rankRM
(resp rankRM) the Goldie dimension of M in the category R-gr (resp.
in R-mod) then we have

rankRM ≤ n · gr.rankRM

Hint : Let (Ni)i∈Ia family of submodules of M such that the sum∑
i∈I Ni is direct i.e. Ni ∩ (

∑
j �=iNj) = 0 for any i ∈ I. Then we

have the family of homogenized submodules (N∗
i )i∈I in Mgr[G] and

the sum
∑
i∈I N

∗
i is direct. Since Mgr[G] = ⊕σ∈GM(σ), if M has finite

dimension in R-gr then Mgr[G] has finite Goldie dimension in R-gr since
G is finite. Hence |I| ≤ n · gr.rankRM , and rankRM ≤ n · gr.rankRM .
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6.6 Comments and References for Chapter 6

So-called “external homogenization” is a technique stemming from algebraic
geometry related to embedding affine varieties in projective ones or to “blowing-
up” techniques.

Ring theoretically, for a ZZ-graded ring R, the relevant construction comes
down to viewing R as a graded subring of R[X ] with gradation defined
by R[X ]n =

∑
i+j=n RiX

j . For an arbitrary group G and a normal sub-
semigroup S of G we construct a G-graded ring Rgr[S] containing R as a
G-graded subring. The construction of Rgr[S] is similar to the semigroup ring
R[S], in fact when G is abelian then those rings are isomorphic. The case
S = G allows to apply Rgr[G] in the theory of R-gr, making fruitful use of
the embedding η : R ↪→ Rgr[G], η(r) =

∑
σ∈G rσσ

−1 for r =
∑

σ∈G rσ ∈ R.
Observe that η is not a graded (degree zero) embedding, in fact η defines an
isomorphic between R and Rgr[G]e. i.e. Rgr[G]e = ⊕σ∈GRσσ−1. The non-
commutative technique stems from work on Rees ring extensions (e.g. [197]
related to special subgroups of the Picard group of the degree zero part, sub-
sequently used in the study of orders over arithmetically graded rings (cf.
[156], and other references there).

Section 6.1. starts off with the definition and examples of normal sub-semigroups
of a group. In Section 6.2. the technique of external homogenization is ex-
pounded. Since elements of G became invertible homogeneous elements in
Rgr[G] we may obtain a graded version of Maschke’s theorem (cf. Lemma
6.3.1, Proposition 6.3.2, Corollary 6.3.3.)

Further interesting applications are presented in Section 6.3.. For a normal
subgroup H of G, Rgr[H ] is a subring of Rgr[G]. Unfortunately, if H is not
normal, then the foregoing need not hold. This is a drawback because external
homogenization cannot be iterated for normal series : {e} = H0 ⊂ H1 ⊂ . . . ⊂
Hn = G where each Hi−1 is normal in Hi but not necessarily in G.

The construction of Rgr[G] and all the results from Sections 6.1-6.3 appeared
in the paper [142] and [184].

The main result in Section 6.4. is Theorem 6.4.1., stating that for a normal
subgroup H of G the categories (G/H,R)-gr and (G,Rgr[H ])-gr equivalent
via the homogenization and the dehomogenization functors.

Finally let us point out a positive property of external homogenization, in
some sense making up for the drawback mentioned before. If G is abelian and
the G-graded ring R is commutative then Rgr[G] is again commutative ! This
makes the technique extra useful in commutative algebra (e.g.[128]).
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Chapter 7

Smash Products

7.1 The Construction of the Smash Product

Let R = ⊕x∈GRx be a G-graded ring. We denote by MG(R) the set of row
and column finite nonzero elements matrices over R, with rows and columns
indexed by the elements of G. If α ∈ MG(R), then we write α(x, y) for the
entry in the (x, y) position of α. For α, β ∈ MG(R), the matrix product αβ
given by

(αβ)(x, y) =
∑

z∈G
α(x, z)β(z, y) (1)

is correctly defined i.e. αβ ∈MG(R). Therefore MG(R) is a ring with identity
I, where I is the matrix having I(x, y) = δx,y for any x, y ∈ G, where δx,y is the
Kronecker symbol. If x, y ∈ G we denote by ex,y the matrix with 1 in the (x, y)
position and zero elsewhere. We put px = ex,x. Clearly ex,y ∈MG(R) for any
x, y ∈ G so in particular px ∈ MG(R). We also see that ex,yeu,v = δy,uex,v.
In particular the set {px | x ∈ G} are orthogonal idempotents elements.

We denote by M∗
G(R) the set of matrices of MG(R) with only finitely many

nonzero entries. From (1) one easily obtains that M∗
G(R) is a two sided ideal

of MG(R). We have that ex,y ∈ M∗
G(R) for any x, y ∈ G and also if G is a

finite group we have M∗
G(R) = MG(R).

Define the map

η : R→MG(R) → by η(r) = r̃ where r̃ =
∑

x,y∈G
rxy−1ex,y (2)

where r =
∑
g∈G rg, r ∈ R, rg ∈ Rg for any g ∈ G. In fact (2) implies that

r̃ is the matrix of MG(R) for which r̃(x, y) = rxy−1 , i.e. having the element
rxy−1 in the (x, y) position. In particular we have η(1) = I. When G is an

C. Nǎstǎsescu and F. Van Oystaeyen: LNM 1836, pp. 187–221, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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infinite group and r �= 0, then r̃ /∈M∗
G(R). For r, s ∈ R we have :

η(r + s) = η(r) + η(s)
η(r · s) = η(r) · η(s)

The first equality is obvious. For the second we write

η(r) · η(s) = (
∑

x,y∈G
rxy−1ex,y)(

∑

u,v∈G
suv−1eu,v)

=
∑

x,y,u,v

rxy−1suv−1ex,yeu,v

=
∑

x,y,v

rxy−1syv−1ex,y

=
∑

x,v∈G
(rs)xv−1ex,v

= η(rs)

On the other hand if η(r) = r̃ = 0, then we may apply (2) and obtain
rxy−1 = 0 for any x, y ∈ G, hence r = 0. Hence η is an injective morphism of
rings, called the matrix embedding morphism of the graded ring R. We
put R̃ = Imη and we denote by R̃#G or shortly R#G the subring of MG(R)
generated by R̃ and the set of orthogonal idempotents {px | x ∈ G}. The
ring R̃#G is called the smash product of R by the group G. The group G
embeds in MG(R) as the group of permutation matrices; each g ∈ G maps to
g where :

g =
∑

x∈G
ex,xg (3)

Hence g is the matrix with 1 in the (x, xg) position for any x ∈ G and zero
elsewhere. For g, h ∈ G we obtain :

g · h =
∑

x∈G
ex,xg ·

∑

y∈G
ey,yh =

∑

x∈G
ex,xgh = gh

Therefore if we put G = {g | g ∈ G} then G is a subgroup of the group units
of MG(R), isomorphic to G.

7.1.1 Proposition

Let R be a G-graded ring. The following assertions hold :

1. If r, s ∈ R then (r̃px)(s̃py) = r̃ ˜sxy−1py for any x, y ∈ G. If rσ ∈ Rσ then
pxr̃σ = r̃σpσ−1x for any x ∈ G.

2. If G is an infinite group, then R̃#G = R̃⊕ (⊕x∈GR̃px) or R̃#G is a left
and right free R̃-module with basis {I} ∪ {px | x ∈ G}. Furthermore
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⊕x∈GR̃px is an ideal of R̃#G which is essential both as a left and as a
right ideal.

3. If G is a finite group then R̃#G = ⊕x∈GR̃px.

Proof

1. It is enough to prove that px(s̃py) = ˜sxy−1py. Since s̃ = η(s) =∑
u,v suv−1eu,v we have :

px(s̃py) = ex,x(
∑

u,v

suv−1eu,vey,y) = ex,x
∑

u∈G
suy−1eu,y

=
∑

u∈G
suy−1ex,xeu,y = sxy−1ex,y =

∑
sxy−1ex,yey,y =

= ˜sxy−1py

For the second equality we write pxr̃σ = ex,x
∑

y∈G rσeσy,y = rσex,σ−1x =
(rσex,σ−1x)pσ−1x = r̃σpσ−1x.

2. It is clear that R̃#G = R̃+
∑
x∈G R̃px. Now if r ∈ R is such that r̃px =

0, then we have 0 = r̃px = (
∑

u,v∈G ruv−1eu,v)px =
∑

u∈G rux−1eu,x so
rux−1 = 0 for any u ∈ G and hence r = 0 or r̃ = 0. Since R̃px ⊆M∗

G(R)
for any x ∈ G, it follows that

∑
x∈G R̃px ⊆M∗

G(R). On the other hand
we have R̃ ∩M∗

G(R) = 0 (because if r ∈ R, r �= 0, r̃ /∈ M∗
G(R)). If

we had a relation r̃I +
∑

x∈G r̃xpx = 0 where r ∈ R, rx ∈ R, then the
foregoing remarks would entail that r̃ = 0 and

∑
x∈G r̃xpx = 0. Since

{px | x ∈ G} is a set of orthogonal idempotents we have that r̃xpx = 0
for any x ∈ G, so r̃x = 0. Hence {I} ∪ {px | x ∈ G} is a left basis
of R̃#G over R̃. A similar argument may be used to establish that
{I} ∪ {px | x ∈ G} is also a right basis of R̃#G over R̃. Using (1.)
we may infer that ⊕x∈GR̃px is an ideal of R̃#G. Clearly ⊕x∈GR̃px is
essential as a left ideal and also as a right ideal by assertion (1.).

3. If G is finite, then I =
∑

x∈G px and therefore we obtain that R̃#G =
⊕x∈GR̃px.

7.1.2 Proposition

1. If g ∈ G and α ∈MG(R) then

(g−1αg)(x, y) = α(xg−1, yg−1)

for any x, y ∈ G. In particular, g−1pxg = pxg and g−1r̃g = r̃, r ∈ R.

2. G acts by conjugation on R̃#G and (R̃#G)G = R̃.
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3. (R̃#G)G =
∑

g∈G(R̃#G)g is a direct sum of additive subgroups of
MG(R).

4. (R̃#G)G is a subring of MG(R). Moreover, (R̃#G)G is a skew group
ring of the group G over the ring (R̃#G).

5. If G is an infinte group, then

(R̃#G)G = (⊕g∈GR̃g)⊕M∗
G(R)

as additive groups and M∗
G(R) is an ideal of (R̃#G)G which is essential

both as a left and a right ideal.

6. If G is a finite group then (R̃#G)G = MG(R).

Proof

1. We have (g−1αg)(x, y) =
∑
u,v∈G g

−1(x, u)α(u, v)g(v, y). Since g(v, y) =
1 if and only if v = yg−1 and g−1(x, u) = 1 if and only if u = xg−1, we
have that (g−1αg)(x, y) = α(xg−1, yg−1). If we put α = px = ex,x then
we clearly have g−1pxg = pxg. In fact g−1ex,yg = exg,yg. Thus if r ∈ R
then we have g−1r̃g =

∑
x,y∈G rxy−1g−1ex,yg =

∑
x,y∈G rxy−1exg,yg =

∑
x,y∈G r(xg)(yg)−1exg,yg = r̃. Therefore R̃ ⊆ (R̃#G)G.

2. Let α ∈ (R̃#G)G; then g̃−1αg̃ = α for any g ∈ G. Since α ∈ R̃#G then
α = r̃ +

∑
x∈G r̃xpx where r ∈ R, rx ∈ R and the family {rx | x ∈ G}

has only finitely many nonzero components. Since g−1αg = g−1r̃g +∑
x∈G(g−1r̃xg)(g−1pxg) = r̃ +

∑
x∈G r̃xpxg. Because g−1αg = α for

any g ∈ G, we have that
∑
x∈G r̃xpx =

∑
x∈G ˜rxpxg for any g ∈ G, or

r̃x = ˜rxg−1 for any g ∈ G. Now if G is infinite, since only finitely many
of the r̃x are nonzero, we obtain that r̃x = 0 for any x ∈ G. Hence
α = r̃ ∈ R̃. If G is finite then r̃x = r̃y for any x, y ∈ G. Thus if we put
s = rx = ry then we have : α = r̃ + s̃(

∑
x∈G px) = r̃ + s̃ = r̃ + s (since

I =
∑
x∈G px). Hence, (R̃#G)G = R̃.

3. Since
∑
x∈G R̃px =

∑
x,y∈GRxy−1ex,y, it follows that

(R̃#G)G =
∑

g∈G
(R̃#G)g

=
∑

g∈G
(R̃+

∑

x,y∈G
Rxy−1ex,y)g

=
∑

g∈G
R̃g +

∑

x,y∈G
Rxy−1ex,yg
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Note that
∑

x,y,g∈GRxy−1ex,yg =
∑
Rxy−1ex,yg =

∑
x,u,gRxgu−1ex,u =

∑
x,u∈GRex,u = M∗

G(R). Thus (R̃#G)G =
∑
g∈G R̃g + M∗

G(R). If
r ∈ R then :

r̃g =
∑

x,y∈G
rxy−1ex,yg =

∑

x,y∈G
rxy−1ex,yg =

∑

x,u

rxgu−1ex,u (4)

Consequently, every nonzero element from
∑

g∈G R̃g has infinitely many
nonzero entries, and therefore :

∑
g∈G R̃g ∩ M∗

G(R) = 0. From the
above equality (4), it follows that the sum

∑
g∈G R̃g is direct, hence

∑
g∈G R̃g = ⊕g∈GR̃g. Again from (4) we obtain that

(R̃#G)g ∩ (
∑

h �=g
(R̃#G)h) = 0

and thus (R̃#G)G =
∑

(R̃#G)g is a direct sum.

4. Follows from (1.) and (2.).

5. Follows from (3.) and (6.) is clear.

Let us write R{G} for (R̃#G)G. The foregoing proposition yields, for an
infinite group G, that R{G} = (⊕g∈GR̃g)⊕M∗

G(R) and if G is a finite group
then R{G} = MG(R). More general, if H ⊆ G is a subgroup of G we
put R{H} = (R̃#G)H = ⊕h∈H(R̃#G)h. The arguments of Proposition
7.1.2, assertion (3.) yield that R{H} = ⊕h∈HR̃h⊕ R∗{H} where R∗{H} =
{α ∈ M∗

G(R) | α(x, y) ∈ RxHy−1 , for x, y ∈ G}. If G is a finite group then
R{G} = (R̃#G)G = MG(R). If n =| G | then MG(R) � Mn(R). Since
(R̃#G)G � (R̃#G) ∗ G (cf. Proposition 7.1.2), we get that (R̃#G) ∗ G �
Mn(R). This isomorphism yields the duality for coactions’ theorem stated in
[43] by M.Cohen and S. Montgomery.

7.2 The Smash Product and the Ring

EndR−gr(U)

Assume that R = ⊕σ∈GRσ is a G-graded ring, G a finite group. From Section
2.2 we retain that the set {R(σ) | σ ∈ G} is a family of projective generators
for the category R-gr. Put U =

∑
σ∈GR(σ). Since G is a group, U a is

finitely generated projective generator of R−gr. Since U is finitely generated
we have that EndR(U) = ENDR(U) (see Section 2.4), therefore EndR(U) is
a G-graded ring where the multiplication is given by :

fg = g ◦ f, ∀ f, g ∈ End(U)
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If we put G = {g1 = e, g2, ..., gn}, then from Section 2.10 we retain that
EndR(U) is isomorphic to the matrix ringMn(R), considered with the grading
given by Mn(R) = ⊕λ∈GMn(R)λ where :








Rg1λg−1
1

Rg1λg−1
2

... Rg1λg−1
n

Rg2λg−1
1

Rg2λg−1
2

... Rg2λg−1
n

... ... ... ...
Rgnλg

−1
1

Rgnλg
−1
2

... Rgnλg
−1
n








In particular, the ring EndR−gr(U) is isomorphic to the matrix ring

Mn(R)e =








Re Rg1g−1
2

... Rg1g−1
n

Rg2g−1
1

Re ... Rg2g−1
n

... ... ... ...
Rgng

−1
1

Rgng
−1
2

... Re








7.2.1 Theorem

If G = {g1 = e, g2, ..., gn} is a finite group then :

1. The ring EndR(U) is isomorphic to the skew group ring EndR−gr(U)∗G.

2. EndR−gr(U) is isomorphic to the smash product R̃#G.

Proof

1. Follows from Theorem 2.10.3

2. We put

T =








Re Rg1g−1
2

... Rg1g−1
n

Rg2g−1
1

Re ... Rg2g−1
n

... ... ... ...
Rgng

−1
1

Rgng
−1
2

... Re








Define ϕ : R −→ T as follows : if a =
∑

g∈G ag, ag ∈ Rg for all g ∈ G,
then we put

ϕ(a) =








ae ag1g−1
2

... ag1g−1
n

ag2g−1
1

ae ... ag2g−1
n

... ... ... ...
agng

−1
1

agng
−1
2

... ae








It is easy to see that ϕ is an injective morphism. In fact, since Mn(R) �
MG(R), the map ϕ : R −→ T identifies with the map η : R −→MG(R)
given in Section 7.1. Consider the elements pgk

(1 ≤ k ≤ n) to be the
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matrix with 1 at (k, k) and all its other entries being 0. If we put S =
ϕ(R) it is chear that T = Spg1+Spg2+...+Spgn = pg1S+pg2S+...+pgnS.
Moreover {pg1 , ..., pgn} is a left and right basis of T over the subring S.
Now if g, h ∈ G we may assume that g = gm and h = gl. If s ∈ S we
may assume that :

s =








be bg1g−1
2

... bg1g−1
n

bg2g−1
1

be ... bg2g−1
n

... ... ... ...
bgng

−1
1

bgng
−1
2

... be








where b =
∑n
i=1 bgi , bgi ∈ Rgi , is an element of the ring R. A matrix

calculation yields pg(sph) = sgh−1ph. The latter equality establishes
that R̃#G � T .

7.2.2 Corollary

Assume that R = ⊕σ∈GRσ is a G-strongly graded ring (G finite group). Then
EndRe(R) � R̃#G. Moreover if R is a crossed product then R̃#G �Mn(Re)
where n =| G |.

Proof First we show that if σ, τ ∈ G then Rσ−1τ � HomRe(Rσ, Rτ ) (as Re-
bimodules). Indeed define θ : Rσ−1τ −→ HomRe(Rσ, Rτ ) such that for x ∈
Rσ−1τ and y ∈ Rσ we put θ(x)(y) = yx. If a ∈ Re then we have θ(ax)(y) =
yax = (aθ(x))(y) so θ(ax) = aθ(x). In a similar way we may show that
θ(xa) = θ(x)a so θ is a morphism of Re-bimodules. If θ(x) = 0 we have yx = 0
for any y ∈ Rσ. Since Rσ−1Rσ = Re we get that x = 0 thus θ is injective.
Assume now that u ∈ HomR1(Rσ, Rτ ). Since R−1

σ Rσ = Re it follows that 1 =∑n
i=1 aibi where ai ∈ Rσ−1 and bi ∈ Rσ. We define x =

∑n
i=1 aiu(bi). Now if

y ∈ Rσ we have θ(x)(y) =
∑n
i=1 yaiu(bi) =

∑n
i=1 u(yaibi) = u(y

∑n
i=1 aibi) =

u(y) so θ(x) = u and therefore θ is an isomorphism. Recall that if M =
M1 ⊕ ... ⊕ Mn as R-modules then the ring EndR(M) is isomorphic to the
matrix ring :







A11 A12 ... A1n

A21 A22 ... A2n

... ... ... ...
An1 An2 ... Ann







where Aij = EndR(Mi,Mj), 1 ≤ i, j ≤ n. Now if we put G = {σ1 =
e, σ2, ..., σn} and Mi = Rσ−1

i
for any 1 ≤ i ≤ n, then we have that R =
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M1 ⊕ ...⊕Mn and thus

EndRe(R) �








Re Rσ1σ
−1
2

... Rσ1σ
−1
n

Rσ2σ
−1
1

Re ... Rσ2σ
−1
n

... ... ... ...
Rσnσ

−1
1

Rσnσ
−1
2

... Re








Theorem 7.2.1 (2.) entails that EndRe(R) � R̃#G. If R is a crossed product
then Rσ � Re as a left Re module for any σ ∈ G. In this case we have that
EndRe(R) �Mn(R) and also R̃#G �Mn(Re).

7.3 Some Functorial Constructions

Let R be a G-graded ring and R̃#G the smash product. If M ∈ R̃#G-mod
we put by M0 =

∑
x∈G pxM ; M0 is an R̃#G-submodule of M . Indeed, it

suffices to prove that r̃σM0 ⊆ M0, where rσ ∈ Rσ. But r̃σM0 ⊆
∑
r̃σpxM ⊆∑

pσxr̃σM ⊆
∑

x∈G pσxM = M0, since {px | x ∈ G} is a family of orthogonal
idempotents.

Denote now by (R− gr)# the subclass of R̃#G-mod defined by the property
(R−gr)# = {M ∈ R̃#G-mod, M =

∑
x∈G pxM}.

7.3.1 Proposition

(R-gr)# is a localizing subcategory of R̃#G-mod (i.e. (R-gr)#) is closed
undertaking to subobjects, quotient objects, extensions and arbitrary direct
sums). Moreover the radical associated to the localizing subcategory (R-gr)#

is the functor defined by the correspondence M →M0, M ∈ (R̃#G)-mod.

Proof It is obvious that (R-gr)# is closed under quotient objects and ar-
bitrary direct sums. Let M ∈ (R-gr)# and N ⊂ M and R̃#G-submodule.
If n ∈ N , then n ∈ M = ⊕x∈GpxM and therefore n =

∑
x∈G pxm

x. Thus
pxn = pxm

x and thus n =
∑
pxn, so n ∈ ⊕x∈GpxN , hence N = ⊕x∈GpxN

i.e. N ∈(R-gr)#.

Consider the exact sequence of R̃#G-modules

0 �� M ′ u �� M
v �� M ′′ �� 0

where M ′,M ′′ ∈ (R-gr)#. Let m ∈ M ; then v(m) ∈ M ′′ = ⊕x∈GpxM ′′.
Thus v(m) =

∑
x∈G pxv(m

x) = v(
∑

x∈G pxm
x) and thereforem−∑x∈G pxm

x

∈ ker(v) = Im(u). Thus there exists m′ ∈ M ′ such that m −∑x∈G pxm
x =

u(m′). Since M ′ ∈ (R-gr)# we have m′ =
∑

x∈G pxm
′x and thus m −∑

x∈G pxm
x = u(

∑
x∈G pxm

′x) =
∑

x∈G pxu(m′x). Hencem =
∑

x∈G px(m
x+
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u(m′x)), thus M = M0 and M ∈(R-gr)#. Therefore (R-gr)# is a localizing
subcategory. It is obvious that for M ∈ (R̃#G)-mod, M0 =

∑
x∈G pxM is the

largest submodule of M belonging to (R-gr)#. Hence the radical associated to
the localizing subcategory (R-gr)# is the functor given by the correspondence
M →M0.

Consider M ∈ R-gr. Then M has a natural structure of R̃#G-module ob-
tained by putting, for all r̃ ∈ R̃ and x ∈ G : r̃m = rm and pxm = mx where
mx ∈ Mx is the x-homogeneous component of m. Indeed if r, s ∈ R and
x, y ∈ G, then we have r̃(s̃m) = r̃(sm) = r(sm) = (rs)m = r̃sm. We also have
(r̃px)((s̃py)m) = (r̃px)(s̃py)m = r(smy)x where (smy)x is the homogeneous
component of degree x of the element smy. Since smy = (

∑
x∈G sx)my =∑

x∈G sxmy then (smy)x = sxy−1my. On the other hand, ((r̃px)(s̃py))m =
(r̃ ˜sxy−1py)m = (rsxy−1)my = r(sxy−1my). Hence M has a natural struc-
ture of R̃#G-module. We write M# for the R̃#G-module M with the the
above defined structure. For M,N ∈ R-gr and f ∈ HomR−gr(M,N) the map
f : M# −→ N# is an R̃#G linear morphism. An exact functor (−)# : R-
gr → (R̃#G)-mod may be defined by the correspondence M → M# and
(f)# = f if f ∈ HomR−gr(M,N), M,N ∈ R − gr. If M ∈ R-gr, then
M# ∈ (R−gr)# because M0 =

∑
x∈G pxM = ⊕x∈GMx = M . Therefore

we may regard the functor (−)# as a functor from R-gr to (R−gr)#. Let
M be an R̃#G-module. We have seen that M0 =

∑
x∈G pxM is an R̃#G-

submodule of M . On M0 a natural structure of G-graded R-module is defined
by putting : (M0)x = pxM and we consider M0 as an R-module via the mor-
phism η : R −→ R̃#G. It is easy to see that the correspondence M → M0

defines an exact functor H : R̃#G-mod → R-gr.

7.3.2 Proposition

With notation as above we have :

1. The functor (−)# is a left adjoint of the functor H .

2. The corestriction of the functor (−)# : R-gr → (R−gr)# is an isomor-
phism of categories.

3. If the group G is finite then (R−gr)# = R̃#G-mod and the functor
(−)# : R-gr → R̃#G-mod is an isomorphism of categories.

Proof

1. We define the functorial morphisms

Hom
R̃#G

((−)#,−) α−→HomR−gr(−, H) and

HomR−gr(−, H)
β−→Hom

R̃#G
((−)#,−)



196 7 Smash Products

as follows :

If M ∈ R-gr, N ∈ R̃#G-mod then let α(M,N) : Hom
R̃#G

(M#, N) →
HomR−gr(M,H(N)) be defined by α(M,N)(u)(x) = u(x) where u :
M# → N and x ∈ M . Since M# = ⊕σ∈GpσM , we have u(M) =
u(⊕σ∈GpσM) =

∑
σ∈G pσu(M) ⊆ N0 = H(N).

We also define β(M,N) : HomR−gr(M,H(N)) −→ Hom
R̃#G

(M#, N)
as follows : for v ∈ HomR−gr(M,H(N)), put β(M,N)(v) = i ◦ v, where
i : H(N) = N0 ↪→ N is the inclusion map. It is obvious that α and β are
functorial morphisms and also α◦β = Id and β ◦α = Id. Consequently,
(−)# is a left adjoint of H .

2. Assume that M ∈ R − gr. Then M = ⊕x∈GMx. Since pxM# = Mx

for any x ∈ G we have that H(M#) = M so H ◦ (−)# = IdR−gr.
Conversely if N ∈ (R−gr)# then N = N0 = ⊕x∈GpxN so N is a G-
graded module with the grading N = ⊕x∈GNx where Nx = pxN . It is
clear that N# = N , hence the functor (−)# : R−gr −→ (R−gr)# is an
isomorphism of categories.

3. Follows from (2.). We have that G is a finite group, in particular
R̃#G has a natural structure of a graded left R-module with R̃#G =
⊕σ∈G(R̃#G)σ where (R̃#G)σ = pσ(R̃#G) = ⊕xy=σR̃xpy.

We may define another functor (−)#,# : R-gr → R̃#G-mod by M#,# =∏
x∈GMx for any M = ⊕x∈GMx ∈ R − gr, where M#,# has the following

structure of an R̃#G-module: if r̃σ ∈ R̃σ, rσ ∈ Rσ, x ∈ G andm = (mx)x∈G ∈∏
x∈GMx then put r̃σm = n where n = (ny)y∈G, ny = rσmσ−1y and pxm =

m′ = (m′
y)y∈G, m′

y = 0 for y �= x, m′
x = mx. It is easy to see that (M)#,# =

∏
x∈GMx is an R̃#G-module. It is also obvious that (−)#,# is an exact

functor. Note that (−)# is a subfunctor of (−)#,#. Indeed for M ∈ R-
gr, define the map αM : M# −→ M#,#, αM (m) = (mx)x∈G where m =∑

x∈Gmx, mx ∈ Mx i.e. {mx | x ∈ G} are the homogeneous components of
m. It is obvious that αM is injective and it is also R̃#G-linear. When G is a
finite group we have (−)# = (−)#,#. With notation as before we obtain :

7.3.3 Proposition

1. The functor (−)#,# is a right adjoint of the functor H .

2. If M ∈ R-gr and sup(M) < ∞ then αM : M# −→ M#,# is an isomor-
phism.
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Proof

1. We define the functorial morphisms :

HomR−gr(H(−),−)
γ−→Hom

R̃#G
(−, (−)#,#) and

Hom
R̃#G

(−, (−)#,#) δ−→HomR−gr(H(−),−)

as follows :

If M ∈ R̃#G-mod, N ∈ R-gr then γ(M,N) : HomR−gr(M0, N) →
Hom

R̃#G
(M,N#,#) is defined by γ(M,N)(u)(m) = (u(pxm))x∈G where

m ∈M , u ∈ HomR−gr(M0, N).

We show that γ(M,N)(u) ∈ Hom
R̃#G

(M,N#,#). Indeed, if r̃σ ∈ R̃,
rσ ∈ Rσ we have :

γ(M,N)(u)(r̃σm) = (u(px · (r̃σm)))x∈G
= (u(r̃σpσ−1xm))x∈G
= (r̃σu(pσ−1x ·m))x∈G
= r̃σ(u(pxm))x∈G
= r̃σγ(M,N)(u)(m)

(by the definition of the structure N#,#).

We clearly have that γ(M,N)(u)(py · m) = pyγ(M,N)(u)(m). Hence
γ(M,N)(u) ∈ Hom

R̃#G
(M,N#,#), and γ(M,N) is a correctly defined

functorial morphism. Now if v ∈ Hom
R̃#G

(M,N#,#) we define δ(M,N)
(v) ∈ HomR−gr(M0, N by the equality δ(M,N)(v)(m0) = pxv(m) where
m0 = pxm with m ∈M . Note that pxv(m) is actually an element of N .
Also pxv(m) ∈ Nx thus we obtain δ(M,N)(v)((M0)x) = δ(M,N)(v)
(pxM) ⊆ Nx. Hence δ(M,N)(v) ∈ HomR−gr(M0, N). It is easy to
see that (δ(M,N) ◦ γ(M,N))(u) = u for any u ∈ HomR−gr(M0, N)
so (δ(M,N) ◦ γ(M,N)) = Id. Let now v ∈ Hom

R̃#G
(M,N#,#). If

we put (γ(M,N) ◦ δ(M,N))(v) = v′ then we have, for any m ∈ M ,
pxv

′(m) = pxv(m). If we put v(m) = (nx)x∈G and v′(m) = (n′
x)x∈G,

then we have that nx, n′
x ∈Mx for any x ∈ G. Since pxv′(m) = pxv(m),

we obtain n′
x = nx for any x ∈ G and therefore v(m) = v′(m) so v = v′.

Finally, we arrive at γ(M,N) ◦ δ(M,N) = Id.

2. Is obvious.

7.3.4 Corollary

The following assertions hold :

1. If M ∈ R-gr is gr-projective (resp. gr-flat) then M# is projective (resp.
flat) R̃#G-module.
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2. If M ∈ R-gr is gr-injective and | sup(M) |<∞ then M# is an injective
R̃#G-module.

Proof

1. Since (−)# is a left adjoint of H andH is an exact functor, then (cf. Ap-
pendix A) it follows from the gr-projective of M that M# is a projective
left R̃#G-module.

2. Now if M is left gr-flat, then M is a direct limit of projective objects
of the category R-gr. Since (−)# commutes with direct limits (see
Appendix A) we obtain that M# is a flat R̃#G-module.

3. Since (−)#,# is a right adjoint of H and H is exact, (cf. Appendix
A)it follows that the gr-injectivity of M entails that M#,# is an injec-
tive R̃#G-module. On the other hand, since M# � M#,# (because
sup(M) <∞) we have that M# is an injective R̃#G-module.

7.3.5 Corollary

Assume that Q ∈ R-gr is gr-injective. If sup(Q) < ∞, then Q is injective in
R-mod.

Proof Corollary 7.3.4 implies thatQ# is injective in R̃#G-mod. Since R̃#G
is free over the ring R̃ it follows that Q# is injective over R̃ i.e. Q is injective
as a left R-module.

7.3.6 Remarks

1. The above result has already been proved by other arguments in Section
2.8.

2. Using Corollary 7.3.4 we obtain the following well-known result: if P
is gr-projective (resp. gr-flat) then P is also projective (resp. flat) in
R-mod.

7.3.7 Proposition

Let M ∈ R− gr and g ∈ G. Then we have M(g)# � (R̃#G)g ⊕
R̃#G

M#. In
particular, we obtain that the inertial groupG{M} ofM inR-gr is equal to the
inertial group G{M#} with respect to the skew groupring R{G} = (R̃#G)G.
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Proof Since (R̃#G)g = g(R̃#G), we have (R̃#G)g ⊕
R̃#G

M# � g ⊕
R̃#G

M#. Define the map ϕ : M(g)# −→ g ⊕
R̃#G

M# as follows: if mx ∈
M(g)x then we put ϕ(mx) = g ⊗ mx. Since {g} is free over R̃#G, ϕ is
injective. It is obvious that ϕ is surjective. So it is enough to prove that
ϕ is a morphism over the ring R̃#G. If rσ ∈ Rσ and mx ∈ M(g) then we
have ϕ(r̃σ) = g ⊕ r̃σm = gr̃σ ⊕m = r̃σg ⊗m = r̃σϕ(m). Since m ∈ M(g)x,
we have pym = 0 if y �= x and py · m = m if y = x. On the other hand
pyϕ(m) = py(g ⊗ m) = pyg ⊕ m = gpyg ⊗ m = g ⊗ pygm. Since m ∈ Mxg

we have that pyϕ(m) = 0 if y �= x and pyϕ(m) = g ⊕m if y = x. Therefore
ϕ(py · m) = py · ϕ(m) i.e. ϕ is an R̃#G-morphism. The last part of the
proposition is clear.

Let C be a closed (resp localizing) subcategory of R − gr. We denote by
C# = {M# | M ∈ C}.

7.3.8 Proposition

The class C# is a closed (resp localizing) subcategory of R̃#G-mod. Moreover,
if C is a rigid closed (resp rigid localizing) subcategory of R-gr then C# is a
stable closed (resp stable localizing subcategory) of R̃#G-mod, with respect
to the skew group ring R{G}. In particular (R − gr)# is a stable localizing
subcategory of R̃#G-mod.

Proof We apply the fact that the functor (−)# : R − gr → R̃#G-mod is
exact and Proposition 7.3.7.

7.3.9 Proposition

Assume that G is a finite group. Then the correspondence C → C# be-
tween the closed (resp localizing) subcategories of R-gr and the closed (resp
localizing) subcategories of R̃#G-mod is bijective. Moreover, the above cor-
respondence is bijective when considered between the rigid closed (resp rigid
localizing) subcategories of R-gr and the stable closed (resp stable localizing)
subcategories of R̃#G with respect to the skew groupring R{G}.

For M ∈ R-mod we let by ColG(M) be the set of all column matrices over M
with entries indexed by G and only finitely many entries nonzero. Since the
elements of MG(R) are both row and column finite, ColG(M) is a left MG(R)-
module and hence a left R{G}-module. Hence we obtain the canonical exact
functor

ColG(−) : R−mod→ R{G}−mod,M → ColG(M)
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7.3.10 Proposition

With notation as above, the following assertions hold :

1. If m̃ ∈ ColG(M) and A ∈MG(R), then there is a B ∈M∗
G(R) such that

A = B + C and Cm̃ = 0.

2. Every R{G} submodule of ColG(M) has the form ColG(N) where N is
an R-submodule of M .

3. The functor ColG(−) is full and faithful.

4. For M ∈ R− gr, we have a canonical isomorphism of R{G}-modules :

ColG(M) � R{G} ⊗
R̃#G

M#

In particular we have that ColG(M) � ⊕σ∈GM(σ)# as R̃#G-modules.

5. If G is a finite group, then ColG(−) is an equivalence of categories from
R-mod to R{G}-mod.

Proof

1. We denote by Y the set of elements y ∈ G such that in the y position
of m̃ there is a nonzero element i.e. Y = sup(m̃); Y is a finite set.
For x ∈ G we denote by Ax the ”x-th” row of the matrix A and by
Zx = {y ∈ G | A(x, y) �= 0}. The column matrix may have a nonzero
element at the x position if Zx ∩ Y �= ∅. It is easy to see that there are
only finitely many elements x ∈ G such that Zx ∩ Y �= ∅, for otherwise
there would exist a column A with infinitely many nonzero entries, a
contradiction. Let U = {x ∈ G | Zx ∩ Y �= ∅}. Define the matrix B as
follows : if x ∈ U then the x-th of B is Ax; if x /∈ U then the entries
of the x-th row of B are all zero. We put C = A − B. It is clear that
B ∈M∗

G(R), Am̃ = Bm̃ and Cm̃ = 0.

2. Let Ñ be anR{G}-submodule of ColG(M). SinceR{G} containsM∗
G(M),

by assertion (1.) we have that Ñ is also MG(R)-submodule of ColG(M).
Put :

N = {n ∈M | ∃ñ ∈ Ñ , ñ =




...
n
...



 ← e }

where ñ is a column with the property that the in the e-position we
have the element n. It is easy to see that N is an R-submodule of M .
If

ñ ∈ Ñ , ñ =









...
n1

...
n2

...









← x1

← x2
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then we have ee,xi ñ ∈ Ñ and therefore ee,xi ñ ∈ N . Also ñ =
∑s

i=1 exi,e ·
ee,xi ·ñ, so ñ ∈ ColG(N) and hence Ñ ⊆ ColG(N). Since also ColG(N) ⊆
Ñ , we finally get ColG(N) = Ñ .

3. The map f �−→ ColG(f) from HomR(M,M ′) to HomR{G}(ColG(M),
ColG(M ′) is obviously injective. Let f̃ be an R{G}-morphism from
ColG(M) to ColG(M) to ColG(M ′)i. By assertion (1.) it follows that
f̃ is also an MG(R)-morphism. Let m ∈ M and consider the column
matrix

m̃ =




0
m
...




← x
← e where x �= e

Because pem̃ = m̃ we have that f̃(m̃) = f̃(pem̃) = pef̃(m̃) = m̃′ where

m̃′ =




...
m′

...



 ← e

m′ ∈ M ′ and we put f(m) = m′. It is easy to check that f is an
R-morphism and ColG(f) = f̃ . Thus the map f �−→ ColG(f) is also
surjective. Therefore the functor ColG(−) is full and faithful.

4. If M is a graded R-module, we put M∗ = {v ∈ ColG(M) | vx ∈ Mx},
where vx is the entry in the x-position of v. It is easy to see that M∗

is an R̃#G-submodule of ColG(M), isomorphic to M#. Since M =
⊕x∈GMx, it is straightforward to verify that ColG(M) =

∑
g∈G gM

∗

and the sum
∑

g∈G is direct. We obtain that ColG(M) is isomorphic to
R{G}⊗

R̃#G
M#. The last part of the assertion follows from Proposition

7.3.7.

5. By assertion (3.) it is enough to show that if M is a left MG(R)-
module, there exists a left R-module N such that M � ColG(N). We
put N = peM . Since R is a canonical subring of MG(R) then N is
an R-submodule of M . Now if ñ ∈ ColG(N) we denote by nx the
element in the “x-th” position of the column ñ. Then we define the
map α : ColG(N) −→ M by α(ñ) =

∑
x∈G ex,en

x. Since pxex,e = ex,e
then ex,en

x ∈ pxM . So if α(ñ) = 0, since M = ⊕x∈GpxM we have
ex,en

x = 0 for every x ∈ G. So ee,xex,en
x = 0 so pen

x = 0. Since
nx ∈ N = peM , it follows that nx = 0 for any x ∈ G and therefore
ñ = 0. Hence α is injective. On the other hand if m ∈M , we define the
column ñ by

ñ =




...

ee,x ·m
...



 ← x
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We have ee,xm = peee,xm so ñ ∈ ColG(N). But α(ñ) =
∑

x∈G ex,eee,xm =∑
x∈G pxm = m and hence α is an isomorphism. Since α(eu,vñ) =

eu,vα(ñ) for any u, v ∈ G, it follows that α is also an isomorphism of
MG(R)-modules.

7.4 Smash Product and Finiteness Conditions

We recall that a group G is called polycyclic-by-finite if there exists a
finite subnormal series {e} = G0 �G1 � . . .�Gn = G such that Gi−1 �Gi and
Gi/Gi−1 is a finite or infinite cyclic group for each i, 1 ≤ i ≤ n. The number
of all infinite cyclic factor groups Gi/Gi−1 is called the Hirsch number G and
is denoted by h(G) (it does not depend on the particular chosen series).

7.4.1 Theorem

Let R be a G-graded ring where G is a polycyclic-by-finite group. If M ∈ R-
gr is gr-Noetherian, then M is Noetherian as an R-module. Furthermore
K.dimR(M) ≤ gr.K.dimR(M) + h(G).

Proof We know (R−gr)# is a localizing subcategory of R̃#G-mod then the
results of Section 7.3 imply that M# is Noetherian as left R̃#G-module and
gr.K.dimM = K.dim

R̃#G
M#. As R{G} is a skew groupring of the group G

over the ring R̃#G, it is in particular a strongly graded ring with (R{G})e =
R̃#G. Theorem 5.4.8 yields that R{G}⊗

R̃#G
M# is a Noetherian left R{G}-

module. Moreover, from Theorem 5.5.7 it follows thatK.dimR{G}(R{G}⊗R̃#G

M#) ≤ K.dim
R̃#G

M# + h(G). Assertion 4., Proposition 7.3.10 yields that
ColG(M) is a Noetherian left R{G} module and K.dimR{G}ColG(M) ≤
K.dim

R̃#G
M# + h(G). Finally assertion (2.) of Proposition 7.3.10 entails

that M is Noetherian in R-mod and K.dimRM ≤ K.dim
R̃#G

M# + h(G) =
gr.K.dim(M)+h(G). The inequality gr.K.dim(M) ≤ K.dimR(M) is obvious.

Let N be a (not necessarily graded) R-submodule of M . We denote by (N)g
(resp. (N)g) the largest submodulle of M contained in N (resp. the smallest
graded submodule of M contaied in N) (see Section 2.1). As we have seen
in Section 7.3, each M ∈ R-gr may be considered as an R̃#G-module. We
have denoted this module by M#. In this case N will be a subset of M# such
that N is an R̃-submodule of M# by restriction of scalars (R̃ is a subring of
R̃#G).

7.4.2 Lemma

Assume that G is a finite group. With notation as above :
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1. (N)g =
⋂

x∈G
(N : px).

2. (N)g = (R̃#G)N = ⊕x∈GpxN

Proof

1. Since pxr̃σ = r̃σpσ−1x, it follows that ∩x∈G(N : px) is an R̃#G-submodule
of M so ∩x∈G(N : px) is a graded submodule of M . Since

∑
x∈G px = I

is the identity of the ring R̃#G, we have that ∩x∈G(N : px) ⊆ N and
thus ∩x∈G(N : px) ⊆ N and ∩x∈G(N : px) ⊆ (N)g. The converse
inclusion (N)g ⊆ ∩x∈G(N : px) is obvious.

2. Since (R̃#G)N is a graded submodule of M and N ⊂ (R̃#G)N , we
get that (R̃#G)N ⊃ (N)g. Now if P is a graded submodule of M ,
such that N ⊂ P , we have (R̃#G)N ⊂ (R̃#G)P = P . Therefore
(R̃#G)N = (N)g.

Assume that M is in R-gr and N is an R-submodule of M . We define the
maps α : ColG(N)→M# by α(ñ) =

∑
x∈G pxn

x, where ñ ∈ ColG(N) and nx

is the element of the column ñ in the x position, β : M# → ColG(M/N) by
β(m) = (p̂xm)x∈G i.e. β(m) is the column having the element pxm modulo
the submodule N in the x position.

7.4.3 Lemma

Assume that G is a finite group. Then :

1. α is an R̃#G-morphism and Imα = (N)g.

2. β is an R̃#G-morphism and kerβ = (N)g.

Proof

1. We must prove that α(r̃σ ñ) = r̃σ ∈ Rσ, σ ∈ G and α(pxñ) = pxα(ñ).
Indeed if

ñ =




...
ny

...



 ← y

then we have

pxñ =











0
...
nx

0
...
0











← x
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and therefore α(pxñ) = pxn
x.

On the other hand, pxα(ñ) = px(
∑

y∈G pyn
y) = pxn

x so α(pxñ) =
pxα(ñ). Put r = rσ ∈ Rσ; then r̃ = r̃σ =

∑
y∈G rσeσy,y = rσ

∑
y∈G eσy,y.

If we put ñ′ = r̃σñ then ñ′ is the column matrix with the component n′x

in the x-position where n′x =
∑

u∈G r̃σ(x, u)n
u = rσn

σ−1x. We have

α(r̃σ ñ) =
∑

x∈G
px(rσnσ

−1x) =
∑

x∈G
pxr̃σn

σ−1x =
∑

x∈G
(pxr̃σ)nσ

−1x

=
∑

x∈G
r̃σpσ−1xn

σ−1x = r̃σ
∑

x∈G
pσ−1xn

σ−1x = r̃σα(n)

Therefore α is an R̃#G-morphism. It is obvious that Imα = (N)g.

2. We must show that β(pxm) = pxβ(m) and β(r̃σm) = r̃σβ(m) for any
m ∈ M,x ∈ G and Rσ ∈ Rσ. Indeed since py(pxm) = 0 for any y �= x,
we have that

β(pxm) =











0
...
p̂m
0
...
0











← x
= pxβ(m)

Now

β(r̃σm) =




...
̂pxr̃σm
...



← x =




...
̂r̃σrσ−1xm
...



← x =

= r̃σ




...
̂pσ−1xm
...



← x = r̃σβ(m)

Therefore β is an R̃#G-morphism. Now β(m) = 0 if and only if pxm ∈
N for all x ∈ G and therefore by Lemma 7.4.2 we have that m ∈ kerβ
if and only if m ∈ ∩x∈G(N : px) = (N)g.

7.4.4 Theorem

Let R = ⊕x∈GRx be a G-graded ring, G a finite group. Let M ∈ R-gr and
N ⊂M an R-submodule of M . Then the following assertions hold :

1. If N is a Noetherian (resp. Artinian) submodule of M , then (N)g is a
Noetherian (resp. Artinian) submodule of M .

2. If N has Krull dimension then (N)g has Krull dimension. Moreover,
K.dimR(N) = KdimR(N)g.
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3. If N has Gabriel dimension, then (N)g has Gabriel dimension. Moreover
G.dimR(N) = G.dimR(N)g.

4. If N is a simple submodule then (N)g is gr-semi-simple of finite length.

Proof Since G is finite R{G} = MG(R). From Proposition 7.3.10 we may
derive that the Noetherian property of N (resp. Artinian, resp. has Krull
dimension, resp. has Gabriel dimension, resp. is simple) it follows that
ColG(N) is a Noetherian R{G}-module (resp. Artinian, resp. has Krull
dimension, resp[. has Gabriel dimension, resp. is simple). Now since R{G}
is a skew group ring over R#G for the finite group G � G, it follows that
ColG(N) is Noetherian (resp. Artinian, resp. has Krull dimension, resp. has
Gabriel dimension, resp. is semi-simple of finite length) as an R̃#G-module.
Now Lemma 7.4.3 and Proposition 7.3.2. imply that (N)g is gr-Noetherian
(resp. gr-Artinian, resp. has gr. Krull dimansion, resp. has gr-Gabriel di-
mension, resp. is gr-semisimple of finite length). Moreover in case N has
Krull (Gabriel) dimension, we have that gr-K-dim(N)g = K.dim

R̃#G
(N)g ≤

K.dim
R̃#G

(ColG(N)) = K.dimR{G}(ColG(N)) = K.dimR(N) (in a similar
way, for the Gabriel dimensiuon we observe that gr-G.dim(N)g ≤ G.dimR(N)).
Since G is a finite group, it follows from Corollary 5.4.3 and Corollary 5.5.4
that Ng is Noetherian (resp. Artinian, resp. has Gabriel dimension) as R-
module. Moreover, gr-K.dim(N)g = K.dimR(N)g (resp. gr-G.dim(N)g =
G.dimR(N)g) Hence K.dim(N)g ≤ K.dimR(N) (resp. G.dimR(N)g ≤
G.dimR(N)). Since N ⊂ (N)g, then we also haveK.dimR(N) ≤ K.dimR(N)g

(resp. G.dimR(N) ≤ G.dim(N)g) so we obtain thatK.dimRN = K.dimR(N)g

(resp. G.dimR(N) = G.dim(N)g).

7.4.5 Corollary

Assume that the group G is finite. Then the following assertions hold :

1. If M ∈ R-mod is Noetherian (resp. Artinian), then M is isomorphic to
a submodule of a Noetherian (resp. Artinian) graded R-module.

2. If M ∈ R-mod has Krull dimension (resp. Gabriel dimension) then M
is isomorphic to a submodule of a graded R-module having the same
Krull (resp. Gabriel) dimension.

3. If M is a simple R-module, then M is isomorphic to a submodule of a
gr-simple module.

Proof Corollary 2.5.5. entails that M is isomorphic to an R-submodule of
a graded R-module. Now we apply Theorem 7.4.4.

From Lemma 7.4.3, assertion (2.) we obtain the dual of Theorem 7.4.4.



206 7 Smash Products

7.4.6 Theorem

Let R = ⊕x∈GRx be a G-graded ring, where G is a finite group. If M is a
graded R-module and N ⊂ M is a submodule, then the following assertions
hold :

1. If M/N is a Noetherian (resp. Artinian) module, then so is M/(N)g.

2. If M/N has Krull dimension, then so does M/(N)g and we have :

K.dimR(M/N) = K.dimR(M/(N)g)

3. If M/N has Gabriel dimension, then so does M/(N)g and we have :

G.dimR(M/N) = G.dimR(M/(N)g)

4. If M/N is a simple R-module, then M/(N)g is gr-semi-simple of finite
length.

The foregoing result may be used to derive a result similar to Corollary 7.4.5.

7.4.7 Corollary

Assume that the group G is finite.

1. If M ∈ R-mod is Noetherian (resp. Artinian), then M is isomorphic to
a quotient of a graded Noetherian (resp. Artinian) R-module.

2. If M ∈ R-mod has Krull dimension (resp. Gabriel dimension) then M is
isomorphic to a quotient graded R-module having the same Krull (resp.
Gabriel) dimension.

3. If M is a simple R-module, then M is isomorphic to a quotient of a
gr-simple module.

It is possible to extend the above results to G-graded rings of finite support
where G may be an infinite group, but having the so-called “finite embedding
property”. A group G is an FE-group (i.e. has the “finite embedding”
property) if for every finite subset X of G, there is a finite group (H, ∗) such
that X ⊂ H and for every x, y ∈ X such that xy ∈ X we have x ∗ y = xy.
Recall that a group is called residually-finite if the intersection if its normal
subgroups of finite index reduces to {e}; G is called locally residually finite
if every finitely generated subgroup of G is residually finite. Some examples
of locally residually finite groups are : abelian groups, polycyclic-by-finite
groups, nilpotent groups, solvable groups, free groups (see the book of D.I.S.
Robinson “A Course in the Theory of Groups” [176]).

7.4.8 Proposition

A locally residually finite group is an FE-group.
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Proof Let X be a finite set contained in G. Replacing G by the group
< X > generated by X we may assume that G is residually finite. For any
z ∈ Y = {xy−1, x, y ∈ X and x �= y} there is a normal subgroup Nz of G such
that Nz has finite index and z �∈ Nz. So we obtain N = ∩z∈YNz, a normal
subgroup of finite index in G for which N ∩ Y = ∅. Hence the finite group
H = G/N satisfies the conditions, up to identifying X to its image in H .

Now let G be an FE-group, R = ⊕g∈GRg a G-graded ring of finite support X
and M = ⊕g∈GMg be a left graded R-module of finite support Y . In view of
Proposition 7.4.2, there is a finite group (H, ∗) such that X ∪ Y ⊆ H and for
any u, v ∈ X ∪ Y such that uv ∈ X ∪ Y we have u ∗ v = uv. Then we may
view R (resp. M) as an H-graded ring (resp. M as an H-graded module)
by putting Rh = 0 (resp. Mh = 0), when h �∈ X ∪ Y and for g ∈ X ∪ Y,Rg
(resp. Mg) is the homogeneous part of degree g. In this case M is a H-graded
module over the H-graded ring R. Also if N is an R-submodule of M , then
N is a G-graded submodule if and only if N is an H-graded submodule of M .
The following remarks follow from these facts :

7.4.9 Remarks

1. Consider an arbitrary G-graded ring R where G is an FE-group. If M ∈
R-gr has finite support then the assertions from Theorems 7.4.4 and
7.4.6 hold again. Indeed if X = sup(M), we put J = R(

∑
g∈XX−1 Rg)R

(here X−1 = {x−1|x ∈ X}). Clearly, J is a graded ideal and JM =
0 Moreover, the G-graded ring S = R/J has finite support (in fact
sup(S) ⊆ XX−1). (1.) now follows from the above considerations and
the fact that M is an S-graded module.

2. Assume that sup(R) < ∞ and G is an FE-group. If M ∈ R-mod, we
may embed M in the graded R-module CoindR(M), which is exactly
HomRe(R,M). We recall that this embedding is given by the R-linear
map ϕ : M −→ CoindR(M), ϕ(m)(r) = rm for any m ∈ M , r ∈ R.
We also have that CoindR(M) is a graded R-module of finite support.
Then the assertions in Corollaries 7.4.5 and 7.4.7 also hold in this case.

7.4.10 Example

There are non-FE-groups ! Let ∆ be an infinite simple finitely presented
group (see [159]). If ∆ is presented as < S,R > with finite S and R then
∆ = F (S)/RF (S), where F (S) is the free group generated by S and RF (S) is
the normalizer of the set R in F (S). Let p : F (S) −→ ∆ be the canonical
projection and put X = {p(α) | α ∈ S or α is a subword of an element of R}.
Suppose that X is contained in a finite group (H, ∗) such that x ∗ y = xy for
every x, y ∈ X for which xy ∈ X . If π : F (S) −→ H is the natural group
morphism then R ⊂ kerπ and therefore RF (S) ⊂ kerπ. Consequently, we
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come up to the following commutative diagram :

F (S) π ��

p

��

H

∆

ψ
�����������

Hence Imψ � ∆/kerψ and since S ⊂ Imψ we have kerψ �= ∆. Therefore
kerψ = e and Imψ � ∆, contradicting the finiteness of H .

7.5 Prime Ideals of Smash Products

Assume that R = ⊕x∈GRx is a G-graded ring, where G is a finite group.
In this case we have the inclusions R̃ ⊂ R̃#G ⊂ R{G} = MG(R) where
R{G} is a skew group ring of the group G over the ring R̃#G. We recall
(from Section 7.1) that there is an action of the group G on R̃#G given by
ϕ : G −→ Aut(R̃#G), ϕ(g)(a) = g−1ag where g ∈ G and a ∈ R̃#G. In
particular we have g−1pxg = pxg. Also (R̃#G)G = R̃. If I is a two sided ideal
of R̃#G we write Ig = g−1Ig for any g ∈ G. Ig is called the g-conjugate
of I. From Section 2.11 we retain that Ig = (R̃#G)g−1I · (R̃#G)g so Ig is
g-conjugate as in Section 2.11. If we have I = Ig for any g ∈ G, I is called
G-invariant.

7.5.1 Example

Let A be a graded ideal of R. Then the ideal of R̃#G generated by Ã is
Ã#G. Moreover we have that Ã#G is G-invariant, R̃ ∩ (Ã#G) = Ã and
R̃/A#G � R̃#G/Ã#G.

7.5.2 Proposition

Let I be an ideal of R̃#G. Then :

1. I ∩ R̃ = (∩g∈GIg) ∩ R̃.

2. I ∩ R̃ = Ã where A is a graded ideal of R.

3. If I is G-invariant then I = Ã#G.

Proof

1. The assertion of (1.) clearly follows by viewing R̃ as the set of fixed
elements in R̃#G.
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2. It is clear that there is an ideal A ofR such that I∩R̃ = Ã. We now prove
that A is a graded ideal. If a ∈ A then we have pxãpy = ãxy−1py ∈ I for
any x, y ∈ G and a =

∑
z∈G az, az ∈ Rz. Since x is an arbitrary element

we have ãgpy ∈ I for any g, y ∈ G so
∑

y∈G ãgpy ∈ I so ãg ∈ I ∩ R̃ = Ã.
So ag ∈ A and hence A is a graded ideal.

3. The inclusion Ã#G ⊂ I is obvious. Let a =
∑

x∈G ãxpx, where a ∈ I
and ax ∈ R for any x ∈ G. Since I is an ideal we have apy = ãxpy ∈ I.
Since I is G-invariant we have g−1ãxpyg ∈ I for any g ∈ G hence
ãxpyg ∈ I for any g ∈ G. Hence

∑
g∈G ãxpyg = ãx ∈ I. Hence ax ∈ A

so I ⊆ Ã#G.

In Section 2.11 it has been established that the Jacobson radical J(R̃#G)
and the prime radical rad(R̃#G) are G-invariant. The following assertions
provide a further characterization of these ideals.

7.5.3 Theorem

1. J(R#G)∩ R̃ = ˜Jg(R) where Jg(R) is the graded Jacobson radical of R.

2. J(R#G) = ˜Jg(R)#G.

3. Jg(R) ⊂ J(R).

Proof

1. Since the functor (−)# : R − gr → R#G-mod is an isomorphism of
categories (see Proposition 7.3.2 (3.)) the simple R#G-modules are all
Σ# where Σ is a gr-simple module. Now (1.) follows easily because of
J(R̃#G) = ∩ΣAnn

R̃#G
(Σ#) and Jg(R) = ∩ΣAnnR(Σ).

2. Apply Proposition 7.5.2

3. This result has been proved in the more general case when R has finite
support (cf. Section 2.9). We include a different proof here, stemming
from ideas of M. Cohen and S. Montgomery, cf. [43]. Let a ∈ Jg(R).
By assertion (1.), 1 − a is invertible in J(R#G) hence there is a b =
∑

x∈G b̃xpx such that bx ∈ R for any x ∈ G and (1 − ã)b = b(1 − ã) =

1. Therefore
∑

(1 − a)bxpx =
∑ ˜bx(1− a)px = 1 = 1̃ =

∑
x∈G px.

Hence ˜(1− a)b̃x = b̃x ˜(1 − a) = 1 for any x ∈ G. Consequently ˜(1 − a)
is invertible also in R̃ and therefore 1 − a is invertible in R, whence
Jg(R) ⊂ J(R).

We recall that a graded ring R is called graded semiprime (see Section 2.11)
if R has no nonzero nilpotent graded ideals.
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7.5.4 Proposition

The following assertions are equivalent.

1. R̃#G is semi-prime.

2. R is graded semi-prime.

3. Re is semi-prime and R is e-faithful.

Proof

(1.) =⇒ (2.) Let I be a nilpotent graded ideal such that I2 = 0. It is clear
that (Ĩ#G)2 = 0 and therefore, by hypothesis we have Ĩ#G = 0 so
Ĩ = 0 and hence I = 0.

(2.) =⇒ (3.) follows from Theorem 2.11.4.

(3.) =⇒ (1.) Assume that R̃#G is not semiprime; then there is 0 �= z ∈ R̃#G
such that z(R̃#G)z = 0. Write z =

∑
x∈G ãxpx, a

x ∈ R. There is a x ∈
G such that ax �= 0. Hence zpx = ãxpx �= 0. Then ãxpx(R̃#G)ãxpx = 0.
In particular we have that ãxpx(R̃#G)ãxpx = 0, so ãx(pxR̃axpx) = 0.
But pxR̃axpx = ˜(Rax)epx hence ax ˜(Rax)e = 0, therefore (R̃ax)2e = 0.
Since Re is semiprime we have ˜(Rax)e = 0, and (Rax)e = 0. Since
R is e-faithful we have Rax = 0 and thus ax = 0. Hence z = 0, a
contradiction.

7.5.5 Theorem

rad(R̃#G) = radg(R)#G where radg(R) is the graded prime radical of R.

Proof Proposition 7.5.2 entails that rad(R̃#G) = Ã#G where A is a graded
ideal of R. Since R̃#G/rad(R̃#G) � R̃/A#G, it follows that R̃/A#G is
semiprime and Proposition entails that 7.5.4, R/A is graded as well as a
semi-prime ring. Hence radg(R) ⊆ A. Since R/radg(R) is graded semiprime,
we obtain that R/radg(R)#G is also semi-prime and R̃#G/ ˜radg(R)#G is
semiprime. Therefore we have rad(R̃#G) ⊆ ˜radg(R)#G thus Ã#G ⊆
˜radg(R)#G thus Ã ⊆ ˜radg(R) and A = radg(R).

7.5.6 Theorem

The following assertions hold :

1. If P is a G-prime (and G-invariant) ideal of R̃#G then P ∩ R̃ = Q̃,
where Q is a graded prime ideal of R. In particular it follows that if P
is a prime ideal of R̃#G then P ∩ R̃ = Q̃, where Q is a gr-prime ideal.
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2. Conversely if Q is a gr-prime ideal of R then Q̃#G is a G-prime ideal
of R̃#G. Moreover the correspondence Q → Q̃#G between the set of
all gr-prime ideals of R and the set of all G-prime ideals of R̃#G is
bijective.

3. If Q is a gr-prime ideal, then there is a prime ideal P of R̃#G such that
Q̃ = P ∩ R̃.

4. If P is a G-prime (G-invariant) ideal of R̃#G then there is a prime ideal
Q of R such that P = (̃Q)g#G.

Proof

1. Let I, J be two graded ideals of R such that IJ ⊂ Q. Then Ĩ J̃ ⊂ Q̃ and
therefore (Ĩ#G)(J̃#G) ⊆ Q̃#G = P so Ĩ#G ⊂ Q̃#G or J̃#G ⊆ Q̃#G.
Thus I ⊆ Q or J ⊆ Q and therefore Q is a gr-prime ideal. Assume now
that P is a prime ideal of R̃#G. Then ∩g∈GP g is a G-prime ideal of
R̃#G. Now by Proposition 7.5.2 (1.) we obtain that P ∩ R̃ = Q̃, where
Q is a gr-prime ideal of R.

2. Similar argumentaction establishes that Q̃#G is a G-prime ideal of
R̃#G.

3. Theorem 2.11.12 and Corollary 2.11.9 yield that there is a prime ideal
P of R̃#G such that Q̃#G = ∩σ∈GP σ. Moreover, P is minimal over
Q̃#G. But R̃∩ (Q̃#G) = R̃∩ (∩σ∈GP σ). By Proposition 7.5.2 we have
that Q̃ = P ∩ R̃.

4. Since P ∩ R̃ is a gr-prime ideal, cf. Proposition 2.11 there is a prime
ideal Q of R such that P ∩ R̃ = (̃Q)g. Thus P = (P ∩ R̃)#G = (̃Q)g#G.

Following considerations depend on two results of M. Lorenz and D. Passman
cf. “Prime Ideals in Crossed Products of finite groups”, Israel Journal of
Mathematics vol. 33, nr.2 (1979), called Theorem A and Theorem B. (see
[123])

Theorem A Assume that R = ⊕g∈GRg is a G-crossed product with respect
to a finite group G. Let I be a ideal of R strictly containing a prime ideal P
thenP ∩Re �= I ∩Re.

Theorem B Assume that R = ⊕g∈GRg is a G-crossed product where G is
finite. If Re is a G-prime ring, the following assertions hold :

1. A prime ideal P of R is minimal if and only if P ∩Re = 0.

2. There are finitely many such minimal primes, P1, ..., Pn where n ≤| G |.
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3. If we put I = P1 ∩ ... ∩ Pn, then I is the unique largest nilpotent ideal
of R such that I |G| = 0.

From Theorem A, we obtain the following result for arbitrary G-graded rings.

7.5.7 Theorem

Let R = ⊕g∈GRg be a G-graded ring where G is a finite group. If P ⊆ I and
P �= I are two sided ideals of R where P is a prime ideal then P ∩Re �= I∩Re.

Proof Since G is finite we have MG(P ) �= MG(I) inside the matrix ring
MG(R). Since (R̃#G)G = MG(R) and (R̃#G)G is a skew groupring over the
ring R̃#G by G � G, then by Theorem A we have

(R̃#G) ∩MG(P ) �= (R̃#G) ∩MG(I)

Since the ideals (R̃#G)∩MG(P ) and (R̃#G)∩MG(I) are G-invariants Propo-
sition 7.5.2 yields that R̃ ∩ MG(P ) �= R̃ ∩ MG(I). On the other hand
R̃ ∩ MG(I) = Ĩg. Indeed we clearly have (̃I)g = η((I)g) ⊆ R̃ ∩ MG(I).
Conversely, if r̃ = η(r) ∈ MG(I), since r̃ =

∑

x,y∈G
rxy−1ex,y it follows that

rxy−1 ∈ I for any x, y ∈ G and therefore r ∈ (I)g. Hence R̃ ∩MG(I) ⊆ (̃I)g
and so (P )g �= (I)g. Now consider the G-graded ring S = R/(P )g. Since (P )g
is a gr-prime ideal then S is a gr-prime ring. Theorem 2.11.4 entails that S is
e-faithful. If we put J = (I)g/(P )g then J �= 0 and J is a graded ideal of S,
therefore J ∩ Se �= 0. Since Se = Re/P ∩Re we obtain that P ∩Re �= I ∩Re.

7.5.8 Theorem (Cohen and Montgomery [43])

Let R = ⊕g∈GRg be a G-graded ring, where G is a finite group and P a
gr-prime ideal of R. Then the following assertions hold :

1. A prime ideal Q of R is minimal over P if and only if (Q)g = P .

2. There are finitely many such minimal prime ideals, say Q1, ..., Qn where
n ≤| G |.

3. If we put I = Q1 ∩ ... ∩Qn, then I |G| ⊆ P .

Proof By passing to the graded ring R/P we may assume that R is a gr-
prime ring and P = 0. From Theorem 7.5.6 it follows that the ring R̃#G
is G-prime. A prime ideal Q of R is minimal if and only if MG(Q) is a
minimal prime ideal in MG(R) and from Theorem B it follows that Q is
minimal if and only if MG(Q) ∩ (R̃#G) = 0. By Proposition 7.5.2 yields
that we have that MG(Q) ∩ (R̃#G) = 0 if and only if (Q)g = MG(Q) ∩ R̃ =
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0. Thus Q is a minimal prime ideal if and only if (Q)g = 0 so we obtain
assertion (1.). Assertion (2.) follows from Theorem B (assertion (2.)) and
the above assertion (1.). If we put I = Q1 ∩ ... ∩ Qn (n ≤| G |) since
MG(I) = MG(Q1) ∩ ... ∩MG(Qn), then by assertion (3.) of theorem B we
have MG(I)|G| = 0 so MG(I |G|) = 0 and therefore I |G| = 0.

The smash product construction allows to connect the prime ideals of R and
the prime ideals of Re. The following lemma will prove to be very important.

7.5.9 Lemma (see [123])

Let R be a ring and e ∈ R a nonzero idempotent of R. Let Spece(R) denote
the set of primitive ideals of R not containing e and let Spec(eRe) be the
set of primes of eRe. Then the map ϕ : Spece(R) −→ Spec(eRe) defined by
ϕ(P ) = P ∩ eRe is bijective. Moreover if P,Q ∈ Spece(R) then P ⊂

�=
Q if and

only if ϕ(P )⊂
�=
ϕ(Q) and P is primitive if and only if ϕ(P ) is primitive.

Proof First we prove that if P ∈ Spece(R) then P ∩ eRe is a prime ideal
of eRe. Indeed if a, b ∈ eRe such that a, b /∈ P , we have aRb �⊆ P . Since
a = eae and b = ebe, then aRb = eaeRebe = a(eRe)b, so a(eRe)b �⊆ P ∩ eRe.
Therefore P ∩ eRe is a prime ideal of the ring eRe. Let P,Q ∈ Spece(R)
such that P ⊂

/−
Q. It is clear that ϕ(P ) ⊂ ϕ(Q). There is a q ∈ Q, q /∈ P .

Since e /∈ P , eRq �⊆ P entails that there is a λ ∈ R such that eλq /∈ P .
Hence eλqRe �⊆ P and there exists a µ ∈ R such that eλqµe /∈ P ∩ eRe, or
ϕ(R)⊂

�=
ϕ(Q).

Conversely if ϕ(P )⊂
�=
ϕ(Q), the argument above also yields that P ⊂

�=
Q and

therefore P ⊂ Q. We now prove that ϕ is injective. Assume that ϕ(P ) = ϕ(Q)
with P �= Q and say Q �⊂ P . Using the argument above, we find a q ∈ Q,
q /∈ P and the elements λ, µ ∈ R such that e(λqµ)e ∈ Q ∩ eRe = ϕ(Q) and
e(λqµ)e /∈ P ∩ eRe = ϕ(P ), contradiction. We now prove that ϕ is surjective.
Assume that Q ∈ Spec(eRe). Since (RQR)∩(eRe) = Q, using Zorn’s Lemma
we obtain an ideal P of R which is maximal with respect to the property
that P ∩ (eRe) = Q. Now we show that P is prime. Let I, J be ideals such
that I �⊆ P , J �⊆ P and IJ ⊂ P . Then if we put A = (P + I) ∩ (eRe),
B = (P + J) ⊆ (eRe) then we have Q⊂

/−
A Q⊂

/−
B, so AB �⊆ Q. But AB ⊂

P ∩ eRe = Q, a contradiction. Assume now that P is primitive. There
is a left simple R-module S such that P = AnnR(S). Since e /∈ P , then
eS �= 0. If ex ∈ eS, ex �= 0 then R(ex) = S so (eR)(sx) = eS and hence
(eRe)(ex) = eS and therefore eS is a left eRe simple module. It is obvious
that ϕ(P ) = P ∩ eRe = AnneRe(eS) so ϕ(P ) is primitive. Conversely, let Q
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be a primitive ideal of eRe and let T be a left simple eRe-module such that
Q = AnneRe(T ). Write T � eRe/X for some maximal left ideal X of eRe.
Since R(1 − e) ∩ RX = 0 we denote by Y = RX ⊕ R(1 − e). If Y = R then
1 =
∑n

i=1 λixi + µ(1 − e) for some elements λi ∈ R, xi ∈ X, (1 ≤ i ≤ n) and
µ ∈ R. So e =

∑n
i=1 λixie. Since xi ∈ X ⊆ eRe then exi = xie = exie for any

1 ≤ i ≤ n. So e = e2 =
∑n

i=1 eλixie =
∑n

i=1 eλieixi ∈ X . Hence X = eRe,
a contradiction. Therefore Y �= R and denote by M a maximal left ideal of
R such that Y = M . Let S = R/M ; then S is a simple left R-module. If
P = AnnR(S) then P is a primitive ideal of R. Since eRe+M/M ≤ R/M and
eRe+M/M � eRe/eRe∩M � T , it follows that P ∩(eRe) ⊆ AnneRe(T ) = Q.
Now let us prove the reverse inclusion. Since Q is an ideal of eRe we have
QRe = QeRe ⊂ X ⊂ Y ⊆ M . Also QR(1 − e) ⊆ R(1 − e) ⊂ M . Hence
QR ⊂M and so RQR ⊆ RM = M . Therefore RQR ⊆ AnnR(S) = P . Since
Q = RQR ∩ eRe then Q ⊆ P ∩ eRe. So Q = ϕ(P ).

7.5.10 Theorem (Cohen and Montgomery [43])

Let R = ⊕g∈GRg be a G-graded ring where G is a finite group.

1. If P is any prime ideal of R, then there are k ≤| G | prime ideals p1, ..., pk
of Re minimal over P ∩Re and moreover P ∩Re = p1 ∩ ...∩ pk. The set
{p1, ..., pk} is uniquely determined by P .

2. Conversely if p is a prime ideal of Re, there exists a prime P of R
such that p is minimal over P ∩ Re. There are at most m ≤| G | such
primes P1, ..., Pm of R; they are precisely those prime ideals satisfying
(Pi)g = (P )g.

Proof If e is the identity element of the group G, then the idempotent
element pe in R̃#G has the property that pe(R̃#G)pe � Re.

1. Since P ∩ Re = (P )g ∩ Re, we may pass to the graded ring R/(P )g.
So we may assume that (P )g = 0 and therefore R is gr-prime. In
view of Theorem 7.5.6 we may select a prime ideal Q of R̃#G such that
Q∩R̃ = 0. IfQg is the g-conjugate ofQ, since ∩g∈GQg isG-invariant and
∩g∈GQg∩R̃ = 0 then ∩g∈GQg = 0. Lemma 7.5.9 yields ∩g∈Gϕ(Qg) = 0.
It is clear that there is a system of elements g1, . . . , gk(k ≤ |G|) such that
∩ki=1ϕ(Qgi) = 0 and the intersection is irreducible. If we put pi = ϕ(Qgi )
then p1, ..., pk are prime ideals of Re such that 0 = ∩ki=1pi. Also since Q
is a minimal ideal of R̃#G, it follows that p1, ..., pk are minimal ideals
of Re.

2. Consider a prime ideal p of Re. From Lemma 7.5.9 we retain that
there is a unique prime ideal Q of R̃#G such that p = ϕ(Q). Then
Q ∩ R̃ = Ã (Theorem 7.5.6), where A is a graded prime ideal of R.
In view of Proposition 2.11.1 there exists a prime ideal P of R such
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that A = (P )g, and Theorem 7.5.8 then learns that there are finitely
many such primes P1, ..., Pm(m ≤| G |) such that A = (P )g = (Pi)g,
being minimal primes over (P )g. Applying part (1.), the primes of Re
minimal over P ∩ Re are precisely those in the set {ϕ(Qg) | g ∈ G}.
Since p belongs to this set, p is minimal over P ∩Re.

7.6 Exercises

1. Let A be an additive category. An object A ∈ A has an invariant
basis number if and only if An � Am implies n = m. Establish the
following claims :

i) If F : A → B is an additive functor which reflects isomor-
phisms then F (A) has IBN if and only if A has IBN.

ii) A ∈ A has IBN if and only if EndA(A) has IBN.

Hint : (ii) Put R = EndA(A). If R has IBN (Am � An =⇒ HomA(A,
Am) � HomA(A,An) → Rm � Rn =⇒ m = n). Conversely assume
RmR � RnR. Consider the functor S : A → Mod-R given by S(X) =
HomA(A,X).Then S has a left adjoint functor T : mod-R→ A such that
T (RR) � A. It is clear that T (RmR ) � T (RnR) =⇒ Am � An =⇒ m = n.

Let R be a G-graded ring. R is called left gr-IBN if any two finite ho-
mogeneous bases of the same left gr-free module have the same number
of elements i.e. if σ1, ..., σn and τ1, ..., τm are two systems of elements of
G such that R(σ1) ⊕ ...⊕ R(σn) � R(τ1) ⊕ ... ⊕ R(τm) then m = n. It
is clear that R is left gr-IBN if and only if R is right gr-IBN.

2. Let R be a G-graded ring where G is a finite group. We put U =
⊕σ∈GR(σ). The following are equivalent :

i) R has gr-IBN.

ii) U has IBN as an object in R− gr.
iii) R has IBN in R-mod.

iv) The smash product R̃#G has IBN.

Hint:

(i)=⇒(ii) is clear.

(ii)⇒(iii) Assume Rm � Rn. If F : R−mod→ R-gr is the right adjoint
of the forgetful funtor U : R-gr→ R -mod (see Chapter 2) then F (Rm) �
F (Rn). But F (R)⊕σ∈G R(σ) = U . Hence Um � Un =⇒ m = n.

(iii)=⇒(i) is clear.

(ii)⇐⇒(iv) We have EndR−gr(U) � R#G (Section 7.2).
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3. Let R be a G-graded ring (where G is an arbitrary group). If R has
IBN in R− gr then Re fas IBN.

Hint : If Rme � Rne ⇔ R⊗ReR
m
e � R⊗ReR

n
e =⇒ Rm � Rn =⇒ m = n.

4. Let R be a G-strongly graded ring. If Re has finite Goldie dimension
then R has gr-IBN. Moreover if G is finite then R has IBN (by exercise
3).

Remark In the paper [1], G.Abrams has proved that there exists a G-
strongly graded ring R = ⊕σ∈GRσ where | G |= 2, Re has IBN, but R
does not have IBN.

Let R = ⊕g∈GRg be a G graded ring and A a finite left G-set. We define
the smash product of the graded ring R by the G-set A, denoted by
R#A, as follows: R#A is the free left R-module with basis {px | x ∈ A},
and with multiplication defined by (rσpx)(sτpy) = (rσsτ )py, if τy = x
and zero otherwise, for any rσ ∈ Rσ, rτ ∈ Rτ , x, y ∈ A. This makes
R#A into a ring with identity

∑
x∈A px. Moreover the ring R can be

embeded in R#A via the map η : R −→ R#A, η(r) =
∑
x∈A rpx. We

note that if A = G, then R#A is exactly the smash product defined in
Section 7.1.

5. With notation as above prove that that ring R#A has the following
properties :

i) {px | x ∈ A} is a set of orthogonal idempotents.

ii) pxrσ = rσpσ−1x for any x ∈ A, σ ∈ G, rσ ∈ Rσ.

iii) The set {px | x ∈ A} is basis for R as a right R-module.

Denote by fin,G-set the category of finite left G-sets. If ϕ : A −→ A′ is
a morphism in the category, we define the map ϕ∗R#G −→ R#A by
ϕ∗(rσpx′) =

∑
rσ
∑

ϕ(x)=x′ px (with the convention that the sum of an
empty family is zero).

6. Prove the following facts :

i) ϕ∗ is a ring morphism.

ii) The correspondence A → R#A defines a contravariant func-
tor from fin, G-Set to RINGS.

iii) If ϕ is injective (resp. surjective), then ϕ∗ is injective (resp.
surjective).

7. Prove that the smash product R#A is a G-graded ring, with its g-
homogeneous component (R#A)g =

∑

x∈A
Rgpx.
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8. Let R be a G-graded ring and A,B two finite G-sets. Prove that :

i) There exists a ring isomorphism R#(A × B) � (R#A)#B
where A×B has the G-set direct product structure.

ii) If A ∪ B is the disjoint union of A and B with the natural
G-structure, then R#(A ∪B) � (R#A)× (R#B).

Hint :

i) Define α : (R#A)#B −→ R#(A×B) by α((rpx)py) = rp(x,y)

for any r ∈ R, x ∈ A, y ∈ B. It is easy to see that α is an
isomorphism. Also R#A is a G-graded ring as in exercise 7).

ii) Apply exercise 5.

Let A be a right H-set for some group H . We say that the action of H
on A is faithful if xh = x for all x ∈ A implies h = e. The action of H on
A is called fully faithful if xh = x for some x ∈ A, h ∈ H implies h = e
(e is the unity element of H). If G and H are two groups, a G-H-set is
a set which is a left G-set and right H-set such that (gx)h = g(xh) for
any g ∈ G, x ∈ A and h ∈ H .

9. Prove that if A is a G-H-set such that G acts transitively on A and the
action of H on A is faithful, then the action of H on A is fully faithful.

10. Let R be a G-graded ring and let G and H be two groups. Consider a
finite G − H set A such that the action of H is fully faithful. Prove
that :

i) There exists an action of H on the ring R#A.

ii) If we denote by OH the set of H-orbits of A, then OH is a left
G-set.

iii) There exists a ring isomorphism :

(R#A) ∗H �M|H|(R#OH)

Hint : Since the action of H on A is fully faithful and A is finite, H
is finite too. OH is a left G-set for the G-action defined by : g(xH) =
(gx)H for any g ∈ G, x ∈ A. The map ϕ : A −→ OH defined by ϕ(x) =
xH is a surjective morphism of G-sets. Therefore (cfr. Exercise 6.),
ϕ∗ : R#OH −→ R#A is an injective ring morphism. For any h ∈ H ,
the map αh : A −→ A defined by αh(x) = xh is an isomorphism of G-
sets. Hence α∗

h : R#A −→ R#A is an automorphism of the ring R#A.
We have α∗

h(rpx) = rpxh−1 . Hence θ : H −→ Aut(R#A), α(h) = α∗
h is

a group morphism that is clearly injective. A direct verification yields :
(R#H)H = Im, ϕ∗. Now let O1, ...,Os be the H-orbits of A and pick
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x1 ∈ O1, ..., xs ∈ Os. For h ∈ H consider the element eh =
s∑

i=1

pxih. The

system {eh | h ∈ H} is a basis of the right Imϕ∗-module R#H . Theorem
1.1 in the paper by F.R de Meyer “Some notes on the general Galois
theory of rings”, Osaka J.Math. 2(1965), 117-127, cf. [36], leads to the
existence of isomorphisms of rings (R#A) ∗ H � EndIm,ϕ∗(R#A) �
M|H|(R#OH).

11. Let R be a G-graded ring, G a finite group, and let H be a sub-
group of G. Prove that there is an algebra isomorphism (R#G) ∗H �
M|H|(R#G/H).

Hint : Put A = G in exercise 10), where G is viewed as a G-H-set.

12. Assume that the group G acts transitively on the finite set A. Show
that (R#A) ∗ AutG(A) � M|H|(R#O), where O is the set of orbits of
A with respect to the right action of AutG(A) on A.

Hint : Take H = AutG(A) in exercise 10. Since G acts transitively on
A, AutG(A) has faithful right action on A.

13. LetR be aG-graded ring andH�K ≤ G subgroups ofG such that the in-
dex ofH inG is finite. Prove that (R#G/H)∗K/H �M|K/H|(R#G/K).

Hint : K/H acts from the right on G/H by (gH)(kH) = (gk)H for any
g ∈ G, k ∈ K. We also have that OK/H(G/H) is isomorphic to G/K as
a G-set. Now we can apply exercise 10.

14. Let R be aG-graded ring and A a finite left G-set. Consider the category
(G,A,R)-gr of A graded left modules (see Section 2.12). Show that
(G,A,R)-gr is isomorphic to the category (R#A)-mod.

Hint : For an object M = ⊕x∈AMx in the category (G,A,R)-gr we
define M# to be a left R#A-module as follows: M# = M as a group
and if m ∈ M and apx ∈ R#A, a ∈ R we put (apx)m = a · mx

where mx is the x-homogeneous component of m. The correspondence
M →M# defines a covariant functor (G,A,R)−gr→ (R#A)-mod. We
can easily verify (as in Section 7.3) that this functor is an isomorphism
of categories.

15. Let R ⊕g∈G Rg be a strongly G-graded ring. If M,N are two right R-
modules, thenG acts on HomRe(M,N) as follows : if f ∈ HomRe(M,N),
σ ∈ G and (ai)i ∈ Rσ, (bi)i ∈ Rσ−1 are finite sets such that

∑
aibi = 1

then fσ(m) =
∑

i f(mai)bi for any m ∈ M . Then fσ does not depend
on the choice of the ai’s and bi’s, fσ is a morphism of R1-modules and
(fσ)τ = fστ for any σ, τ ∈ G. Therefore HomRe(M,N) becomes a
left G-module by σ · f = fσ for any f ∈ HomR1(M,N) and σ ∈ G.
We also have HomRe(M,N)G = HomR(M,N) (see Chapter 3). As-
sume now that M = ⊕σ∈GMx is a G-graded module. We denote by
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πx : M −→ M the projection on the x-th homogeneous component,
i.e. πx(m) = mx for any m ∈ M . For any f ∈ HomRe(M,N), define
f̃ : M −→ N by f̃(mτ ) = f τ

−1
(mτ ). Show that :

i) If f ∈ HomRe(M,N) and x, σ ∈ G then (f ◦πx)σ = fσ◦πxσ−1 .
In particular (πx)σ = πxσ−1 .

ii) f̃ is R-linear.

iii) f =
∑

σ∈G f̃σ ◦ πσ.
iv) If N = M , then EndRe(M) � EndR(M)#G (in particular,

for M = R, we obtain Corollary 7.2.2).
Hint :

i) If m ∈ M , we have (f ◦ πx)σ(m) =
∑
i(f ◦ πx)(mai)bi =∑

i f(mxσ−1ai)bi = (fσ ◦ πxσ−1)(m).

ii) If rσ ∈ Rσ we have f̃(mτ rσ) = f (τσ)−1
(mτrσ) = (f τ

−1
)σ

−1
(mτrσ)

=
∑

i f
τ−1

(mτrσai)bi where ai ∈ Rσ−1 , bi ∈ Rσ and
∑
aibi =

1. Since f τ
−1

is Re-linear f̃(mτrσ) =
∑

i f
τ−1

(mτ )rσaibi =
f τ

−1
(mτ )rσ = f̃(mr)rσ . Then f̃ ∈ HomR(M,N).

iii) We consider m = mx ∈ Mx. We have (
∑

σ∈G f̃σ ◦ πσ)(m) =
f̃x(mx) = (fx)x

−1
(mx) = f(mx). So f =

∑
σ∈G f̃σ ◦ πσ.

iv) Follows from (i.) and (iii.).

16. We recall (see Appendix B) that if M ∈ R-mod has Krull (resp Gabriel)
dimension then for any ordinal α ≥ 0 there is a largest submodule
τα(M) of M , having Krull (resp Gabriel) dimension less of equal to α.
Let R =

∑
σ∈GRσ be a G-graded ring, G a graded finite group. Let

M ∈ R-gr and assume that M has Krull (resp. Gabriel) dimension.
Show that for any ordinal α ≥ 0, τα(M) is a graded submodule of M .

17. Let R =
∑
i∈ZRσ be a ZZ-graded ring. Let M ∈ R−gr and assume that

M has Krull (resp Gabriel) dimension in R-mod (for example when M
is Noetherian). Prove that for any ordinal α ≥ 0, τα(M) is a graded
submodule of M .
Hint : If n is a natural number, n ≥ 0, let ZZn = ZZ/nZZ and consider
R with gradation of type ZZn. We denote by (τα(M))g,n the smallest
graded submodule of M containing τα(M), where the gradation on R
and M is the ZZn-gradation. Exercise 16, yields τα(M) = (τα(M))g,n

for any n ≥ 1. Take now x ∈ τα(M) and write x = x−s + ... + x0 +
...+ xt where x−s, ..., x0, ..., xt are homogeneous components of x in the
initial gradation of M . Note that for any n > s + t, x−s, ..., x0, ..., xt
are still homogeneous components of x when M is considered with its
ZZn graduation. Since in this case τα(M) = (τα(M))g,n, it follows that
x−s, ..., xt ∈ (τα(M))g,n = τα(M). Thus τα(M) is a graded submodule
of M .
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7.7 Comments and References for Chapter 7

The notion of smash product associated to a Hopf algebra goes back at least
to M. Sweedler’s book “Hopf Algebras”, 1969. Since then other smash prod-
uct concepts have been introduced, e.g. in [183] K. H. Ulbrich noticed that
a G-graded algebra R over a field k may be viewed as a k[G]-comodule al-
gebra where k[G] is the Hopf algebra defined on the group ring. For a finite
group G, R is then a k[G]∗-module algebra where k[G]∗ is the dual Hopf al-
gebra of the Hopf algebra k[G]. In this case we arrive at the smash product
A#k[G]∗. This has been used by M. Cohen, S. Montgomery in [43]. Other
developments included an extension to infinite groups via a matrix ring point
of view, cf. D. Quinn [174]. In Chapter 7 we develop the theory from this
point of view. Smash products are introduced for arbitrary graded rings in
Section 7.1; in the particular case when G is finite it follows that D. Quinn’s
smash product is isomorphic to the smash product used by M. Cohen, S.
Montgomery, [43]. In Section 7.2. we establish that the smash product is
nothing but Endgr(U) with respect to the canonical generator U of R-gr (G is
a finite group now), cf. [141]. This makes it a very natural object, more so in
view of the Barr-Mitchel theorem in category theory. The latter states that
an Abelian category with arbitrary coproducts and having a small generator
P that is moreover a projective object, is canonically isomorphic to A-mod
where A is the endomorphism ring of P ; observe that, when G is a finite group
the generator U = ⊕σ∈GR(σ) is small !

The connections between R-gr and R#G-mod, the latter corresponding to the
smash product as defined by D. Quinn, are highlighted in Section 7.4. This is
achieved via the construction of a series of adjoint functors. The main results,
Theorem 7.4.4. and Theorem 7.4.6, have several interesting applications, e.g.
Corollary 7.4.5., Corollary 7.4.7.

In Section 7.5., prime and gr-prime ideals of a G-graded ring R, G a finite
group, are related to prime ideals of the associated smash product; this section
rests heavily on the work of M. Cohen and S. Montgomery.

Exercises are found in the final section, as usual.

Finally we remark that in general the smash product is a noncommutative
ring, so for the study of commutative properties (for example Cohen Macaulay,
Gorenstein, regular,... properties) it is not an efficient tool.
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Chapter 8

Localization of Graded
Rings

8.1 Graded rings of fractions

Recall that if R is a ring and S is a multiplicatively closed subset of R such
that 1 ∈ S, 0 /∈ S then the left ring of fractions S−1R, with respect to S,
exists if and only if R satisfies the left Ore conditions with respect to S :

O1 If s ∈ S, r ∈ R are such that rs = 0 then there is an s′ ∈ S such that
s′r = 0.

O2 For r ∈ R, s ∈ S there is r′ ∈ R, s′ ∈ S such that s′r = r′s.

If R is a left Noetherian ring then O1 always holds and one only has to
check O2.

If the Ore conditions with respect to S are being satisfied then S−1R ={
a
s | a ∈ R, s ∈ S

}
where the operations are defined by x

s + y
t = ax+by

u where
a, b ∈ R are such that u = as = bt ∈ S, xs · yt = x1·y

t1·s where t1 ∈ S, x1 ∈ R are
such that t1x = x1t.

Note that x
s = y

z if and only if there is a, b ∈ R such that as = bt ∈ S and
ax = by. When R is a commutative ring we have that x

s = y
z if and only if

there is some w ∈ S such that w(tx − sy) = 0.

Recall also that everyM ∈ R−mod allows the construction of fractions S−1M
which is a left S−1R-module. Actually S−1M � S−1R⊗RM .

8.1.1 Lemma

Let R be a graded ring of type G and let S be a multiplicatively closed subset
contained in h(R), i.e. consisting of homogeneous elements, then R satisfies

C. Nǎstǎsescu and F. Van Oystaeyen: LNM 1836, pp. 223–240, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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the left Ore conditions with respect to S if and only if :

Og1 If r ∈ h(R), s ∈ S are such that rs = 0 then there is an s′ ∈ S such
that s′r = 0.

Og2 For any r ∈ h(R), s ∈ S, there is an r′ ∈ h(R), s′ ∈ S such that s′r = r′s.

Proof Clearly O1 and O2 imply Og1 and Og2 . Conversely, consider s ∈ S, r ∈
R, where r = rσ1 + ... + rσn with rσi ∈ h(R), σi ∈ G. If n = 1 then the
left Ore conditions for r, s clearly hold because Og1 and Og2 hold. Now we
proceed by induction on n, supposing O1 and O2 hold for all r ∈ R having
the homogeneous decomposition of length less than n. By assumption there
is r1 ∈ R, s1 ∈ S such that s1(rσ1 + ... + rσn−1) = r1s and s2 ∈ S, r2 ∈ R
such that s2rσn = r2s. By Og1 and Og2 there exist u ∈ S, v ∈ h(R) such that
us1 = vs2 = t and t ∈ S is non-zero. Then tr = (ur1 + vr2)s, and hence O2

also holds if r has a decomposition of length n. Furthermore, if as = 0 with
a = aσ1+...+aσn , aσi ∈ Rσi , then aσns = 0 and (aσ1+...+aσn−1)s = 0. By the
induction hypothesis we may pick t1 ∈ S such that t1(aσ1 + ... + aσn−1) = 0.
Now from t1aσns = 0 and Og1 it follows that there is a t2 ∈ S such that
t2t1aσn = 0. Putting s′ = t2t1 ∈ S we see that s′a = 0 s′ �= 0 since 0 /∈ S).

If the graded ring R satisfies the left Ore conditions with respect to some
multiplicatively closed S ⊂ h(R), then we can define a gradation on S−1R by
putting (S−1R)λ =

{
a
s |s ∈ S, a ∈ R such that λ = (deg, s)−1deg, a

}
.

8.1.2 Proposition

S−1R is a graded ring of type G.

Proof If x
s ,

y
t ∈ (S−1R)λ, then λ = (deg, s)−1deg, x = (deg, t)−1deg, y.

Putting u = as = bt ∈ S we get x
s + y

t = ax+by
u . Hence :

deg
(
ax+ by

u

)

= (deg u)−1deg(ax)

= (deg s)−1(deg a)−1(deg a)(deg x)
= (deg s)−1deg x

Therefore (S−1R)λ is an additive subgroup of S−1R for each λ ∈ G. In a
similar way one verifies (S−1R)λ(S−1R)µ ⊂ (S−1R)λµ. Obviously S−1R =∑

σ∈G(S−1R)λ and the common denominator theorem yields that the sum is
direct.

8.1.3 Corollary

If R is a strongly graded ring (resp crossed product) satisfying the left Ore
conditions with respect to S ⊂ h(R) then S−1R is a strongly graded ring.
(resp crossed product).
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Proof It is clear that (S−1R)σ(S−1R)σ−1 = (s−1R)e follows fromRσ−1Rσ =
RσRσ−1 = Re. Now if uσ ∈ Rσ is invertible, it is clear that uσ

1 is invertible
in S−1R, so if R is a crossed product then S−1R is also a crossed product.

8.1.4 Proposition

Let R be a G-graded ring, G a finite group and let S be a multiplicatively
closed subset of h(R), which satisfies the left Ore conditions. Consider R#G
the smash product associated to R and its G-gradation.

1. R#G satisfies the left Ore with respect to S;

2. S−1(R#G) � S−1R#G.

Proof

1. Let x =
∑

g∈G a
gpg an arbitrary element from R#G and s ∈ S such

that xs = 0. Hence 0 = xs =
∑
g∈G a

gspσ−1g where σ = deg, s.
Consequently ags = 0 for any g ∈ G. Assume that sup(x) = {σ ∈
G | ag �= 0} = {g1, ..., gn}. Now by induction on |sup(x)| and us-
ing condition O1 there exists an s′ ∈ S such that s′ag = 0 for any
g ∈ sup(x). Clearly s′x = 0. Take x =

∑
g∈G a

gpg ∈ R#G and s ∈ S
with deg s = σ. For g1 ∈ sup(x) there are a′g1 and s′1 ∈ S such that
s′1a

g1 = a′g1s. Then s′1x = s′1a
g1pg1 + y where y =

∑
g �=g1 s

′
1a
gpg, thus

s′1x = a′g1spg1+y = a′g1pσg1+y. Since |sup(y)| < |sup(x), and the induc-
tion on |sup(x)| there exist s′2 ∈ S and y′ ∈ R#G such that s′2y = y′s.
In this case we have s′2s′1x = s′2a′g1pσg1s+ s′2y = (s′2a′g1pσg1 + y′)s and
therefore S also verifies the condition O2 in R#G.

2. As a consequence of (1.) the ring of fractions S−1(R#G) does exist.
Now it is easy to see that the canonical map

ϕ : S−1R#G −→ S−1(R#G)

defined by ϕ(s−1apx) = s−1(apx) for all s ∈ S, a ∈ R, x ∈ G is an
isomorphism of rings.

8.2 Localization of Graded Rings for a Graded
Linear Topology

Let R be a G-graded ring and R-gr the category of all (left) gradedR-modules.
Let C be a rigid closed subcategory of R-gr (see Section 2.6 and Section 4.4)
We denote by L(R) (Lgr(R)) the lattice of all left ideals (resp of all graded
left ideals) of the graded ring R. We will say that a nonempty subset H of
Lgr(R) is a graded linear topology (gr-linear topology) on R if it is a filter



226 8 Localization of Graded Rings

in Lgr(R) and satisfies the following additional condition:
If I ∈ H and r ∈ h(R), then (I : r) ∈ H . Now, in a way similar to the
correspondence between closed subcategories of R-mod and linear topology
on R, it can be proved that there is a bijective correspondence between rigid
closed subcategory of R-gr and graded linear topologies on R, given by

C −→ HC = {I ∈ Lgr(R) | R/I ∈ C}
(Here lR(x) = {a ∈ R | ax = 0}). If H is a graded linear topology on R, then
set H = {I ∈ L(R) | ∃J ∈ H, J ⊆ I} is a left linear topology on R such that
H ⊆ H . Actually it is easy to see that H is the smallest linear topology on
R such that H ⊆ H .

Let C be a rigid subcategory of R-gr. We denote by C the smallest closed
subcategory of R-mod such that C ⊆ C. Assume that the graded linear
topology associated to C is denoted by H . Then we complete Proposition
4.4.2. as follows :

8.2.1 Proposition

The following assertions are equivalent for M ∈ R-gr :

1. M ∈ C.
2. For any x ∈M, lR(x) ∈ H .

Proof

1. ⇒(2.) Proposition 4.4.2 applied to M ∈ C, yields that there is N ∈ C
such that M is isomorphic to a quotient module of N in R-mod i.e.
there is an epimorphism :

N
u �� M �� 0

If x ∈ M , then there is y ∈ N such that u(y) = x. It is clear that
lR(y) ⊆ lR(x). If we write y = yσ1 + ...+yσs where yσi ∈ Nσi (1 ≤ i ≤ s)
then I = ∩si=1lR(yσi) ∈ H . But I ⊂ lR(y) ⊆ lR(x) so lR(x) ∈ H .

2. ⇒ (1.) For any x ∈ M , we have that lR(x) ∈ H and there is Ix ∈ H
such that Ix ⊆ lR(x). Thus we have an exact sequence in R-mod

R/Ix −→ R/lR(x) −→ 0

and since Rx � R/lR(x), we obtain an exact sequence

⊕x∈MR/Ix −→ ⊕x∈MRx −→ 0

Therefore setting N = ⊕x∈MR/Ix, which obviously belongs to C, we see
that M is a quotient of N in R-mod as it is a quotient of ⊕x∈MRx. (in
R-mod).
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8.2.2 Proposition

Let C and C be as above and tC and tC the corresponding left exact preradicals.
If M ∈ R− gr, then tC(M) = tC(M).

Proof Since C ⊆ C it is clear that tC(M) ⊆ tC(M). On the other hand, if
x ∈ tC(M), then there exists J ∈ H such that Jx = 0 and thus there exists
I ∈ H with I ⊆ J and Ix = 0. If x =

∑
σ∈G xσ, with xσ ∈Mσ then Ixσ = 0

for any σ ∈ G (for I is a graded ideal) and xσ ∈ tC(M) follows. Therefore
tC(M) = tC(M).

Assume now that R = ⊕σ∈GRσ is a G-strongly graded ring. A closed subcat-
egory Ce of Re−mod is called G-stable if and only if for any M ∈ Ce we have
Rσ ⊗Re M ∈ Ce for every σ ∈ G. We denote by C = {M = ⊕σ∈GRσ ∈ R-gr,
Me ∈ Ce}. Since the functor (−)e is exact, then C is a closed subcategory.
Moreover C is rigid. Indeed if M ∈ C then M(σ)e = Mσ � Rσ ⊗Re Me (by
Dade’s Theorem) and since Ce is G-stable we get that M(σ) ∈ C. Moreover
Ce is a localizing subcategory, then also C is a localizing subcategory of R-gr.

8.2.3 Proposition

Assume that R is a strongly graded ring. With the above notations, the corre-
spondence Ce → C between all closed (resp localizing) G-stable subcategories
of Re-mod and all rigid (resp localizing) subcategories of R-gr, is bijective.

Proof Assume C is a rigid closed subcategory of R-gr and put Ce = {N ∈
Re−mod, R⊗ReN ∈ C. Since the functor R⊗Re− : Re−mod→ R-gr is exact
(in fact it is an equivalence) we get that Ce is a closed subcategory of Re-mod.
Since R ⊗Re (Rσ ⊗Re N) � (R ⊗Re N)(σ) it follows that Rσ ⊗Re N ∈ Ce, so
Ce is G-stable. Now it is clear that the above correspondence is bijective. On
the other hand if C is a localizing subcategory of R-gr, then Ce is a localizing
subcategory of Re-mod.

Let Ce be a G-stable closed subcategory of Re-mod. We denote by He the
linear topology associated to Ce i.e. He = {I left ideal of Re, Re/I ∈ Ce}.
Since Ce is G-stable, if I ∈ He then for any σ ∈ G, (RσI : λσ) ∈ He for every
λσ ∈ Rσ. Indeed since I ∈ He then Rσ ⊗Re Re/I ∈ Ce. But Rσ ⊗Re Re/I �
Rσ/RσI so Rσ/RσI ∈ Ce and therefore we obtain that (RσI : λσ) ∈ He for
any λσ ∈ Rσ.

8.2.4 Examples

1. Let S be a multiplicatively closed subset of h(R) not containing zero.
We denote by CS = {M ∈ R−gr, for anyx ∈ h(M), lR(x) ∩ S �= 0}. It
is easy to see that CS is a rigid localizing subcategory of R-gr. If we
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denote by HS the graded linear topology associated to CS then HS =
{L ∈ Lgr(R) | (L : r) ∩ S �= ∅, for all r ∈ h(R)}. Clearly CS = {M ∈
R−mod | lR(x) ∩ S �= ∅, for any x ∈M}.

2. Let R be a G-graded ring and M ∈ M -gr. Consider Zg(M) = {x ∈ M
there exists an essential left graded ideal I in R such that Ix = 0}.
Obviously Zg(M) is a graded submodule of M ; Zg(M) is called the
graded singular submodule of M . It is clear that Zg(M) ⊆ Z(M)
where Z(M) is the singular submodule of M in R-mod. On the other
hand if G is an ordered group then Zg(M) = Z(M) (see Section 5.2).
We also define Z2

g (M) to be the graded submodule of M such that
Zg(M) ⊆ Z2

g (M) and Z2
g (M)/Zg(M) = Z(M/Zg(M)). The class G =

{M ∈ R−gr,M = Z2
g (M)} is a rigid localizing subcategory of R-gr. It

is called the Goldie torsion theory of R-gr.

3. Let Q be a gr-injective object in R-gr. Let CQ = {M ∈ R−gr |
HOMR(M,Q) = 0}. Since the functor HOMR(−, Q) is exact we may
conclude that CQ is a rigid localizing subcategory of R-gr. Since

HOMR(M,Q) = ⊕σ∈GHOMR(M,Q)σ
= ⊕σ∈GHomR−gr(M,Q(σ))

then CQ = {M ∈ R−gr | HomR−gr(M,Q(σ)) = 0 for any σ ∈ G}.
In particular if Q is G invariant we have that CQ = {M ∈ R−gr |
HomR−gr(M,Q) = 0}. In fact every rigid localizing subcategory of R-gr
has the form CQ where Q is some gr-injective object in R-gr, as is easily
verified.

If Q is gr-injective, we denote by E(Q) the injective envelope of Q in
R-mod. We denote by AE(Q) = {M ∈ R−mod,HomR(M,E(Q)) = 0}.
AE(Q) is a localizing subcategory of R-mod.

8.2.5 Proposition

With notation as before, let Q be a gr-injective object of R-gr. Then

1. CQ ⊆ AE(Q).

2. If M ∈ R-gr and M ∈ AE(Q) then M ∈ CQ i.e. CQ = AE(Q) ∩R-gr.

Proof

1. Proposition 8.2.2 entails tCQ
(Q) = 0 since tCQ(Q) = 0. It is clear that

E(Q) is also CQ-torsion free. Hence if M ∈ CQ, we have
HomR(M,E(Q)) = 0 and thus CQ ⊆ AE(Q).

2. Let M ∈ R-gr such that M ∈ AE(Q), then HomR(M,E(Q)) = 0.
Since Q ≤ E(Q), we have Hom(M,Q) = 0. But HOMR(M,Q) ⊂
HomR(M,Q) and therefore HOMR(M,Q) = 0 and M ∈ CQ.



8.2 Localization of Graded Rings for a Graded Linear Topology 229

8.2.6 Example

Let k be a field and consider the ring of Laurent polynomials R = k[X,X−1]
with the natural grading over the group G = ZZ. R is a gr-field so Q =R R
is injective in R− gr. In this case E(Q) = D the field of fractions of R. it is
clear that CQ = {0} and AE(Q)is a localizing subcategory of torsion modules
(R is a principal ideal ring) Since CQ = {0} we have CQ �= AE(Q).

Let R = ⊕σ∈GRσ be a G graded ring Q ∈ R-gr a gr-injective module of
finite support. We know from Section 2.8 that Q is also injective in R-mod.
We write HQ (resp FQ) for the linear topology associate to the localizing
subcategory CQ (resp AQ) of R-gr (resp of R-mod). Therefore

CQ = {M ∈ R−gr,HOMR(M,Q) = 0} and
AQ = {M ∈ R−mod,HomR(M,Q) = 0}

Consequently

HQ = {I ∈ Lgr(R),HomR(R/I,Q) = 0} and
FQ = {I ∈ L(R),HomR(R/I,Q) = 0}

8.2.7 Proposition

With hypotheses as before we have FQ = HQ.

Proof Using the structure of gr-injective modules of finite support (Corol-
lary 2.8.8) we may assume that Q is g-faithful for some g ∈ G and of finite
support. In this case Q(g) � Coind(Qg) = HomR1(R,Qg) where Qg is an
injective R1-module. Since HomR(R/I,Q) = HomR(R/I,HomR1(R,Qg)) �
HomRe(R⊗RR/I,Qg) = HomRe(R/I,Qg) we obtain that I ∈ FQ if and only
if HomRe(R/I,Qg) = 0. Since for any σ ∈ G we have 0→ Rσ/I ∩Rσ → R/I
we also obtain HomRe(Rσ/I ∩Rσ, Qg) = 0 (Qg is injective in R-mod). If we
put J =

∑
σ∈G I ∩ Rσ = (I)g then J is a left graded ideal of R such that

J ⊆ I. Furthermore

HomRe(R/J,Qg) = HomRe(⊕σ∈GRσ/(I ∩Rσ), Qg)
=
∏

σ∈G
HomRe(Rσ/(I ∩Rσ), Qg)

= 0

whence J ∈ FQ. Then FQ contains a cofinal set of graded left ideals. On
the other hand HOMR(R/J,Q) ≤ HomR(R/J,Q) = 0 and J ∈ HQ follows.
Finally we obtain HQ = FQ.
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8.2.8 Corollary

Let R be a G strongly graded ring where G is a finite group and Q = ⊕σ∈GQσ
a gr-injective object.
We denote by FQσ = {J left ideal of Re,HomRe(R/J,Qσ) = 0}. Then I ∈ FQ
if and only if I ∩ Re ∈ ∩σ∈GFQσ . Moreover if Q is G-invariant then I ∈ FQ
if and only if I ∩Re ∈ FQe .

Proof Obviously Qσ is an injective Re-module. By the foregoing remarks :
I ∈ FQ if and only if HomRe(R/I,Qσ) = 0 for any σ ∈ G and this clearly
implies that I ∩ Re ∈ FQσ for any σ ∈ G. Conversely the statement follows
from the fact that J = R(I ∩Re). Since HomR(R/J,Q) = HOMR(R/J,Q) =
⊕σ∈GHomR−gr(R/J,Q(σ)) = ⊕σ∈GHomRe(Re/J ∩ Re, Qσ) = 0 we obtain
that J ∈ FQ and since J ⊆ I we have I ∈ FQ.

8.3 Graded Rings and Modules of Quotients

The general localization theory in a Grothendieck category is well known (we
may refer to [61] [162]). We restrict to recalling the fundamental concepts
and basic results applied to the graded theory. Let R be a G-graded ring
and as usual R-gr the category of (left) graded R-modules. Let C be a rigid
localizing subcategory of R-gr. We denote be H the graded linear topology
associated to C and by tC the radical on R − gr associated to C. Then H =
{I ∈ Lgr(R), R/I ∈ C} and if M ∈ R-gr then tC(M) is the largest graded
submodule of M contained in C i.e. tC(M) = {x ∈ M | ∃I ∈ H, I · x = 0}.
We denote by C (resp H) the smallest localizing subcategory of R-mod (resp
the smallest linear topology of R) that contains C (resp H). By Proposition
8.2.1 we have that H = {J ∈ L(R) | ∃I ∈ H, I ⊆ J}. Now if M ∈ R-gr, we
put

QH(M) = lim−−→
L∈H

HOMR(L,M/tC(M))

As in the non-graded situation, one can easily see that in M =R R then
QH(R) has a natural structure of G-graded ring, whereas for every M ∈ R-gr,
QH(M) turns out to be a graded QH(R)-module, i.e. QH(M) ∈ QH(R)-gr.
For the linear topology H we have :

QH(M) = lim−−→
I∈H

HomR(I,M/tC(M))

Since tC(M) = tC(M) and H is cofinal in H we obtain

QH(M) = lim−−→
L∈H

HomR(L,M/tC(M))

thus QH(M) ⊂ QH(M). In particular QH(R) ⊂ QH(R). In fact QH(R) is a
subring of QH(R). Also R/tC(R) is a subring of QH(R).
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8.3.1 Proposition

1. If H contains a cofinal system of left finitely generated graded ideals
then for any M ∈ R-gr, then QH(M) = QH(M).

2. If the ring R has finite support and M ∈ R-gr has finite support too,
then QH(M) = QH(M).

3. If the ring R has finite support then QH(R) = QH(R).

Proof

1. We calculate :

QH(M) = lim−→{I ∈ H,HomR(I,M/tC(M))}
= lim−→{J finitely generated in H,HomR(J,M/tC(M))}
= lim−→{J finitely generated in H,HOMR(I,M/tC(M))}
= QH(M)

2. Similar to the Proof of 1., using result from Section 2.

3. Follows from 2.

8.3.2 Corollary

Assume that R is left gr-Noetherian. With the notation as in Proposition
8.3.1, if M ∈ R-gr we have

QH(M) = QH(M)

8.3.3 Example

Let S be a multiplicatively closed subset of R contained in h(R). Assume
that 1 ∈ S, 0 /∈ S and S satisfies the left Ore conditions. Let CS = {M ∈ R-
gr | for any x ∈ h(M), lR(x) ∩ S �= ∅} (see Example 8.2.4). In this case
HS = {L ∈ Lgr(R), (L : r) ∩ S �= 0 for all r in h(R)}. In particular if L ∈ HS

then L ∩ S �= 0 so there is s ∈ S such that Rs ⊆ L. On the other hand if
I = Rs, where s ∈ S since S verifies the Ore conditions then (Rs : a)∩ S �= ∅
for all a ∈ h(R), so Rs ∈ HS . Proposition 8.3.1 entails for M ∈ R-gr that

QHS (M) = QHS
(M) = S−1M

We recall that if A is an arbitrary ring and we consider E(A) the left injective
envelope of AA in A-mod and denote by

FE(A) = {I ∈ L(A),HomA(A/I,E(A)) = 0}
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then FE(A) is a linear topology which is associated to the localizing category
CE(A) = {M ∈ A−mod | HomA(M,E(A)) = 0}. In this case the quotient ring
QFE(A)(A) is called the left maximal ring of A and is denoted by Qlmax(A) (or
shortly Qmax(A)). Clearly A is a subring of Qmax(A).

8.3.4 Proposition

Let R be a G-graded ring of finite support (in particular if G is a finite
group). Then the left maximal quotient ring Qmax(R) is endowed with a
natural graded structure. Moreover, Qmax(R) has finite support too.

Proof: Let Eg(RR) be the injective envelope of RR in R-gr. Assume that
sup(R) = {σ1, ..., σn}. Let σ /∈ {σ−1

i σj , 1 ≤ i, j ≤ n}. If (Eg(RR))σ �= 0
there exist an element xσ ∈ (Eg(RR))σ, xσ �= 0. Since Eg(R) is an essential
extension of RR, there is an element aλ ∈ Rλ such that aλxσ ∈R R and
aλxσ �= 0. Hence λσ ∈ sup(R)) also since aλ �= 0, λ ∈ supp(R) we have that
σ ∈ λ−1sup(R), a contradiction. Hence (Eg(R))σ = 0 and Eg(R) has finite
support. In this case Eg(R) = E(RR) is an injective object in R-mod. From
Proposition 8.2.7 and 8.3.1 we obtain that Qmax(R) is a graded ring. Since
Qmax(R) ⊂ E(RR) we conclude that Qmax(R) has finite support.

8.3.5 Proposition

Let R = ⊕σ∈GRσ be a strongly graded ring, where G is a finite group. Then :

1. The maximal (left) quotient ring Qmax(R) is a strongly graded ring of
type G.

2. (Qmax(R))e = Qmax(Re).

3. If R is a crossed product, then Qmax(R) is a crossed product.

Proof

1. Since R ⊆ Qmax(R) and R is a strongly graded ring we have 1 ∈
RσRσ−1 ⊆ (Qmax(R))σ Qmax(R))σ−1 , or Qmax(R) is a strongly graded
ring.

2. Let Q = Eg(R) = E(R) be the left injective envelope of RR in R − gr
(the same in R-mod). Since tQ(R) = 0 we obtain :

Qmax(R) = lim−−−→
I∈HQ

HOM(I, R),

and therefore :

(Qmax(R))e = lim−−−→
I∈HQ

HomR−gr(I, R)



8.4 The Graded Version of Goldie’s Theorem 233

= lim−−−→
I∈HQ

HomRe(Ie, Re)

Corollary 8.2.8 implies that :

(Qmax(R))e = lim−−−→
J∈FQe

HomRe(J,Re) = Qmax(Re)

(here Qe is the injective envelope of ReRe).

3. Obvious.

8.3.6 Theorem

Let R = ⊕σ∈GRσ be a graded ring of finite support. Let P be a graded ideal
of R which is a prime ideal of R. If I is an ideal of R such that P ⊂ I, P �= I,
then P ⊂

�=
Ig and P ∩Re �= I ∩Re.

Proof The problem can be reduced to the consideration of R/P . Hence
R, we may assume that R is a prime ring. Then R is e-faithful (see Section
2.11). Put Q = E(RR). Since I �= 0 we have HomR(R/I,Q) = 0. Indeed if
HomR(R/I,Q) �= 0, then there is a nonzero R-morphism f : R/I → Q. Thus
f(1) = x ∈ Q and x �= 0; there exists a ∈ R such that ax ∈ R and ax �= 0.
Since Ix = 0, we have I(ax) ⊆ Ix = 0. Since R is a prime ring we obtain
I = 0, a contradiction. Since I ∈ FQ and in view of Proposition 8.2.7 we have
(I)g ∈ FQ and HomR(R/(I)g, Q) = 0. Hence (I)g �= 0. The results of Section
2.11 imply that : I ∩Re = (I)g ∩Re �= 0.

8.4 The Graded Version of Goldie’s Theorem

It is well-known that Goldie’s theorems are of great importance in Ring The-
ory, particularly in the study of left (right) Noetherian rings. A first study
of Goldie’s theorems for graded rings may be found in [94] and later in the
book [136] for the ZZ-graded case. A recent extension may be found in [73].
In order to state and prove Goldie’s Theorem, some preliminary ingredients
are needed.

Let R = ⊕σ∈GRσ be a G-graded ring. R is said to be a left graded Goldie
ring (sometimes written as gr-Goldie ring) if R has finite Goldie dimension in
R-gr and satisfies the ascending chain condition on graded left annihilators.

8.4.1 Lemma

Let R be a graded ring satisfying the ascending chain condition for graded
left annihilators. Then the left graded singular radical of R is nilpotent.
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Proof Write J for the graded left singular radical of R. Then J is generated
as a left ideal by all homogeneous elements a ∈ R such that lR(a) is an essential
left ideal. Look at the ascending chain of graded left ideals :

lR(J) ⊂ lR(J2) ⊂ ... ⊂ lR(Jn) ⊂ ...
The hypothesis implies that lR(Jn) = lR(Jn+1) for some n ∈ IN . If Jn+1 �= 0
then aJn �= 0 for some a ∈ h(R) and we may chose a such that l(a) is maximal
with respect to this property. If b ∈ J ∩ h(R) then lR(b) ∩ Ra �= 0 because
lR(b) is an essential left ideal of R. Thus there is c ∈ h(R) such that ca �= 0
and cab = 0, so lR(a)⊂

�=
lR(ab). The hypothesis on a entails that abJn = 0.

Since J is a graded ideal we have aJn+1 = 0 i.e. a ∈ lR(Jn+1) = lR(Jn), a
contradiction. Therefore Jn+1 = 0.

8.4.2 Lemma

Let R be a gr-semi-prime ring satisfying the ascending chain condition on
graded left annihilators. If I is a left (or right) ideal such that every element
of h(I) is nilpotent then I = 0.

Proof For a ∈ h(R) every element of h(Ra) is nilpotent if and only if every
element of h(aR) is nilpotent. It is therefore enough to prove the statement in
case I is a right ideal. If I �= 0, there is a ∈ I, a �= 0 such that lR(a) is maximal
among the left annihilators of nonzero elements of h(I). Let λ ∈ h(R) such
that aλ �= 0. Then by hypothesis there is a t > 0 such that (aλ)t = 0 and
(aλ)t−1 �= 0. From lR(a) ⊂ lR((aλ)t−1) it follows that lR(a) = lR((aλ)t−1).
Therefore aλa = 0 and hence aRa = 0, but this contradicts the fact that R is
a gr-semi-prime ring.

8.4.3 Lemma (Goodearl, Stafford [79])

Assume that R is a gr-semiprime left gr-Goldie ring. Let a ∈ R be a homoge-
neous element such that Ra is gr-uniform. Then its left annihilator lR(a) is
maximal among all left annihilators of nonzero homogeneous elements of R.

Proof Assume that lR(a) ⊂ J = lR(b) and lR(a) �= lR(b) for some homoge-
neous element b ∈ R. Then Ja �= 0 and the gr-uniformity of R implies that
Ja is gr-essential in Ra. Therefore Ra/Ja is a gr-singular left R-module. But
Ra/Ja � R/J � Rb because lR(a) ⊆ J . Hence Rb is gr-singular. Lemma
8.4.1 allows to conclude that b = 0.

8.4.4 Theorem (Goodearl and Stafford [79])

Let R be a G-graded ring G an abelian group (semigroup). If R is a gr-prime
and left gr-Goldie ring then any essential graded left ideal I of R contains a
homogeneous regular element.
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Proof An element a ∈ h(R) for whichRa is gr-uniform is called gr-uniform
element. Lemma 8.4.2 and the hypothesis imply that there is a non-nilpotent
gr-uniform element a1 ∈ R. By induction, suppose that we have found the
non-nilpotent gr-uniform elements a1, ..., am ∈ I such that ai ∈ ∩1≤j≤i−1lR(aj)
for 1 < i ≤ m. If X = ∩1≤j≤mlR(aj) �= 0 then I ∩X �= 0. Then Lemma 8.4.1
entails that there is a non-nilpotent gr-uniform element am+1 ∈ I ∩X . Since
ai ∈ lR(aj) = lR(a2

j) for i > j (Lemma 8.4.3) we obtain that the sum
∑
i≥1 Rai

is an internal direct sum. Since R has finite graded Goldie dimension the pro-
cess terminates. This implies that for some n we have : ∩ni=1lR(ai) = 0.
Since R is gr-prime and the ai are non-nilpotent, Ra2

1Ra
2
2...Ra

2
n �= 0 thus

a2
1Ra

2
2...Ra

2
n �= 0. Hence there exists homogeneous elements s2, ..., sn ∈ R

such that a2
1s2a

2
2s3...sna

2
n �= 0. From Lemma 8.4.2 we retain that there is a

homogeneous element s1 such that c = s1a
2
1s2a

2
2...sna

2
n is not nilpotent. For

any 1 ≤ i ≤ n define di = (aisi+1a
2
i+1...sna

2
n)(s1a

2
1...siai). Note that the di

are sub-words of c2 hence di �= 0 for any i = 1, ..., n. Since Rdi ⊆ Rai we
obtain that the sum

∑n
i=1Rdi is direct. Lemma 8.4.3 yields that lR(di) =

lR(ai), 1 ≤ i ≤ n. Hence lR(d1 + ... + dn) = ∩ni=1lR(di) = ∩lR(ai) = 0. The
fact that G is abelian entails deg(di) = deg(c) and therefore d = d1 + ...+ dn
is homogeneous. Moreover d ∈ I and lR(d) = 0 hence d is regular.

8.4.5 Theorem (The Graded Version of Goldie’s Theo-
rem)

Let R be a G-graded ring, where G is an abelian (semigroup) group. If R is
a gr-prime left gr-Goldie ring then R has a gr-simple, gr-Artinian left ring of
fractions.

Proof The proof of this Theorem follows from Theorem 8.4.4 as in the
ungraded case (see [72]).

8.4.6 Corollary

Let R be a G-graded ring, where G is an abelian (semigroup) group. If R
is gr-prime and left gr-Noetherian then R has gr-simple, gr-Artinian ring of
fractions.

Proof It is clear that if R is left gr-Noetherian, then R is a left gr-Goldie
ring.

In the ungraded context, there also exists a second Goldie’s Theorem in case
R is a semi-prime left Goldie ring. Unfortunately a graded version of Goldie’s
Theorem for gr-semi-prime left gr-Goldie ring does not exist, as the following
example shows.
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8.4.7 Example [103]

Let k be a field and let R be the ring k[X,Y ] where the generators X and
Y are subjected to the relation XY = Y X = 0. Put Rn = kXn if n ≥ 0
and Rm = kY m if m ≤ 0. It is clear that each x �= 0 in h(R) with degx �= 0
is non-regular. Moreover the ideal (X,Y ) is essential in R but it does not
contain a regular homogeneous element. This shows that, although R is a gr-
semi-prime gr-Goldie ring, it does not have a gr-semisimple grArtinian ring
of fractions.

8.4.8 Remark

The book [150], Theorem I. 1.6 provides sufficient conditions for a gr-semi-
prime gr-Goldie ring to have a gr-semisimple gr-Artinian ring of fractions.
Finally we establish that for strongly graded rings, graded by by a finite
group, the second Goldie Theorem does hold.

8.4.9 Theorem

Let R = ⊕σ∈GRσ be a strongly graded ring where n = |G| < ∞. If R is
a gr-semi-prime left gr-Goldie ring then Re is a semi-prime left Goldie ring.
In this case there exists a left classical ring of fractions Qcl(R). In this case
Qcl(R) is a strongly graded ring with (Qcl(R))e = Qcl(Re). Moreover Qcl(R)
is a gr-semisimple, gr-Artinian ring.

Proof That Re is a semi-prime ring follows from Theorem 2.11.4. Since
R is a strongly graded ring, Re is also a left Goldie ring thus there exists
the left classical ring Qcl(Re) where Qcl(Re) a is semisimple Artinian ring.
Now if I is a left graded essential ideal of R, then I ∩ Re is a left essential
ideal of Re. Thus there exist a regular element s ∈ I ∩ Re. We denote by S
the set of all regular elements of Re. Every s ∈ S is also a regular element
in R. Indeed if aσs = 0 for aσ ∈ Rσ then since RσRσ−1 = Re, we have
1 =
∑n

i=1 aibi where ai ∈ Rσ, bi ∈ Rσ−1 . Then for any 1 ≤ i ≤ n we have
(biaσ)s = 0. Since biaσ ∈ Re we have biaσ = 0 so aσ =

∑
(aibi)aσ = 0.

Clearly if a ∈ R is an element such that as = 0, we arrive at a = 0. In a
similar way we obtain that sa = 0 implies a = 0. So s in regular in R. Hence
there exist Qcl(R) = S−1R and Qcl(R) is a gr-semi-prime gr-Artinian ring.
Also (Qcl(R))e = S−1Re = Qcl(Re).

8.5 Exercises

1. Let R be a G-graded ring and C be a rigid localizing subcategory of R-
gr. We denote by H the graded linear topology associated to C and by
tH the radical on R-gr associated to C (or to H). Denote by C (resp H)
the smallest localizing subcategory of R-mod (resp the smallest linear
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topology on R) that contains C (resp H). We also denote by tH the
radical of R-mod associated to H . If M ∈ R-mod we denote by QH(M)
(resp QH(M)) the quotient module of M relative to H (resp H) (see
section 8.3). Recall that we denote by Eg(M) (resp E(M)) the injective
envelope of M in R-gr (resp R-mod). If M ∈ R-gr, M is called gr-H-
closed if the canonical homomorphisms

M � HOMR(R,M)→ HOMR(I,M)

are isomorphisms for all I ∈ H . Prove that :

a) M is gr-H-closed.

b) i) M is H gr-torsion free i.e. tH(M) = 0
ii) If N ∈ R-gr and P is a graded submodule of N such that

N/P ∈ C, then the canonical homomorphism

HomR−gr(N,M)→ HomR−gr(P,M)

is an isomorphism.
c) The canonical morphism Ψ(M) : M → QH(M) is an iso-

morphism.

Hint : The same proof as the ungraded case (see [167], chapter IX)

2. With the notations above prove that if sup(R) <∞ and sup(M) <∞,
then QH(M) � QH(M) (see also Proposition 8.3.1)

Hint : It is necessary to prove that X = QH(M) is H-closed. Indeed
if J ∈ H , then there is an I ∈ H such that I ⊆ J . Since J/I ∈ C
and X is H-torsion free, we have HomR(J/I,X) = 0. On the other
hand since HOMR(I,M) = HOM(I,M) it follows that HomR(I,M) =
HomR(J,M), so the canonical morphism M � HomR(R,M) →
HomR(J,M) is an isomorphism.

3. With the notations from exercise 1, if M ∈ R-gr is H-torsion free, then

QH(M) = {x ∈ Eg(M) | ∃I ∈ H, Ix ⊆M}

Hint : It is easy to see that Y = {x ∈ Eg(M) | ∃I ∈ H, Ix ⊆ M} is
gr-H-closed.

4. Let P ∈ R-gr be a gr-projective module (i.e. P is also projective in
R-mod). We denote by

Cgr
P = {M ∈ R− gr | HOMR(P,M) = 0}
CP = {N ∈ R −mod | HomR(P,N) = 0}

Prove that:
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i)
Cgr
P = {M ∈ R− gr | HomR−gr(P (σ),M) = 0}

for any σ ∈ G and Cgr
P is a rigid localizing subcategory of R-gr.

ii) CP = Cgr
P

Hint :

i) (i) is clear

ii) (ii) Cgr
P ⊆ CP . Indeed if M ∈ Cgr

P we have HOMR(P,M) = 0.
Using Theorem 2.4.3 we have HomR(P,M) = 0 so Cgr

P ⊆
CP . Conversely, let N ∈ CP . Since HomR−gr(Pσ , F (N)) =
HomR(U(P (σ)), N) = HomR(P,N) = 0, it follows that
F (N) ∈ Cgr

P , so N ∈ Cgr
P (here F is right adjoint to the forget-

ful functor U : R− gr −→ R−mod).

5. With notation as in exercise 1, prove that, for any σ ∈ G :

QH(M(σ)) = QH(M)(σ)

Hint : If λ ∈ G, we have

QH(M(σ))λ = lim−→
I∈H

HOMR(I,M(σ)/tM (M(σ)))λ

= lim−→
I∈H

HomR−gr(I,M(σ)(λ)/tH (M(σ)(λ)))

= lim−→
I∈H

HomR−gr(I,M(λσ)/t(M(λσ))) = QH(M)λσ =

= QH(M)(σ)λ

So QH(M(σ)) = QH(M)(σ).



8.6 Comments and References for Chapter 8 239

8.6 Comments and References for Chapter 8

Localization and local-global methods constitute a very effective tool, par-
ticularly in commutative algebra and algebraic geometry e.g. scheme theory.
Geometrically speaking, passing to local data or phenomena valid in the neigh-
bourhood of a point, is very natural and intuitive. Algebraically speaking this
may be traced to the construction of a ring of fractions of some commutative
ring (e.g. the coordinate ring of some algebraic variety) with respect to a
prime ideal. This localization defines then a new ring of fractions that is in-
deed “local” in the sense that it has a unique maximal ideal and very element
outside it has become invertible in the localized ring. In the noncommutative
case however, even though localization techniques of a general nature do ex-
ist, the result is not always that satisfactory. For prime or semi-prime (left)
Noetherian rings we have the well-known theory related to Goldie’s theorems,
but this is essentially dealing with a localization at the zero ideal ! In the
presence of a gradation the situation becomes more complicated even, because
in Goldie’s theory the existence of regular elements in essential left ideals is
necessary, but for homogeneous left ideals the presence of a regular element
may not imply the presence of a homogeneous regular element. A study of
Goldie’s theorems for graded rings began in [103] and for ZZ-graded rings in
[150]. Localization theory of a more general type had been applied to ZZ-
graded rings by F. Van Oystaeyen (a. o. [189]) in an attempt to arrive at a
projective scheme structure e.g. [187].

Section 8.1. contains a brief presentation of graded rings of fractions. In
Section 8.2. and Section 8.3. the more general theory of localization, e.g. in
the sense of P. Gabriel [67], is presented using a homogeneous linear Gabriel
topology. We avoid repetition of the material already well documented in our
book [150], but include some recent results and developments. For example,
in Section 8.4. we include a recent result by K. Goodearl, J. Stafford [79]
providing a generalization of the graded version of Goldie’s theorem in the
gr-prime case for an abelian group, or in the more general case of an abelian
semigroup.

Some References

- P. Gabriel [67]

- K. Goodearl, T. Stafford [79]

- I. D. Ion, C. Nǎstǎsescu [103]

- A. Jensen, Jøndrup [105], [106]

- L. Le Bruyn, M. Van den Bergh, F. Van Oystaeyen [117]

- C. Nǎstǎsescu [141], [143]
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- F. Van Oystaeyen [188], [192], [194]

- F. Van Oystaeyen, A. Verschoren [199], [200]



Chapter 9

Application to Gradability

9.1 General Descent Theory

Let A and B be two categories and let F : A → B be a functor. In the
case where A and B are additive categories, we assume that F is an additive
functor. Following the classical descent theory (see [115]) we can introduce a
descent theory relative to the functor F . Consider an object N ∈ B. We have
the following problems.

i) Existence of F -descent objects : does an object M ∈ A exist such that
N � F (M) ?

ii) Classification : if such an F -descent object exists, classify (up to iso-
morphism) all objects M for which N � F (M).

9.1.1 Remarks

i) If the functor F is an equivalence of categories, then for any N ∈ B
there exists an unique (up to isomorphism) F -descent object.

ii) Assume that we have two functors F : A → B and G : B → C. If
for Z ∈ C there exists a G ◦ F -descent object X ∈ A, then F (X)
is a G-descent object for Z.

iii) If F commutes with finite (arbitrary) coproducts or products, then
any finite (arbitrary) coproduct or product of F -descent objects
is also an F -descent object.

iv) Assume that A and B are abelian categories and F is a faithful
and exact functor which preserves isomorphisms. If M ∈ B is a
simple object and N ∈ A is an F -descent object for M , then N is
simple in A. Indeed, if i : X → N is a non-zero monomorphism in
A, then F (i) : F (X) → F (N) � M is a nonzero monomorphism,

C. Nǎstǎsescu and F. Van Oystaeyen: LNM 1836, pp. 241–276, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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therefore F (N) � M . Since M is simple we see that F (i) is an
isomorphism, and then so is i. Thus N is a simple object of A.

9.1.2 Example

1. Let R and S be two rings and φ : R → S be a ring morphism. Let
A = R-mod and B = S-mod be the categories of modules. We have the
following three natural functors :

- S ⊗R − : R-mod → S-mod (the induced functor)

- HomR(RS,−) : R-mod → S-mod (the coinduced functor)

- ϕ∗ : S-mod → R-mod (the restriction of scalars)

When S = l, R = k and l is a commutative faithfully flat k-algebra,
then the descent theory relative to the induced functor is exactly the
classical descent theory.

2. Assume that R ⊆ S is a ring inclusion. Then the descent theory rel-
ative to the functor φ∗ (here φ : R → S is the inclusion morphism) is
exactly the problem of extending the module structure, i.e. of investigat-
ing whether for M ∈ R-mod there exists a structure of an S-module on
M which by the restriction of scalars to R gives exactly the initial R-
module structure on M . In particular, if S = ⊕σ∈GSσ is a G-strongly
graded ring and R = Se, we obtain the theory of extending modules
given in Section 4.7.

3. Let R = ⊕σ∈GRσ be a G-graded ring. We consider the forgetful functor
U : R-gr→ R-mod. If M ∈ R-mod and there exists an U -descent object
N ∈ R-gr for M , i.e. U(N) � M , then M is called a gradable module.
If G is a finite group, we can consider the smash product R̃#G and
the natural morphism η : R → R̃#G (see Chapter 7). By Proposition
7.3.10,M ∈ R-mod is gradable if and only ifM has an extending relative
to the morphism η.

Using the structure of gr-injective modules (Section 2.8) we have the following.

9.1.3 Proposition

Let G be a finite group, R a G-graded ring and Q an injective R-module. The
following assertions are equivalent.

i. Q is gradable.

ii. There exists an injective Re-module N such that Q � Coind(N) =
HomRe(R,N) as R-modules.
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Proof (ii) ⇒ (i) Since Coind(N) has a natural structure of an R-graded
module, we have that Q is gradable.
(i) ⇒ (ii) If Q is gradable, then there exists an injective object M ∈ R-gr
such that Q � U(M) in R-mod. By Corollary 2.8.8 there exist σ1, . . . , σs ∈ G
and N1, . . . , Ns injective Re-modules such that M � ⊕i=1,sCoind(Ni)(σ−1

i )
in R-gr. If we take N = ⊕i=1,sNi, then we have Q � U(N) in R-mod.

9.2 Good gradings on matrix algebras

Let k be a field and Mn(k) be the matrix algebra. We denote by (Ei,j)1≤i,j≤n
the matrix units ofMn(k), i.e. Ei,j is the matrix having 1 on the (i, j)-position
and 0 elsewhere.

9.2.1 Definition

A grading of Mn(k) is called a good grading if all the matrix units Ei,j are
homogeneous elements.

9.2.2 Lemma

Let us consider a good G-grading on Mn(k). Then deg(Ei,i) = e,

deg(Ei,j) = deg(Ei,i+1)deg(Ei+1,i+2) . . . deg(Ej−1,j) for i < j

and

deg(Ei,j) = deg(Ei−1,i)−1deg(Ei−2,i−1)−1 . . . deg(Ej,j+1)−1for i > j

Proof Since Ei,i is a homogeneous idempotent, we see that deg(Ei,i) =
e. The second relation follows from Ei,j = Ei,i+1Ei+1,i+2 . . . Ej−1,j for any
i < j. The third relation follows then from Ei,jEj,i = Ei,i, which implies
deg(Ei,j) = deg(Ej,i)−1.

In the following we count the good gradings on Mn(k).

9.2.3 Proposition

There is a bijective correspondence between the set of all good G-gradings
on Mn(k), and the set of all maps f : {1, 2, . . . , n − 1} → G, such that to a
good G-grading we associate the map defined by f(i) = deg(Ei,i+1) for any
1 ≤ i ≤ n− 1.

Proof Lemma 9.2.2 shows that in order to define a good G-grading on
Mn(k), it is enough to assign some degrees to the elements

E1,2, E2,3, . . . , En−1,n
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The inverse of the correspondence mentioned in the statement takes a map
f : {1, 2, . . . , n− 1} → G to the G-grading of Mn(k) such that

deg(Ei,i) = e,

deg(Ei,j) = f(i)f(i+ 1) · · · f(j − 1), and

deg(Ej,i) = f(j − 1)−1f(j − 2)−1 · · · f(i)−1

for any 1 ≤ i < j ≤ n.

9.2.4 Corollary

There exist | G |n−1 good gradings on Mn(k).
In Definition 9.2 good gradings are introduced from an interior point of

view. There is an alternative way to define good gradings, from an exterior
point of view. Let R be a G-graded ring, and V a right G-graded R-module.
For any σ ∈ G let

END(V)σ = {f ∈ End(V) | f(Vg) ⊆ Vσg for any g ∈ G}

which is an additive subgroup of EndR(V). Note that

END(V)σ = HomR−gr(V, (σ)V)

where (σ)V is the G-graded right R-module which is just V as an R-module,
and has the shifted grading (σ)Vg = Vσg for any g ∈ G. Then the sum∑

σ∈G END(V)σ is direct, and we denote by ENDR(V) = ⊕σ∈GEND(V)σ ,
which is a G-graded ring. A similar construction can be performed for left
graded modules. If R = k with the trivial G-grading, then a right graded R-
module is just a vector space V with a G-grading, i.e. V =

⊕
g∈G Vg for some

subspaces (Vg)g∈G. In this situation we denote by END(V) = ENDk(V) and
End(V) = Endk(V). If V has finite dimension n, then END(V) = End(V) �
Mn(k), and this induces a G-grading on Mn(k). If (vi)1≤i≤n is a basis of ho-
mogeneous elements of V , say deg(vi) = gi for any 1 ≤ i ≤ n, let (Fi,j)1≤i,j≤n
be the basis of End(V) defined by Fi,j(vt) = δt,jvi for 1 ≤ i, j, t ≤ n. Clearly
deg(Fi,j) = gig

−1
j . We have an algebra isomorphism between End(V) and

Mn(k) by taking Fi,j to Ei,j for i, j, and in this way Mn(k) is endowed with
a good G-grading. In fact any good G-grading can be produced this way.

9.2.5 Proposition

Let us consider a good G-grading on Mn(k). Then there exists a G-graded
vector space V , such that the isomorphism END(V ) ∼= End(V) ∼= Mn(k) with
respect to a homogeneous basis of V , is an isomorphism of G-graded algebras.
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Proof We must find some g1, . . . , gn ∈ G such that deg(Ei,j) = gig
−1
j for

any i, j. Proposition 9.2.3. shows that it is enough to check this for the pairs
(i, j) ∈ {(1, 2), (2, 3), . . . , (n− 1, n)}, i.e. gig−1

i+1 = deg(Ei,i+1) for any 1 ≤ i ≤
n − 1. But clearly gn = e, gi = deg(Ei,i+1)deg(Ei+1,i+2) . . . deg(En−1,n) for
any 1 ≤ i ≤ n− 1, is such a set of group elements.

A G-grading of the k-algebra Mn(k) is good if all Ei,j ’s are homogeneous
elements. However there exist gradings which are not good, but are isomor-
phic to good gradings, as the following example shows.

9.2.6 Example

Let R = S = M2(k) with the C2 = {e, g}-grading defined by

Re =
(
k 0
0 k

)

, Rg =
(

0 k
k 0

)

,

Se =






(
a b− a
0 b

)

a, b ∈ k






, Sg =






(
d c
d −d

)

c, d ∈ k






.

Then the map

f : R→ S, f

((
a b
c d

))

=
(
a+ c b+ d− a− c
c d− c

)

.

is an isomorphism of C2-graded algebras. The grading of S is not good, since
E1,1 is not homogeneous, but S is isomorphic as a graded algebra to R, which
has a good grading.

We see that in the previous example, although the grading of S is not
good, the element E1,2 is homogeneous. A corollary of the following result
shows that in general a grading of the algebra Mn(k) is isomorphic to a good
grading whenever one of the Ei,j ’s is a homogeneous element.

9.2.7 Theorem

Let R be the algebra Mn(k) endowed with a G-grading such that there exists
V ∈ R-gr which is simple as an R-module. Then there exists an isomorphism
of graded algebras R ∼= S, where S is Mn(k) endowed with a certain good
grading.

Proof As a simple Mn(k)-module, V must have dimension n. Let ∆ =
ENDR(V), as a G-graded algebra with multiplication the inverse map compo-
sition, hence V is a G-graded right ∆-module. We may consider BIENDR(V)
= END∆(V), a G-graded algebra with map composition as multiplication.
Since V is a simple R-module and ∆ = ENDR(V) = EndR(V) ∼= k, so ∆ is
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isomorphic to k with the trivial grading. This shows that BIENDR(V) is the
endomorphism algebra of a G-graded k-vector space of dimension n, thus it is
isomorphic to Mn(k) with a certain good G-grading. On the other hand, the
graded version of the Density Theorem (see Section 4.6) shows that the map
φ : R→ BIENDR(V), φ(r)(v) = rv for r ∈ R, v ∈ V , is a surjective morphism
of G-graded algebras. Because AnnR(V) = 0, we see that φ is injective, hence
an isomorphism.

9.2.8 Corollary

If G is a torsion-free group, then a G-grading of Mn(k) is isomorphic to a
good grading.

Proof Let V be a graded simple module (with respect to the givenG-grading
of Mn(k)). Then (see Section 4.4.) V is a simple R-module, and the result
follows from Theorem 9.2.7

9.2.9 Corollary

Let R be the algebra Mn(k) endowed with a G-grading such that the element
Ei,j is homogeneous for some i, j ∈ {1, . . . , n}. Then there exists an isomor-
phism of graded algebras R ∼= S, where S is Mn(k) endowed with a good
grading.

Proof Since Ei,j is a homogeneous element, then V = REi,j is a G-graded
R-submodule of R. Clearly V is the set of the matrices with zero entries
outside the jth column, so V is a simple R-module, and we apply Theorem
9.2.7.

9.2.10 Example

There exist gradings isomorphic to good gradings, but where no Ei,j is homo-
geneous. Let R be the C2-graded algebra from Example 9.2.6 and S = Mn(k)
with the grading

Se =






(
2a− b −2a+ 2b
a− b −a+ 2b

)

a, b ∈ k






,

Sg =






(
a− 2b −a+ 4b
a− b −a+ 2b

)

a, b ∈ k






.
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Then the map

f : R→ S, f

((
a b
c d

))

=
(

2a+ c− 2b− d −2a− c+ 4b+ 2d
a+ c− b− d −a− c+ 2b+ 2d

)

.

is an isomorphism of C2-graded algebras. However, none of the elements Ei,j
is homogeneous in S.

We will describe now the good G-gradings making Mn(k) a strongly graded
(respectively a crossed-product) algebra.

9.2.11 Proposition

Let us consider the algebra End(V) ∼= Mn(k) with a good G-grading such
that deg(Ei,i+1) = hi for 1 ≤ i ≤ n − 1, where V =

⊕
g∈G Vg is a graded

vector space. The following assertions are equivalent :

i. Mn(k) is a strongly graded algebra

ii. Vg �= 0 for any g ∈ G

iii. All elements of G appear in the sequence e, h1, h1h2, . . . , h1h2 · · ·hn−1.

Proof We recall that V is an object of gr − k, where k is viewed as a G-
graded algebra with the trivial grading. Then END(V) = End(V) is strongly
graded if and only if V weakly divides (σ)V for any σ ∈ G. This means that
V is isomorphic to a graded submodule of a finite direct sum of copies of (σ)V
in gr−k, and it is clearly equivalent to Vg �= 0 for any g ∈ G. If g1, . . . , gn are
the degrees of the elements of the basis of V which induces the isomorphism
End(V) ∼= Mn(k), then

h1 = g1g
−1
2 , h2 = g2g

−1
3 , . . . , hn−1 = gn−1g

−1
n , thus

g2 = h−1
1 g1, g3 = h−1

2 h−1
1 g1, . . . , gn = h−1

n−1h
−1
n−2 · · ·h−1

1 g1.

Then Vg �= 0 for any g ∈ G if and only if all the elements of G appear in the
sequence g1, g2, . . . , gn. Since

g2 = h−1
1 g1, g3 = h−1

2 h−1
1 g1, . . . , gn = h−1

n−1h
−1
n−2 · · ·h−1

1 g1

this is equivalent to iii) in the statement.

9.2.12 Corollary

If Mn(k) has a good G-grading making it a strongly graded algebra, then
|G| ≤ n.
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9.2.13 Corollary

Let |G| = m ≤ n. Then the number of good gradings on Mn(k) making it a

strongly graded algebra ismn−1+(m−1)n−1−∑i=1,m−1(−1)i+1

(
m
i

)

(m−

i)n−1 −∑i=1,m−2(−1)i+1

(
m− 1
i

)

(m− i− 1)n−1.

Proof Let x1 = h1, x2 = h1h2, . . . , xn−1 = h1h2 · · ·hn−1. Clearly the (n −
1)-tuples (h1, h2, . . . , hn−1) and (x1, x2, . . . , xn−1) uniquely determine each
other, so we have to count the number of maps f : {1, 2, . . . , n − 1} → G
such that G − {e} ⊆ �(f). This is N1 + N2, where N1 (respectively N2) is
the number of surjective maps f : {1, 2, . . . , n − 1} → G − {e} (respectively
f : {1, 2, . . . , n− 1} → G). A classical combinatorial fact shows that

N1 = mn−1 −
∑

i=1,m−1

(−1)i+1

(
m
i

)

and

N2 = (m− 1)n−1 −
∑

i=1,m−2

(−1)i+1

(
m− 1
i

)

(m− i− 1)n−1

9.2.14 Proposition

Let End(V) ∼= Mn(k) with a good G-grading, where V =
⊕

g∈G Vg is a graded
vector space. The following assertions are equivalent :

i. Mn(k) is a crossed product

ii. dim(V ) = |G| · dim(Vg) for any g ∈ G
iii. dim(Mn(k)e) · |G| = n2.

Proof END(V) = End(V) is a crossed product if and only if End(V)σ =
Homk−gr(V, (σ)V) contains an invertible element for any σ ∈ G, which means
that V ∼= (σ)V as k-graded modules. This is equivalent to dim(Vg) =
dim(Vσg) for all σ, g ∈ G, which is just ii. Thus i.⇔ii.

Clearly i.⇒iii. Suppose now that iii. holds. As End(V)e = Endk−gr(V) =⊕
g∈G End(Vg), we find dim(End(V)e) =

∑
g∈G(dim(Vg))2. Then

|G|
∑

g∈G
(dim(Vg))2 = n2 =




∑

g∈G
dim(Vg)





2

and the Cauchy-Schwarz inequality shows that all dim(Vg), g ∈ G must be
equal. Thus dim(V ) = |G| · dim(Vg) for any g ∈ G.
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9.2.15 Corollary

Any two crossed product structures on Mn(k) which are good G-gradings, are
isomorphic as graded algebras.

Proof The two graded algebras are isomorphic to End(V), respectively
End(W), where dim(Vg) = dim(Wg) = n

|G| for any g ∈ G. Therefore V ∼= W

as k-graded modules, and this shows that End(V) ∼= End(W) as graded alge-
bras.

As examples, we give a description of all good C2-gradings on M2(k) and
all good C2-gradings on M3(k).

9.2.16 Example

Let R = M2(k), k an arbitrary field. Then a good C2-grading of R is of one
of the following two types :

i. The trivial grading, Re = M2(k), Rg = 0;

ii. Re =
(
k 0
0 k

)

, Rg =
(

0 k
k 0

)

9.2.17 Example

Let R = M3(k), k an arbitrary field. Then a good C2-grading of R is of one
of the following types :

(i) The trivial grading, Re = M2(k), Rg = 0;

(ii) Re =




k k 0
k k 0
0 0 k



 , Rg =




0 0 k
0 0 k
k k 0





(iii) Re =




k 0 0
0 k k
0 k k



 , Rg =




0 k k
k 0 0
k 0 0



 ;

(iv) Re =




k 0 k
0 k 0
k 0 k



 , Rg =




0 k 0
k 0 k
0 k 0





Using Proposition 9.2.11 and Proposition 9.2.14, we see that the examples (ii),
(iii) and (iv) are strongly graded rings, but they are not crossed products.

Our aim is to classify the isomorphism classes of good G-gradings.
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9.2.18 Theorem

Let V andW be finite dimensionalG-graded k-vector spaces. Then the graded
algebras END(V ) and END(W ) are isomorphic if and only if there exists
σ ∈ G such that W � V (σ).

Proof Let v1, . . . , vm be a basis of V consisting of homogeneous elements,
say of degrees g1, . . . , gm. For any 1 ≤ i, j ≤ m define Fij ∈ END(V) by
Fij(vt) = δt,jvi. Then Fij is a homogeneous element of degree gig

−1
j of

END(V), the set (Fij)1≤i,j≤m is a basis of END(V), and FijFrs = δj,rFis
for any i, j, r, s. In particular (Fii)1≤i≤m is a complete system of orthogo-
nal idempotents of END(V). Let u : END(V) → END(W) be an isomor-
phism of G-graded algebras, and define F ′

ij = u(Fij) for any 1 ≤ i, j ≤ m.
Denote Qi = Im(F ′

ii), which is a graded vector subspace of W . Since
(F ′
ii)1≤i≤m is a complete system of orthogonal idempotents of END(W), we

have that W = ⊕1≤i≤mQi and F ′
ii acts as identity on Qi for any i. Com-

bined with the relation F ′
ijF

′
ji = F ′

ii, this shows that F ′
ij induces an iso-

morphism of degree gig−1
j from Qi to Qj. In particular Qj � (g1g−1

j )Q1

in gr − k for any j. We obtain that W � ⊕1≤j≤m(g1g−1
j )Q1, showing

that Q1 has dimension 1. Repeating this argument for the identity iso-
morphism from END(V) to END(V), and denoting by R1 = Im(F11), we
obtain that V = ⊕1≤j≤m(g1g−1

j )R1. Since Q1 and R1 are graded vector
spaces of dimension 1, we have that Q1 � R1(σ) for some σ ∈ G. Hence
W � ⊕1≤j≤m(g1g−1

j )Q1 � ⊕1≤j≤m(g1g−1
j )(R1(σ)) � V (σ). Conversely, it is

easy to see that END(V) � END(V(σ)) as G-graded algebras.

The previous theorem may be used to classify all good G-gradings on the
matrix algebra Mm(k). Indeed, any such grading is of the form END(V) for
some G-graded vector space V of dimension m. To such a V we associate
an m-tuple (g1, . . . , gm) ∈ Gm consisting of the degrees of the elements in
a homogeneous basis of V . Conversely, to any such a m-tuple, associate a
G-graded vector space of dimension m. Obviously, the G-graded vector space
associated to a m-tuple coincides with the one associated to a permutation of
the m-tuple. In fact Theorem 9.2.18 may be reformulated in terms ofm-tuples
as follows. If V and W are G-graded vector spaces of dimension m associated
to the m-tuples (g1, . . . , gm) and (h1, . . . , hm), then END(V) � END(W) as
G-graded algebras if and only if there exist σ ∈ G and π a permutation of
{1, . . . ,m} such that hi = gπ(i)σ for any 1 ≤ i ≤ m. We have established the
following.

9.2.19 Corollary

The good G-gradings of Mm(k) are classified by the orbits of the biaction of
the symmetric group Sm (from the left) and G (by translation from the right)
on the set Gm.
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In the particular case where G = Cn =< c >, a cyclic group with n
elements, we are able to count the orbits of this biaction. Let Fn,m be the set
of all n-tuples (k0, k1, . . . , kn−1) of non-negative integers with the property
that k0 +k1 + . . .+kn−1 = m. It is a well-known combinatorial fact that Fn,m
has
(
m+n−1
n−1

)
elements. To any element (g1, . . . , gm) ∈ Gm we can associate an

element (k0, k1, . . . , kn−1) ∈ Fn,m such that ki is the number of appearances
of the element ci in the m-tuple (g1, . . . , gm) for any 1 ≤ i ≤ n. By Corollary
9.2.19 we see that the number of orbits of the (Sm, G)-biaction on Gm is
exactly the number of orbits of the left action by permutations of the subgroup
H =< τ > of Sn on the set Fn,m, where τ is the cyclic permutation (1 2 . . . n).
This number of orbits is the one we will effectively compute.
If α = (k0, k1, . . . , kn−1) ∈ Fn,m and d is a positive divisor of n, then τdα = α
if and only if ki+d = ki for any 0 ≤ i ≤ n − 1 − d, i.e. the first d positions
of α repeat n

d times. In particular we must have that n
d divides m. For any

such d, let us denote by Ad the set of all α ∈ Fn,m stabilized by τd. Since for
α ∈ Ad we have that k0 + k1 + . . .+ kd−1 = md

n , we see that Ad has
(md

n +d−1
d−1

)

elements.
Let D(n,m) be the set of all positive divisors d of n with the property that
n/d divides m. If d1, d2 ∈ D(n,m), then (d1, d2) ∈ D(n,m). Indeed, since n
divides d1m and d2m, then n also divides (d1m, d2m) = (d1, d2)m, therefore
(d1, d2) ∈ D(n,m). It follows that D(n,m) is a lattice with the order given
by divisibility. For any d ∈ D(n,m) we denote by D(n,m, d) the set of
all elements d′ of D(n,m) which divide d, and by D0(n,m, d) the set of all
maximal elements of D(n,m, d). The following is immediate.

9.2.20 Lemma

For any d1, d2 ∈ D(n,m) we have that Ad1 ∩Ad2 = A(d1,d2).

The following provides a description of the elements with the orbit of
length d.

9.2.21 Lemma

For any d ∈ D(n,m) denote by Bd the set of all the elements of Fn,m having
the orbit of length d. Then

Bd = Ad −
⋃

d′∈D(n,m,d)

Ad′ = Ad −
⋃

d∈D0(n,m,d)

Ad′

Proof The orbit of an element α has length d if and only if the stabilizer
of α is a subgroup with n

d elements of H , thus equal to < τd >. The result
follows now from the definition of Ad.
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9.2.22 Corollary

Let d ∈ D(n,m) and p1, . . . , ps all the distinct prime divisors of d such that
d
p1
, . . . , dps

∈ D(n,m). Then

|Bd| = |Ad|+
∑

1≤t≤s

∑

1≤i1<...<it≤s
(−1)t|A d

pi1 ...pit

|

and this is known taking into account the fact that for any d′ we have that
|Ad′ | =

(md′
n +d′−1
d′−1

)
.

Proof We have that D0(n,m, d) = { dp1 , . . . , dps
}. The result follows now

from Lemma 9.2.21 and by applying the principle of inclusion and exclusion.

9.2.23 Theorem

The number of isomorphism types of good Cn-gradings of the algebra Mm(k)
is

∑

d∈D(n,m)

1
d
|Bd| =

∑

d∈D(n,m)

1
d
(|Ad| − |

⋃

d′∈D0(n,m,d)

Ad′ |)

Proof The number of isomorphism types of the good gradings is the number
of orbits of the action of H on Fn,m. We have seen that if the orbit of an
element α ∈ Fn,m has length d, then necessarily d ∈ D(n,m). The result
follows since the number of orbits of length d is 1

d |Bd|.

9.2.24 Example

Let n = pr with prime p and let m be a positive integer. We define q by q = r
in the case where n divides m, or q is the exponent of p in m in the case where
n does not divide m. Then D(n,m) = {pi|r − q ≤ i ≤ r} and the number of
isomorphism types of good Cn-gradings on Mm(k) is

1
pr−q

(m
pq + pr−q − 1
pr−q − 1

)

+
∑

r−q<i≤r

1
pi

(
( m
pr−i + pi − 1

pi − 1

)

−
( m
pr−i−1 + pi−1 − 1

pi−1 − 1

)

)

In particular, if n = p, then the number of isomorphism types of good Cp-
gradings on Mm(k) is 1 + 1

p (
(
m+p−1
p−1

) − 1) if p divides m, and 1
p

(
m+p−1
p−1

)
if p

does not divide m.

Over an algebraically closed field, any grading by a cyclic group on a
matrix algebra is isomorphic to a good grading.
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9.2.25 Theorem

Let k be an algebraically closed field and m,n positive integers. Then any
Cn-grading of the matrix algebra Mm(k) is isomorphic to a good grading.

Proof Let R = Mm(k) be the matrix algebra endowed with a certain Cn-
grading, and pick Σ ∈ R-gr a graded simple module. Then ∆ = EndR(Σ) =
ENDR(Σ) is a Cn-graded algebra. Moreover, ∆ is a crossed product when
regarded as an algebra graded by the support of the Cn-grading of ∆. The
support is clearly a subgroup since it consists of all elements g for which Σ
and Σ(g) are isomorphic. Thus ∆ � ∆e#σH for a cyclic group H and a
cocycle σ. On the other hand ∆e = EndR-gr(Σ) is a finite field extension of
k, so ∆e = k. Hence ∆ is a crossed product of ∆e, which is central in ∆, and
the cyclic group H , so ∆ is commutative.
Since R is a semisimple algebra with precisely one isomorphism type of simple
module, say S, we have that Σ � Sp as R-modules for some positive integer
p. But then ∆ � EndR(Sp) �Mp(k), and the commutativity of ∆ shows that
p must be 1. Then Σ � S, so there exists a graded R-module which is simple
as an R-module. By Theorem 9.2.7, the grading is isomorphic to a good one.

9.3 Gradings over cyclic groups

Let n be a positive integer and Cn =< c > the cyclic group of order n.
We assume that a primitive nth root of unity ξ exists in k (in particular this
implies that the characteristic of k does not divide n).

9.3.1 Theorem

Let A = Mm(k), where k is a field containing a primitive nth root of unity ξ.
Then a Cn-grading of k-algebra A is of the form Aci = { D + ξ−iXDX−1 +
ξ−2iX2DX−2 + . . . + ξ−(n−1)iXn−1DX−n+1 | D ∈ Mm(k) } where X ∈
GLn(k) is such that Xn ∈ kIm. For any such matrix X we will denote by
A(X) the algebra A endowed with the grading induced by X .

Proof Let A = ⊕i∈ZnAci be a Cn-grading of A = Mm(k). Define the map
Ψ : A→ A by Ψ(D) =

∑
i∈Zn

ξiDci for any D ∈ A. We obviously have that
Ψ is a linear map. Moreover, for any D,B ∈ A we have that

Ψ(D)Ψ(B) = (
∑

i∈Zn

ξiDci)(
∑

j∈Zn

ξjBcj )

=
∑

i,j∈Zn

ξi+jDciBcj
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=
∑

s∈Zn

∑

i+j=s

ξsDciBcj

=
∑

s∈Zn

ξs(DB)cs

= Ψ(DB)

showing that Ψ is an algebra morphism. Moreover, for any j we have that
Ψj(D) =

∑
i∈Zn

ξjiDci for any D ∈ A. In particular Ψn = Id, and Ψ is an
algebra automorphism of R. By the Skolem-Noether Theorem, an algebra
automorphism Ψ of Mm(k) is of the form Ψ(D) = XDX−1 for any D ∈
Mm(k), where X ∈ GLm(k). In order to have Ψn = Id, we must impose
the condition Xn ∈ Z(Mm(k)) = kIm, Im the identity matrix. It is possible
to recover the grading from the automorphism Ψ. Indeed, let j ∈ Zn, and
D ∈ A. Multiply the equations

D =
∑

i∈Zn

Dci , Ψ(D) =
∑

i∈Zn

ξiDci, . . . ,Ψn−1(D) =
∑

i∈Zn

ξ(n−1)iDci

by 1, ξ−j, ξ−2j , . . . , ξ−(n−1)j respectively, and then add the obtained equa-
tions. We find that

D + ξ−jΨ(D) + . . .+ ξ−(n−1)jΨn−1(D) = nDcj

therefore

Dcj =
1
n

(D + ξ−jΨ(D) + . . .+ ξ−(n−1)jΨn−1(D))

=
1
n

(D + ξ−iXDX−1 + ξ−2iX2DX−2 + . . .+ ξ−(n−1)iXn−1DX−n+1)

9.3.2 Remark

The proof of Theorem 9.3.1 shows that for any D ∈Mm(k), the homogeneous
components of D in the grading defined by the matrix X as in the statement
are

Dci =
1
n

(D + ξ−iXDX−1 + ξ−2iX2DX−2 + . . .+ ξ−(n−1)iXn−1DX−n+1)

for any 0 ≤ i ≤ n− 1.

If the characteristic of k divides n, we can not proceed in the same way for
describing Cm-gradings of Mm(k) since n is not invertible in A. Nevertheless,
we are able to produce an example of a Cp-grading of Mp(Zp) which is not a
good grading.
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9.3.3 Proposition

Let p ≥ 3 be a prime number, A = Mp(Zp) and a, b ∈ A, a = (ai,j)1≤i,j≤p,
b = (bi,j)1≤i,j≤p, where

ai,j = δi+1,j + δi,p(−δj,1 + δj,2), for all 1 ≤ i, j ≤ p

bi,j =
(
i− 1
j − 1

)

, for all 1 ≤ i, j ≤ p

(δi,j denotes Kronecker’s delta). Then K = Zp[a] is a field, the sum
∑p−1

i=0 Kb
i

is direct and
A = K ⊕Kb⊕ · · · ⊕Kbp−1

is a Cp-graded division ring structure on A. In particular, this grading is not
isomorphic to a good grading.

Proof Let P (X) = Xp − X + 1 ∈ Zp[X ]. It is well known that P is
irreducible and it is the minimal polynomial of a, which is written in the
Jordan canonical form. So, K = Zp[a] is a field and it has pp elements. The
matrix b has zero entries above the diagonal and bi,i = 1, for i = 1, p, thus
the minimal polynomial of b is (X − 1)p = Xp − 1, and b is invertible. An
easy computation shows that

ab = b(a+ Ip),

so Kb = bK and b /∈ K. Now everything follows if we show that the sum

K +Kb+ · · ·+Kbp−1

is direct. We prove by induction that for any 0 ≤ j ≤p − 1, (αi)i=0,j ⊆ K
such that

∑
0≤i≤j αi(2b)

i = 0, we have αi = 0, for every 0 ≤ i ≤ j.
If j = 0, there is nothing to prove.
If j = 1 and

α0 + α1(2b) = 0

then α1(2b) = −α0. If α1 �= 0, then α1 is invertible and b = −2−1α−1
1 α0.

That means that b ∈ K a contradiction. So α1 = 0 implying α0 = 0.
If 1 < j < p− 1 and

j+1∑

i=0

αi(2b)i = 0, (9.1)

then multiplying this relation by 2b,(2b)2, . . . , (2b)p−1 and adding them, we
obtain (

j+1∑

i=0

αi

)
(
Ip + (2b) + · · ·+ (2b)p−1

)
= 0.
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Because 1 + 2b+ · · ·+ (2b)p−1 �= 0 and
∑j+1

i=0 αi ∈ K we obtain

j+1∑

i=0

αi = 0. (9.2)

Substracting (9.2) from (9.1) we get

j+1∑

i=0

αi((2b)i − Ip) = 0

and since 2b− 1 is invertible

j+1∑

i=0

αi((2b)i−1 + · · ·+ Ip) = 0,

which means that

j+1∑

i=1

αi +

(
j+1∑

i=2

αi

)

(2b) + · · ·+ αj+1(2b)j = 0

and αj+1 = 0 by the induction hypothesis αj+1 = 0. Now (9.1) yields αi = 0
for every i = 0, j + 1.
Finally we note that a good Cp-grading on Mp(k) cannot be a graded divi-
sion ring, since the elements Ei,j are homogeneous, but not invertible. This
establishes that the grading is not isomorphic to a good grading.

9.3.4 Remark

We can also produce a C2-graded division ring structure on M2(Z2). Indeed,

let A = M2(Z2), and the matrices D =
(

1 1
1 0

)

and B =
(

1 1
0 1

)

. Then

Ae = {0, I2, D,D2} and Ac = {0, B,DB,BD} define a C2-grading on A.
Moreover, this clearly defines a gr-skewfield structure.

If k is a field of characteristic p > 0, since Mp(k) � k ⊗Zp Mp(Zp), the
Cp-grading of Mp(Zp) defined in Proposition 9.3.3 and Remark 9.3.4 extends
to a Cp-grading of Mp(k), which is not a good grading.

9.3.5 Remark

We can obtain other graded division ring structures on matrix rings in the
following way. Let A = Mn(k), and S ∈ A-mod the (unique) type of simple
A-module. Assume that A has a G-grading such that S is not gradable. Then
let Σ be a graded simple A-module. Since A is simple Artinian and Σ is finite
dimensional, we have Σ � St as A-modules, for some integer t. Since S is not
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gradable, we have t > 1. Then Mt(k) � EndR(St) � EndA(Σ) = ENDA(Σ).
Since Σ is a simple object in the category A-gr, then so is Σ(σ) for any σ ∈ G.
Thus any element of ENDA(Σ)σ is either zero or invertible, hence ENDA(Σ)
is a gr-skewfield. This transfers to a gr-skewfield structure on Mt(k).

The following will be useful for the classification of gradings by cyclic
groups.

9.3.6 Proposition

If X, Y ∈ GLm(k) with Xn, Y n ∈ kIm, then A(X) is isomorphic to A(Y )
as Cn-graded algebras if and only if there exist T ∈ GLm(k) and λ ∈ k such
that X = λT−1Y T . In particular, A(X) � A(JX), where JX is the Jordan
form of the matrix X .

Proof We have that A(X) � A(Y ) as Cn-graded algebras if and only
if they are isomorphic as left kCn-module algebras. But this is equiva-
lent to the existence of an algebra isomorphism f : A(X) → A(Y ) with
f(XBX−1) = Y f(B)Y −1 for any B ∈ Mm(k). By the Skolem-Noether
Theorem an automorphism f of Mm(k) is of the form f(B) = TBT−1 for
any B ∈ Mm(k), where T ∈ GLm(k). Thus, the condition on f becomes
TXBX−1T−1 = Y TBT−1Y −1 for any B ∈ Mm(k), which is equivalent to
T−1Y −1TX ∈ kIm.

9.3.7 Theorem

(i) If X =







α1 0 . . . 0
0 α2 . . . 0
. . . . . . . . . . . .
0 0 . . . αm





 with αni = 1 for all i = 1, . . . ,m, then

A(X) is a good grading.
(ii)Any good grading is isomorphic to a grading A(X) for a diagonal matrix

X =







α1 0 . . . 0
0 α2 . . . 0
. . . . . . . . . . . .
0 0 . . . αm





 with αni = 1 for all i = 1, . . . ,m.

Proof (i) By Remark 9.3.2, a matrix in A(X)cs is of the form

Bcs =
1
n

(B + ξ−sXBX−1 + ξ−2sX2BX−2 + . . .+ ξ−(n−1)sXn−1BX−n+1)

for a matrix B ∈Mm(k), B = (bij)1≤i,j≤n. The element on the position (i, j)
in the matrix Bcs is

βij =
1
n

(bij + ξ−sαibijα−1
j + ξ−2sα2

i bijα
−2
j + . . .+ ξ−(n−1)sαn−1

i bijα
−n+1
j )
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=
bij
n

[1 + ξ−sαiα−1
j + (ξ−sαiα−1

j )2 + . . .+ (ξ−sαiα−1
j )n−1]

=
bij
n
P (ξ−sαiα−1

j )

where P (t) = 1 + t + t2 + . . . + tn−1. If P (ξ−sαiα−1
j ) = 0, then obviously

βij = 0. If P (ξ−sαiα−1
j ) �= 0, then βij ranges over the elements of k when

bij does. Since ξ−sαiα−1
j is an n-th root of unity, we obtain that βij �= 0 if

and only if ξ−sαiα−1
j = 1. In order to prove that A(X) is a good grading,

we have to establish for any pair (i, j) ∈ {1, . . . ,m} × {1, . . . ,m} that there
exists a unique s ∈ {1, . . . , n − 1} such that ξ−sαiα−1

j = 1, or, equivalently,
αiα

−1
j = ξs. This is true because ξ is a primitive n-th root of unity and αiα−1

j

is a root of unity. Thus, for any pair (i, j) there exists a unique s such that
P (ξ−sαiα−1

j ) �= 0. Now, taking bij = nP (ξ−sαiα−1
j )−1 and brl = 0 for any

(r, l) �= (i, j) we obtain that the matrix Eij ∈ A(X)cs , so A(X) is a good
grading.
(ii) A good grading is obtained by assigning some degrees to the matrices
E12, E23,. . . , Em−1,m (by Proposition 9.2.3). Thus, for given s1, s2,..., sm−1

with deg(Ei,i+1) = si, 1 ≤ i ≤ m − 1, we have to find a diagonal matrix

X =







α1 0 . . . 0
0 α2 . . . 0
. . . . . . . . . . . .
0 0 . . . αm





 with αni = 1, 1 ≤ i ≤ m, such that A(X) is

isomorphic to the initial good grading. We know from the proof of (i) that
for any 1 ≤ i ≤ m− 1, Ei,i+1 ∈ A(X)csi if and only if ξ−siαiα

−1
i+1 = 1, where

A(X)csi is the homogeneous part of degree csi of the grading A(X). This
is equivalent to αi = ξsiαi+1 for any 1 ≤ i ≤ m − 1. Taking, for example,
αm = 1, αm−1 = ξsm−1 , αm−2 = ξsm−2+sm−1 ,..., α1 = ξs1+s2+...sm−1 we ob-
tain a diagonal matrix X which satisfies the desired condition.

As an application we obtain the following.

9.3.8 Corollary

If k is an algebraically closed field such that char(k) does not divide n, then
any Cn-grading on Mm(k) is isomorphic to a good grading.

Proof The result follows immediately from the Theorem 9.3.7, since a poly-
nomial of the form Xn − a, a ∈ k − {0}, has only simple roots, therefore a
matrix X ∈ GLm(k) such that Xn ∈ kIm has a diagonal Jordan form.

Now, the good Cn-gradings on Mm(k) can be classified by the following.
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9.3.9 Proposition

If X =







α1 0 . . . 0
0 α2 . . . 0
. . . . . . . . . . . .
0 0 . . . αm





 and Y =







β1 0 . . . 0
0 β2 . . . 0
. . . . . . . . . . . .
0 0 . . . βm





 such that

αni = βni = 1 for all i = 1, . . . ,m, then A(X) � A(Y ) if and only if there exists
an n-th root of unity λ such that the m-tuple (β1, . . . , βm) is a permutation
of the m-tuple (λα1, . . . , λαm).

Proof By Proposition 9.3.6 we have that A(X) � A(Y ) if and only if there
exists T ∈ GLm(k) and λ ∈ k such that X = λT−1Y T . But this is equivalent
to the fact that the matrices λ−1X and Y have the same Jordan form, and
then (β1, . . . , βm) can be obtained by a permutation from (λα1, . . . , λαm).
The condition βi = λαj implies that λ is an n-th root of unity.

Let us consider the situation where n = p, a prime number. We determine
all the isomorphism types of Cp-gradings on Mm(k) and we count them.

9.3.10 Proposition

If p divides m then any Cp-graded algebra structure on Mm(k) is isomorphic
to A(X), where X is a matrix of one of the following two types.

(i) X =







α1 0 . . . 0
0 α2 . . . 0
. . . . . . . . . . . .
0 0 . . . αm





 with αpi = 1 for any 1 ≤ i ≤ m.

(ii) X = Ya, for some a ∈ k which is not a p-th power in k, where Ya is the

matrix consisting of m
p blocks of the form







0 1 . . . 0
. . . . . . . . . . . .
0 0 . . . 1
a 0 . . . 0





 along the

diagonal, and 0 elsewhere.

Proof We know from Theorem 9.3.1 that a Cp-graded algebra structure on
Mm(k) is of the form A(X) for a matrix X ∈ GLm(k) with Xp − aIm = 0
for some non-zero a ∈ k. We also know that A(X) � A(JX) where JX is the
Jordan form of the matrix X . There are two possibilities.
(i) If a is a p-th power in k, then the polynomial tp − a has p simple roots

in k, and then JX =







α1 0 . . . 0
0 α2 . . . 0
. . . . . . . . . . . .
0 0 . . . αm





 for some p-th roots of unity

α1, . . . , αm. Moreover, A(JX) � A(a−
1
p JX), and A(a−

1
p JX) is a diagonal

matrix with diagonal entries p-th roots of unity.
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(ii) If a is not a p-th power in k, then the polynomial tp − a is irreducible
over k, and then tp − a is the minimal polynomial of X , which implies that
JX = Ya.

9.3.11 Proposition

If p does not divide m, then any Cp-grading on Mm(k) is isomorphic to a
good grading.

Proof Let A(X) be a Cp-graded algebra structure on Mm(k), where Xp −
aIm = 0 for some non-zero a ∈ k. Then (det X)p = am. Since p and m
are relatively prime there exist integers u, v such that up + vm = 1. Then
a = aup+vm = aup(det X)vp = (au(det X)v)p, so a is a p-th power in k, and
the proof ends as in case (i) of Proposition 9.3.10.

Recall by Example 9.2.24 that the number of all isomorphism types of
good Cp-gradings on Mm(k) is
(i) 1 + 1

p (
(
m+p−1
p−1

)− 1) if p divides m,
(ii) 1

p

(
m+p−1
p−1

)
if p does not divide m.

If we require now one more condition on k then we can classify all the Cp-
gradings on Mm(k). The good gradings (type (i)) have been already classified
by Proposition 9.3.9. Regarding the gradings which are not good (type (ii)),
we have the following.

9.3.12 Proposition

If p divides m and k contains a primitive m-th root of unity η, then for any
a, b which are not p-th powers in k, we have that A(Ya) � A(Yb) if and only
if a

b is a p-th power in k.

Proof Suppose that A(Ya) � A(Yb). Then, by Proposition 9.3.6, there
exist T ∈ GLm(k) and λ ∈ k such that Ya = λT−1YbT . This implies
det Ya = λmdet Yb. Since det Ya = ((−1)p+1a)

m
p we obtain that (ab )

m/p =
λm = (λp)m/p, so a

b = ωλp for some (m/p)-th root of unity ω. Since η
is a primitive m-th root of unity, ηp is a primitive (m/p)-th root of unity,
so ω = (ηp)s for some integer s. We obtain that a

b = (ηsλ)p. Conversely,
if a

b = λp for some λ ∈ k, let T ∈ GLm(k) be the matrix having on

the main diagonal m
p blocks of the form







1 0 . . . 0
0 λ−1 . . . 0
. . . . . . . . . . . .
0 0 . . . λ−p+1





. Then

Ya = λT−1YbT , so A(Ya) � A(Yb).
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The classification of the Cp-graded algebra structures on Mm(k) may be
now stated as follows.

9.3.13 Theorem

Let k be a field which contains a primitive m-th root of 1. Then the isomor-
phism types of Cp-graded algebra structures on the matrix algebra Mm(k)
are classified as follows.
(i) If p does not divide m, then there exist 1

p

(
m+p−1
p−1

)
isomorphism types, all

of them being good gradings.
(ii) If p divides m, then there exist 1 + 1

p (
(
m+p−1
p−1

)− 1) isomorphism types of
good gradings, and |k∗/(k∗)p|−1 isomorphism types of non-good gradings, the
last ones being the A(Ya)’s, where a ranges over a system of representatives
of the non-trivial (k∗)p-cosets of k∗.

Let us consider the particular case where m = p = 2.

9.3.14 Corollary

Let k be a field with char(k) �= 2. Then the (different) isomorphism types of
C2-graded algebra structures on M2(k) are the following.
i) The trivial grading Ae = M2(k), Ac = 0;

ii) The good grading Ae =
(
k 0
0 k

)

, Ac =
(

0 k
k 0

)

iii) The graded algebra A(a) = M2(k), with

A(a)e = {
(

u v
av u

)

| u, v ∈ k}, A(a)c = {
(

u v
−av −u

)

| u, v ∈ k}

where a ranges over a system of representatives of the (k∗)2-cosets of k∗ dif-
ferent from (k∗)2.

For example, over the field C of complex numbers, there exist two isomor-
phism types of C2-gradings of M2(k), namely the two good gradings. Over the
field R of real numbers, there exist three isomorphism types of C2-gradings,
the two good gradings and the grading corresponding to the negatives if we
look to R∗/(R∗)2. More precisely, this third grading is A(−1), where

A(−1)e = {
(

u v
−v u

)

| u, v ∈ k}, A(−1)c = {
(
u v
v −u

)

| u, v ∈ k}

Over the field Q of rational numbers there exist two good C2-gradings on
M2(Q), plus (countable) infinitely many non-good gradings.

9.4 C2-gradings of M2(k)

In the previous section we have found all the isomorphism types of C2-gradings
of M2(k), k a field of characteristic different from 2. The purpose of this
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section is to describe all C2-gradings of M2(k). In this section we write C2 =
{e, g}.
We start with the situation where char(k) �= 2.

9.4.1 Theorem

Let k be a field with char(k) �= 2, and R = M2(k). Then a C2-grading of the
k-algebra R is of one of the following three types:
(i)

Re =






(
au+ v bu
cu −au+ v

)

u, v ∈ k






,

Rg =






( − c
2aδ − b

2aγ δ
γ c

2aδ + b
2aγ

)

γ, δ ∈ k






,

where a, b, c ∈ k, a �= 0 and a2 + bc �= 0;
(ii)

Re =






(
v bu
cu v

)

u, v ∈ k






, Rg =






(
γ bδ
−cδ −γ

)

γ, δ ∈ k






,

where b, c ∈ k − {0};
(iii) The trivial grading, Re = M2(k), Rg = 0.

Proof We start by finding all matrices X ∈ M2(k), X �= 0 such that X2 ∈
kI2. Let X =

(
a b
c d

)

. Then X2 = αI2 for some α ∈ k if and only if

a2 + bc = α , d2 + bc = α , b(a+ d) = 0 , c(a+ d) = 0.

If a + d �= 0, then b = c = 0, and a = d. If a + d = 0, then d = −a and

a2 + bc �= 0. Thus there are two types of matrix solutions: X =
(
β 0
0 β

)

,

with β ∈ k−{0}, and X =
(
a b
c −a

)

, with a, b, c ∈ k, a2 + bc �= 0. For the

first type, we obtain the trivial grading, since

Re = {A+XAX−1| A ∈M2(k)} = {2A| A ∈M2(k)} = M2(k).
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Let now X =
(
a b
c −a

)

, with a2 +bc �= 0. If A =
(
x y
z t

)

∈M2(k), then

the homogeneous components of A in the C2-grading associated to X are

Ae =
1
2
(A+XAX−1)

=
1

2(a2 + bc)
(

(2a2 + bc)x+ acy + abz + bct abx+ bcy + b2z − abt
acx+ c2y + bcz − act bcx− acy − abz + (2a2 + bc)t

)

Ag =
1
2
(A−XAX−1)

=
1

2(a2 + bc)
(

bcx− acy − abz − bct −abx+ (2a2 + bc)y − b2z + abt
−acx− c2y + (2a2 + bc)z + act −bcx+ acy + abz + bct

)

We distinguish two possibilities. If a �= 0, put

u = (ax+ cy + bz − at)/2(a2 + bc) , v = (x+ t)/2.

Then A1 =
(
au+ v bu
cu −au+ v

)

, and u, v can take any values in k, since

the matrix
(
a c b −a
1 0 0 1

)

has rank 2. Thus

Re =






(
au+ v bu
cu −au+ v

)

u, v ∈ k






.

On the other hand, putting

γ = (−acx− c2y + (2a2 + bc)z + act)/2(a2 + bc) ,

δ = (−abx+ (2a2 + bc)y − b2z + abt)/2(a2 + bc)

we have

Ag =
( − c

2aδ − b
2aγ δ

γ c
2aδ + b

2aγ

)

and the matrix
( −ac −c2 (2a2 + bc) ac
−ab (2a2 + bc) −b2 ab

)

has rank 2, so

Rg =






( − c
2aδ − b

2aγ δ
γ c

2aδ + b
2aγ

)

γ, δ ∈ k






.
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consequently the grading is of type (i).

If a = 0, then bc �= 0. In this case Ae =
(

v bu
cu v

)

, where u = (cy+ bz)/2bc

and v = (x + t)/2 vary over the set of the elements of k. Then writing γ =

(x−t)/2, δ = (cy−bz)/2bc, we obtain thatAg =






(
γ bδ
−cδ −γ

)

γ, δ ∈ k






,

and this leads to a grading of type (ii).

9.4.2 Corollary

A C2-algebra grading ofM2(k), char(k) �= 2, different from the trivial grading,
stems from a crossed product structure.

Proof It is enough to show that for any grading of type (i) or (ii) Rg
contains an invertible element. But this clearly follows from the fact that
mδ2 + nδγ + pγ2 = 0 for any γ, δ ∈ k if and only if m = n = p = 0.

In the next two propositions we describe which C2-gradings of M2(k) are
isomorphic to a good grading.

9.4.3 Proposition

Let b, c ∈ k − {0}. Then the grading

Re =






(
v bu
cu v

)

u, v ∈ k






,

Rg =






(
γ bδ
−cδ −γ

)

γ, δ ∈ k






of M2(k) is isomorphic to a good grading if and only if bc is a square in k.

Proof Let S = M2(k) with the trivial C2-grading Se =
(
k 0
0 k

)

, Sg =
(

0 k
k 0

)

. If f : S → R is an isomorphism of graded algebras, then there

exists Y ∈ GL2(k) with f(A) = Y AY −1 for any A ∈ S. Let Y =
(
p q
r s

)

.
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Then for A =
(

0 x
y 0

)

∈ Sg we have

f(A) = Y AY −1 =
1

ps− qr
(
qsy − prx −q2y + p2x
s2y − r2x −qsy + prx

)

∈ Rg

and this shows that b(s2y − r2x) + c(−q2y + p2x) = 0 for any x, y ∈ k. Thus
br2 = cp2 and bs2 = cq2. We obtain that bc = ( cpr )2, a square in k.
Conversely, suppose that bc = d2 for some d ∈ k. Let

Y =
(

1 d
2c

− db 1
2

)

∈ GL2(k).

Then for A =
(
x 0
0 y

)

∈ Re we have

Y AY −1 =
(

(x+ y)/2 d(y − x)/2c
d(y − x)/2b (x+ y)/2

)

and for A =
(

0 x
y 0

)

∈ Rg we have

Y AY −1 =
(

(by + 4cx)/4d (−by + 4cx)/4c
(by − 4cx)/4b −(by + 4cx)/4d

)

.

These show that the map f : S → R, f(A) = Y AY −1, is an isomorphism of
graded algebras.

9.4.4 Proposition

Let a, b, c ∈ k such that a �= 0, a2 + bc �= 0. Then the grading

Re =






(
au+ v bu
cu −au+ v

)

u, v ∈ k






,

Rg =






( − c
2aδ − b

2aγ δ
γ c

2aδ + b
2aγ

)

γ, δ ∈ k






is isomorphic to a good grading if and only if a2 + bc is a square in k.

Proof Keeping the notation from the proof of Proposition 9.4.3, suppose
that f : S → R, f(A) = Y AY −1 is an isomorphism of graded algebras. Since
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f

((
0 x
y 0

))

∈ Rg, we find that

qsy − prx = − c

2a
(−q2y + p2x)− b

2a
(s2y − r2x)

= (
c

2a
q2 − b

2a
s2)y − (

c

2a
p2 − b

2a
r2)x

for any x, y ∈ k. In particular

c

2a
q2 − b

2a
s2 = qs or c(

q

s
)2 − 2a(

q

s
)− b = 0.

If bc = 0, then clearly a2 + bc is a square in k. If bc �= 0, then in order to have
roots in k for the equation ct2 − 2at− b = 0, we need a2 + bc to be a square.
Conversely, suppose that a2 + bc is a square in k. We first consider the case
where bc �= 0. Let t1, t2 be the (distinct) roots of the equation ct2− 2at− b =

0, and X =
(
t2 t1
1 1

)

. If f : R → S, f(A) = XAX−1, is the algebra

isomorphism induced by X , then

f

((
0 x
y 0

))

=
1

t1 − t2

(
t1y − t2x −t21y + t22x
y − x −t1y + t2x

)

∈ Sg

and

f

((
x 0
0 y

))

=
1

t1 − t2

(
t2x− t1y b

c (x− y)
x− y −t1x+ t2y

)

∈ Se

showing that f is an isomorphism of graded algebras. If b = c = 0, then

R = S as graded algebras. If c = 0 and b �= 0, then X =
(

1 1
0 − 2a

b

)

induces in a similar way a graded isomorphism between R and S. Similarly
for c �= 0, b = 0, and this ends the proof.

9.4.5 Corollary

If k is an algebraically closed field of characteristic not 2, then any C2-grading

of the algebraM2(k) is isomorphic either to Re =
(
k 0
0 k

)

, Rg =
(

0 k
k 0

)

or to Re = M2(k), Rg = 0.

We turn now to the characteristic 2 case.

9.4.6 Theorem

Let R = M2(k), k a field of characteristic 2. Then a C2-grading of R is of one
of the following two types:
(i) The trivial grading, Re = M2(k), Rg = 0;
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(ii) Re =






(
x β(x + y)

α(x+ y) y

)

x, y ∈ k






,

Rg =






(
αx + βy x

y αx+ βy

)

x, y ∈ k






for some α, β ∈ k.

Proof Let us consider a C2-grading of R. Then for any A,B ∈ R we have

(AB)e = AeBe +AgBg

= AeBe + (A−Ae)(B −Be)
= AB +ABe +AeB

Let φ : R → R, φ(A) = Ae. A straightforward (but tedious) computation
shows that the matrix of φ in the basis E11, E12, E21, E22 is of the form

X =







1 α β 0
β γ 0 β
α 0 γ α
0 α β 1







for some α, β, γ ∈ k (to see this we let A and B run through elements of
the basis in the previously displayed formula). Since φ2 = φ, we must have
X2 = X , implying that either γ = 1, α = β = 0 or γ = 0. In the first case
X = I4, thus φ = Id, and we find the trivial grading. Let now

X =







1 α β 0
β 0 0 β
α 0 0 α
0 α β 1







for α, β ∈ k. If A =
(
a b
c d

)

∈M2(k), then

Ae = φ(A) =
(
a+ bα+ cβ β(a+ d)
α(a+ d) d+ bα+ cβ

)

=
(

x β(x + y)
α(x+ y) y

)

where x = a + bα + cβ, y = d + bα + cβ. Also, if A =
(
a b
c d

)

∈ M2(k),

then

Ag = A−Ae =
(

bα+ cβ b+ aβ + dβ
c+ aα+ dα bα+ cβ

)

=
(
αx+ βy x

y αx + βy

)
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where x = b+ aβ + dβ, y = c+ aα+ dα.

Using Theorem 9.4.6 we obtain the same result for the char(k) = 2 case as
for the char(k) �= 2 case (cf. Corollary 9.4.2), albeit by completely different
methods.

9.4.7 Corollary

If char(k) = 2, then any non-trivial C2-grading of M2(k) is a crossed product.

Proof If α = β = 0, then clearly Rg contains invertible elements. If at least

one of α and β, say α, is non-zero, then
(
α 1
0 α

)

is an invertible element

of Rg.

9.4.8 Proposition

Let char(k) = 2, and R = M2(k) with the grading

Re =






(
x β(x+ y)

α(x + y) y

)

x, y ∈ k






,

Rg =






(
αx+ βy x

y αx + βy

)

x, y ∈ k






Then this grading is isomorphic to a good grading if and only if there exists
t ∈ k such that αt2 + t+ β = 0.

Proof We proceed as in the proof of Proposition 9.4.3. If X =
(
p q
r s

)

is an invertible matrix inducing an isomorphism of graded algebras between
R and M2(k) with the only non-trivial C2-grading, then

β(ps+ rq) = pq

α(ps+ qr) = rs

αp2 + βr2 = pr

αq2 + βs2 = qs.

If α, β �= 0, then p, q, r, s �= 0 (since ps + qr = det(X) �= 0). Then α
(
p
r

)2 +
p
r + β = 0, and we take t = p

r . If α = 0 or β = 0, then clearly there is t ∈ k
such that αt2 + t+ β = 0.
Conversely, suppose that αt2 + t+β = 0 for some t ∈ k. If α �= 0, let t1, t2 ∈ k
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be the (distinct) roots of this equation, and then the matrix X =
(
t1 t2
1 1

)

produces the required isomorphism. If α = 0, we take X =
(

1 β
0 1

)

, which

also induces an isomorphism as desired.

9.4.9 Corollary

If char(k) = 2 and k is algebraically closed, then any C2-grading of M2(k) is
isomorphic to a good grading.

9.5 C2-gradings on M2(k) in characteristic 2

Let k be a field of characteristic 2. We keep the notation C2 = {e, g}. All the
C2-gradings on the algebra M2(k) have been described in Section 9.5. In this
section we classify the isomorphism types of such gradings.
Let A = M2(k). We have seen that a C2-algebra grading of A is of one of the
following two types
(i) The trivial grading: Ae = M2(k), Ag = 0;
(ii) The grading

Ae =






(
x β(x + y)

α(x+ y) y

)

x, y ∈ k






Ag =






(
αx + βy x

y αx+ βy

)

x, y ∈ k






for some α, β ∈ k.
We denote by A(α, β) the C2-grading of A described by (ii).

9.5.1 Lemma

Let α, β, α′, β′ ∈ k. The following assertions are equivalent.
(a) The C2-graded algebras A(α, β) and A(α′, β′) are isomorphic.
(b) There exist u, v, w, t ∈ k such that ut+ vw �= 0 and

β′(ut+ vw) = βu2 + αv2 + uv (9.3)

α′(ut+ vw) = βw2 + αt2 + wt (9.4)

(c) There exist u, v, w, t ∈ k such that ut+ vw �= 0 and

α(ut+ vw) = α′u2 + β′w2 + uw (9.5)

β(ut+ vw) = α′v2 + β′t2 + vt (9.6)
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Proof (b) ⇒ (c) Denote by d = ut+ vw ∈ k. If we add the equation (9.3)
multiplied by w2

d to the equation (9.4) multiplied by u2

d we obtain the equation
(9.5). Similarly, adding the equation (9.3) multiplied by t2

d to the equation
(9.4) multiplied by v2

d we obtain the equation (9.6).
(c) ⇒ (b) The equation (9.3) can be obtained by adding the equation (9.5)
multiplied by v2

d to the equation (9.6) multiplied by u2

d . Finally, if we add
(9.5) multiplied by t2

d to (9.6) multiplied by w2

d we obtain the equation (9.4).
We show now that (a) is equivalent to (b) (and (c)). Any isomorphism of C2-
graded algebras ϕ : A(α, β) → A(α′, β′) is, in particular, an automorphism
of M2(k). Then, by Skolem-Noether Theorem, there exists U ∈ GL2(k) such
that ϕ(X) = UXU−1 for any X ∈ M2(k). Thus, A(α, β) � A(α′, β′) if and

only if there exists U =
(

u v
w t

)

∈ M2(k) with det U = ut+ vw �= 0, such

that
UA(α, β)eU−1 ⊆ A(α′, β′)e (9.7)

and
UA(α, β)gU−1 ⊆ A(α′, β′)g (9.8)

For x, y ∈ k we have

U

(
x β(x+ y)

α(x + y) y

)

U−1 =
1

ut+ vw

(
b11 b12
b21 b22

)

where

b11 = utx+ αvt(x + y) + βuw(x + y) + vwy

b12 = uvx+ αv2(x+ y) + βu2(x+ y) + uvy

b21 = wtx+ αt2(x+ y) + βw2(x+ y) + wty

b22 = vwx+ αvt(x+ y) + βuw(x + y) + uty

Equation (9.7) holds if and only if for any x, y ∈ k there exist x′, y′ ∈ k such
that b11 = x′, b12 = β′(x′ + y′), b21 = α′(x′ + y′), and b22 = y′. This is
equivalent to

β′(b11 + b22) = b12 and α′(b11 + b22) = b21

and these are equivalent to the conditions of (b). Similarly, for x, y ∈ k we
have

U

(
αx+ βy x

y αx + βy

)

U−1 =
1

ut+ vw

(
d11 d12

d21 d22

)

where

d11 = αutx+ βuty + vty + uwx+ αvwx + βvwy

d12 = v2y + u2x

d21 = t2y + w2x

d22 = αutx+ βuty + vty + uwx+ αvwx + βvwy
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Equation (9.8) holds if and only if for any x, y ∈ k there exist x′, y′ ∈ k such
that d11 = α′x′ + β′y′ = d22, d12 = x′ and d21 = y′. Or, equivalently,

α′d12 + β′d21 = d11

for any x, y ∈ k. This is equivalent to the two equations in (c).

9.5.2 Theorem

A(α, β) and A(α′, β′) are isomorphic as C2-graded algebras if and only if there
exists z ∈ k such that z2 + z + αβ + α′β′ = 0.

Proof Assume that A(α, β) � A(α′, β′). Then, by Lemma 9.5.1, there exist
u, v, w, t ∈ k such that ut + vw �= 0 and the conditions (9.3), (9.4), (9.5)
and (9.6) are satisfied. Since ut + vw �= 0 we have either u �= 0 or v �= 0.
Multiplying (9.3) by α and (9.5) by β′ we obtain

αβu2 + α2v2 + αuv = α′β′u2 + β′2w2 + β′uw

or, equivalently,

(αβ + α′β′)u2 + (αv + β′w)2 + u(αv + β′w) = 0

Thus, if u �= 0 then z = αv+β′w
u satisfies z2 + z+αβ+α′β′ = 0. On the other

hand, if we multiply (9.3) by β and (9.6) by β′ we obtain

β2u2 + αβv2 + βuv = α′β′v2 + β′2t2 + β′vt

or, equivalently,

(αβ + α′β′)v2 + (βu+ β′t)2 + v(βu + β′t) = 0

Thus, if v �= 0 then z = βu+β′t
v satisfies z2 + z + αβ + α′β′ = 0.

Conversely, suppose that there exists z ∈ k such that z2 + z +αβ +α′β′ = 0.
Using again Lemma 9.5.1 it is enough to find u, v, w, t ∈ k such that ut+vw �=
0 and (9.3) and (9.4) (or (9.5) and (9.6)) are satisfied. We have the following
cases.

1. α = 0 and α′ = 0. Then we take U =
(

1 β + β′

0 1

)

.

2. α �= 0 and α′ �= 0. Then we take U =
(

1 z
α

0 α
α′

)

. α �= 0 and α′ = 0.

Then we take

U =
(

0 β′
α

1 z
α

)

in the case where β′ �= 0,

U =
(
α 1
1 0

)

in the case where β′ = 0 and β = 0,
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or U =
( z1

β 1
z2
β 1

)

in the case β′ = 0 and β �= 0, where z1 and z2 are

the distinct solutions of the equation z2 + z + αβ = 0.

3. α = 0 and α′ �= 0. Similar to the case 3.

In the following theorem we describe the isomorphism classes of C2-gradings
on M2(k) and classify them.

9.5.3 Theorem

Let k be a field of characteristic 2. A C2-grading of M2(k) is either the trivial
grading Ae = M2(k), Ag = 0, or isomorphic to a grading A(α) given by

Ae =






(
x x+ y

α(x+ y) y

)

x, y ∈ k






Ag =






(
αx+ y x
y αx+ y

)

x, y ∈ k






for some α ∈ k. Moreover, two nontrivial C2-gradings A(α) and A(α′) are
isomorphic if and only if there exists z ∈ k such that α − α′ = z2 + z.
Thus, there is a bijective correspondence between the isomorphism types of
nontrivial C2-gradings and the factor group k/S(k), where S(k) = { z2 + z |
z ∈ k }.

Proof Let us note first that for α, β ∈ k we have A(α, β) � A(αβ, 1) (by
Theorem 9.5.2). Thus, in every isomorphism class we can choose a repre-
sentative of the form A(α, 1) = A(α). Moreover, A(α, 1) � A(α′, 1) if and
only if there exists z ∈ k such that z2 + z + α + α′ = 0, or, equivalently,
α′ − α = z2 + z ∈ S(k).

9.5.4 Corollary

If k is an algebraically closed field of characteristic 2 then there are two iso-
morphism types of C2-gradings on M2(k). More precisely, any C2-grading on
M2(k) is either the trivial grading Ae = M2(k), Ag = 0, or isomorphic to the
grading

Ae =
(
k 0
0 k

)

, Ag =
(

0 k
k 0

)
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Proof Since k is algebraically closed we have that S(k) = k, so by Theo-
rem 9.5.3 we obtain that there exist precisely two isomorphism types of C2-
gradings on M2(k). Since the trivial grading is not isomorphic to the second
grading in the statement, we obtain the result.

9.6 Gradability of modules

In this section we use Clifford theory to prove that if R = ⊕σ∈GRσ is a left
Artinian ring graded by a torsion free group G, then a certain class of R-
modules are gradable. We essentially follow the paper [38], where the results
are given for G � Z.

9.6.1 Theorem

Let R = ⊕σ∈GRσ be a left Artinian ring graded by the torsion free group G.
Then R has finite support.

Proof Since R is a left Artinian ring, R is an object of finite length in R-gr.
Thus in order to show that R has finite support it is enough to prove that for
any graded simple R-module Σ we have sup(Σ) <∞.
Indeed, since Σ is a cyclic left R-module and R has finite length in R-mod,
then so does Σ. Let ∆ = End(RΣ). Clearly Re is a left Artinian ring. By
Theorem 4.2.5 we have |ΩRe(Σ)| = [sup(Σ) : G{Σ}]. Since |ΩRe(Σ)| < ∞,
we also have [sup(Σ) : G{Σ}] < ∞. On the other hand ∆ = ⊕σ∈G{Σ}∆σ.
By Theorem 4.1.4, ∆ is a left Artinian ring. If G{Σ} �= e, then there exists
σ ∈ G{Σ}, σ �= e. Let H =< σ >. Since G is torsion free, we have H � Z.
Clearly ∆H = ⊕h∈H∆h is also a left Artinian ring. On the other hand ∆H is
a crossed product, so ∆H � ∆e[X,x−1, φ]. In particular ∆H is a domain and
∆H is not a left Artinian ring, a contradiction. We conclude that G{Σ} = {e}
and thus sup(Σ) <∞.

9.6.2 Corollary

Let R = ⊕σ∈GRσ be a ring graded by the torsion free group G. Then R is left
Artinian if and only if Re is a left Artinian ring and ReR is finitely generated.

Proof Assume that R is a left Artinian ring. By Theorem 9.6.1, sup(R) <
∞. If σ ∈ sup(R) and X is an Re-submodule of the left Re-module Rσ, we
have thatX = RX∩Rσ. It follows that Rσ is a left Re-module of finite length.
In particular Re is a left Artinian ring and Rσ is a finitely generated left Re-
module. Since R = ⊕σ∈sup(R)Rσ, we obtain that R is finitely generated as a
left Re-module.
Conversely, since Re is a left Artinian ring, then R has finite length as a left
Re-module. Hence ReR is Artinian, and then so is RR.
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9.6.3 Corollary

Assume that R = ⊕σ∈GRσ is a semisimple Artinian ring graded by the torsion
free group G. Then sup(R) < ∞. Moreover, if Re is a simple Artinian ring,
then Rσ = 0 for any σ �= e.

Proof By Theorem 9.6.1 we have sup(R) < ∞. Since R is semisimple
Artinian, we can write RR = L1 ⊕ . . .⊕Ls, where L1, . . . , Ls are gr-maximal
left ideals of R. Using Theorem 4.2.5, since Re is a simple Artinian ring, we
have |ΩRe(Li)| = 1. Since G{Li} = {e} (G is torsion free), we have that
|sup(Li)| = 1. Assume that for some σ ∈ G we have (Li)σ �= 0 and (Li)x = 0
for any x �= σ. If σ �= e, since sup(R) < ∞ then there exists t ≥ 1 such
that Lti = 0. Since J(R) = 0 (the Jacoson radical) we have Li = 0. Thus
we must have σ = e, and then sup(Li) = {e} for any 1 ≤ i ≤ s, therefore
sup(R) = {e}.
We recall that a ring R is called semiprimary if the Jacobson radical J(R) is
nilpotent and R/J(R) is a semisimple Artinian ring.

9.6.4 Proposition

Let R = ⊕σ∈GRσ be a G-graded ring of finite support, where G is a torsion
free group. Assume that R is a semiprimary ring. Then J(R) = Jg(R). If
Re is a local ring (i.e. Re/J(Re) is simple Artinian), then (R/J(R))σ = 0 for
any σ �= e, i.e. R/J(R) = Re/J(Re).

Proof Since sup(R) < ∞, we have Jg(R) ⊆ J(R). On the other hand,
since G is torsion free, we have by Theorem 4.4.4 that if Σ is a graded simple
R-module, then Σ is simple as an R-module, therefore J(R) ⊆ Jg(R). We
conclude that J(R) = Jg(R). If we denote S = R/J(R) = R/Jg(R), then
S is a graded ring which is semisimple Artinian. By Corollary 9.6.3 we have
S = Se.

9.6.5 Theorem

Let R = ⊕σ∈GRσ be a G-graded ring, where G is a torsion free group. Let
M ∈ R-gr such that sup(M) < ∞ and M has finite length in the category
R-gr. Then M is indecomposable in R-gr if and only if it is indecomposable
in R-mod.

Proof
If M is indecomposable, then obviously it is gr-indecomposable. Assume that
M is gr-indecomposable. By Corollary 2.4.5 we have ENDR(M) = EndR(M)
and also ENDR(M) is a graded ring of finite support. If M = ⊕σ∈sup(M)Mσ,
then Mσ is an Re-module of finite length, so M is also an Re-module of finite
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length. This shows that M has finite length as an R-module, and EndR(M)
is a semiprimary ring. Since M is gr-indecomposable, EndR−gr(M) is a local
ring. Now by Proposition 9.6.4 we see that EndR(M) is a local ring, so M is
indecomposable in R-mod.

9.6.6 Corollary

Let R be a left Artinian G-graded ring, G a torsion free group. If M ∈ R-gr
is finitely generated, then M is indecomposable in R-gr if and only if M is
indecomposable in R-mod.

The main result of this section is the following.

9.6.7 Corollary

Let R be a left ArtinianG-graded ring, G is a torsion free group. IfM,N ∈ IR-
gr are two finitely generated and indecomposable in IR-gr. Then M � N(σ)
in R-gr if and only if M � N in R-mod.

Proof The implication ⇒ is clear. Assume that M � N in R-mod. Then
F (M) � F (N) in R-gr where F is the right adjoint of the forgetful functor
U : R-gr → R. But F (M) ∼= ⊕σ∈GM(σ) and F (N) = ⊕σ∈GN(σ). So
⊕σ∈GM(σ) � ⊕σ∈GN(σ). Since M(σ), N(σ) are indecomposable of finite
length, by the Krull-Remak-Schmidt-Azumaya Theorem we have M � N(σ)
for some σ ∈ G.

9.6.8 Theorem

Let R be a left Artinian ring graded by the torsion free groupG. The following
assertions hold.

(i) Every semisimple left R-module is gradable.

(ii) If RM is a gradable finitely generated module, then any direct summand
of M is gradable.

(iii) Every projective left R-module is gradable.

(iv) Every injective left R-module is gradable.

Proof (i) It is enough to show that any simple R-module is gradable. But
this is given in Theorem 4.4.4 assertion 5).
(ii) It follows from Corollary 5.6.6 and the Krull-Remak-Schmidt Theorem.
(iii) It is clear that any free left R-module is gradable. Since a projective
module is a direct summand of a free module, we can apply again the Krull-
Remak- Schmidt Theorem.
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(iv) Let Q be an injective object in R−mod. Since R is also a left Noetherian
ring, Q is a direct sum of indecomposable injective modules. Thus we can re-
duce to the case where Q is indecomposable injective. Since R is left Artinian,
there exists a simple left R-module M such that Q = E(M) (the injective en-
velope). But M is gradable by assertion (i), so we can assume that M is a
graded module. Clearly M has finite support, and then E(M) � Egr(M) (see
Section 2.8). Hence Q � Egr(M), in particular Q is gradable. Here Egr(M)
denoted the injective envelope of M in R-gr.

9.6.9 Remark

Since R is a left Artinian ring and Q ∈ R-gr is an arbitrary object in R-gr,
then Q is injective in R-mod. Indeed, Q is a direct summ of indecomposable
injective objects from R-gr. Since sup(R) < ∞, we have that any indecom-
posable injective object from R-gr is injective in R-mod (see Section 2.8).
Since R is left Noetherian, Q is also an injective R-module.

9.7 Comments and References for Chapter 9.

Given a ring R and a group G the problem whether we can introduce a
(nontrivial) G-gradation on R arises. In this chapter we give necessary and
sufficient conditions for some positive results. A detailed study for Mn(k) is
included; this is a problem of Zelmanov. The results obtained in Chapter
9 make it a tool for obtaining a series of examples and counterexamples in
graded ring theory. This is done in Sections 2,3 and 4,5. Section 1 is a brief
presentation of the descent theory. Section 6 provides sufficient conditions for
a R-module over a G-graded ring R to be “gradable”, that is, whether we can
introduce a G-gradation on this module making it into a graded R-module.

Some References

- Crina Boboc, [22], [23]
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Appendix A. Some Category Theory

A.1. The Categorical Language

A category C consists of a class of objects, and we agree to write X ∈ C
to state that X is an object of C, together with sets (!) HomC(A,B) for
any pair (A,B) of objects of C. The elements of HomC(A,B) are said to be
the morphisms from A to B. For A ∈ C there is a distinguished element
IA ∈ HomC(A,A). For any triple A,B,C of objects there is a composition
map :

HomC(A,B)×HomC(B,C)→ HomC(A,C)
(f, g) �→ g ◦ f

satisfying the following properties :

1. For f ∈ HomC(A,B), g ∈ HomC(B,C), h ∈ HomC(C,D) the associativ-
ity law holds, i.e. h ◦ (g ◦ f) = (h ◦ g) ◦ f .

2. For f ∈ HomC(A,B), f ◦ IA = f = IB ◦ f .

3. Whenever (A,B) �= (A′, B′), the sets HomC(A,B) and HomC(A′, B′)
are disjoint.

It is customary to write f : A→ B for f ∈ HomC(A,B), and it is common to
call IA the identity morphism of A. Some well-known examples include the
categories :

- Set, the class of all sets and sets of maps for the morphisms.

- Top, the class of all topological spaces and sets of continuous functions
for the morphisms.

- Ring, the class of all rings with identity and ring morphisms for the
morphisms.

- Ab, the class of all abelian groups and sets of group morphisms for the
morphisms.

- Gr, the class of all groups and sets of group morphisms for the mor-
phisms.

- R-mod, for any ring R this is the class of left R-modules with left
R-linear map for the morphisms.

Let C be a category and C′ a class of objects of C. We say that C′ is a
subcategory of C if :

1. For A,B ∈ C′, HomC′(A,B) ⊂ HomC(A,B).

C. Nǎstǎsescu and F. Van Oystaeyen: LNM 1836, pp. 277–289, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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2. Composition of morphisms in C′ is the same as in C.
3. For A ∈ C′, IA is the same in C′ as in C.

A subcategory is said to be full subcategory of C whenever for A,B ∈ C we
have HomC(A,B) = HomC′(A,B).

Consider a family of categories (Ci)i∈J indexed by some index set J supposed
to be nonempty. The direct product of the family (Ci)i∈J is the category
C the objects of which are the families (Mi)i∈J of objects Mi of Ci for i ∈ J .
If (Ni)i∈J is another object then we define HomC(M,N) = {(fi)i∈J , fi ∈
HomCi(Mi, Ni), i ∈ J}. Composition of morphisms is defined componentwise.
We denote this direct product category by

∏
i∈J Ci; in case all Ci are C we also

write CJ and if J is finite, say J = {1, . . . , n} then we write C1×C2× . . .×Cn
for the direct product.

A morphism f : A → B is called monomorphism if for any object C of C
and morphisms h, g ∈ HomC(C,A) such that f ◦ h = f ◦ g we have g = h. A
morphism f is called epimorphism if for any object D of C and morphisms
h, g ∈ HomC(B,D) such h ◦ f = g ◦ f we have h = g. An isomorphism of
C is a morphism f : A→ B for which there exists g ∈ HomC(B,A) such that
g ◦ f = IA and f ◦ g = IB . One easily verifies that g is unique if it exists; we
call g the inverse of f and it will be denoted by f−1. As an exercise one may
check that an isomorphism is both a monomorphism and an epimorphism.
Observe that the converse is false e.g. in Ring the inclusion ZZ → Q is
both a monomorphism and an epimorphism but not an isomorphism. The
property of being monomorphism, resp. epimorphism, resp. isomorphism, is
closed under composition. To C we may associate the category C◦ having the
smae objects as C but with HomC◦(A,B) = HomC(B,A); we call C◦ the dual
category of C. If f : A→ B is a morphism in C then f is a monomorphism,
resp. epimorphism, if and only if f is an epimorphism, resp. monomorphism,
when viewed as a morphism from B → A in the dual category C◦. Thus,
epimorphism is the dual notion for monomorphism.

Fix an object A of C. For monomorphisms α1 : A1 → A and α2 : A2 → A
we define α1 ≤ α2 if thgere exists a morphism γ : A1 → A2 such that
α0◦γ = α1. If such γ exists it is necessarily unique and also a monomorphism.
Monomorphisms α1 and α2 are called equivalent if α1 ≤ α2 and α2 ≤ α1;
this defines an equivalence relation and the Zermelo axiom allows to choose
a representative in every equivalence class. The resulting monomorphism is
called a subobject of A. The notion of quotient object may be defined
dually.

An object I, resp. F , of C such that HomC(I, A), resp. HomC(A,F ), is a
singleton for every A ∈ C, is called an initial, resp. final object of C. It
is not hard to verify that two initial, resp, final, objects of C are necessarily
isomorphic. An object that is simultaneously initial and final is called a zero
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object of C. A morphism f : A→ B is said to be a zero morphism whenever
it factorizes through the zero object. When it exists a zero object is unique
up to isomorphism and it will be denoted by 0. Then each set HomC(A,B)
has precisely one zero morphism, that is denoted by 0AB (or simply 0 when
no confusion can arise).

For a family (Mi)i∈J of objects of C we may define the product, denoted by∏
i∈JMi, by specifying a family of morphisms πj :

∏
i∈J Mi → Mj, j ∈ J ,

such that for every object M ∈ C and any family of morphisms (fi|i∈J , fi :
M → Mi for i ∈ J , there exists a unique morphism f : M → ∏i∈J Mi such
that πi ◦ f = fi for all i ∈ J . In fact we have to guarantee that this product
exists, but if it does, then it is unique up to isomorphism. If J is finite then
the product will be denoted by M1 × . . . ×Mn. The categories : Set, Gr,
Top, R--mod, have products. By duality the notion of coproduct may be
defined, i.e. it is the product in the dual category. It is denoted by

∐
i∈J Mi

and in case J is finite it is costumary to write M1 ⊕ . . .⊕Mn.

Categories cannot be related by “maps” in the set theoretical sense because
we are in general not dealing with sets. A new notion takes the place of maps
here i.e. functors. If B and C are categories then a (covariant) functor from
B → C is obtained by associating to an object B of B an object F (B) of C
and to f ∈ HomB(B1, B2) a morphism F (f) ∈ HomC(F (B1)F (B2)) such that
the following properties hold :

1. F (IB) = IF (B) for any B ∈ B
2. F (g ◦ f) = F (g) ◦ F (f)

Inspired by the set-theoretic notation we shall write F : B → C, meaning that
the correspondence associating F (B) ∈ C to B ∈ B is a covariant functor as
defined above. A covariant functor C◦ → D (or from C to D◦) is then called
a contravariant functor from C to D.

A covariant functor C → D yields a map HomC(A,B)→ HomD(F (A), F (B))
for A,B ∈ C, defined by f �→ F (f). The functor F is said to be faithful, resp.
full, resp. full and faithful whenever the foregoing map is injective, resp.
surjective, resp. bijective. For any category C we may define the identity
functor 1C : C → C by 1C(A) = A for A ∈ C and morphism.

For functors F,G : C → D we may define a functorial morphism φ : F → G by
giving a family {φ(A), A ∈ C} of morphisms such that φ(A) : F (A) → G(A)
for A ∈ C, and for f : A→ B we have φ(B)◦F (f) = G(f)◦φ(A). We say that
φ is a functorial isomorphism if for any A ∈ C, φ(A) is an isomorphism; if
such φ exists we write F � G.

Functorial morphisms φ : F → G,ψ : G → H may be composed to ψ ◦ φ :
F → H , by putting (ψ ◦ φ)(A) = ψ(A) ◦ φ(A) for all A. By Hom(F,G) we
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denote the class of all functorial morphisms from F to G. If C is a small
category, that is if objects of C are sets then Hom(F,G) is also a set. Note
that there is an identity functorial morphism 1F : F → F defined by taking
1F (A) = 1F (A) for any A ∈ C.
A covariant functor F : C → D is an equivalence of categories if there is
a covariant functor G : D → C such that G ◦ F � 1C, F ◦ G � 1D. In case
we also have G ◦ F = 1C, F ◦ G = 1D then F is called an isomorphism of
category or C and D are said to be isomorphic.

A.1. Theorem

A functor F : C → D is an equivalence of categories if and only if :

1. F is full and faithful.

2. For any Y ∈ D there is an X ∈ C such that Y � F (X).

A contravariant functor F : C → D defining an equivalence between C◦ and
D is called a duality.

One of the most applicable results at this level of generality is the famous
Yoneda lemma. In order to phrase it we have to introduce a few more notions
and notation.

To an object A of a category C we associate a contravariant functor hA : C →
Set by taking :

hA(X) = HomC(X,A), hA(u : X → Y ) : hA(Y )→ hA(X)

defined by hA(u)(f) = f ◦ u for any f ∈ hA(Y ).

Theorem (The Yoneda Lemma)

For a contravariant functor F : C → Set and an object A ∈ C, the natural
map α,

α : Hom(hA, F )→ f(A), φ �→ φ(A)(1A)

is a bijection.

Corollary

Hom(hA, F ) is a set. Moreover if A and B are objects of C then A � B if and
if only if hA � hB.
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A.2. Abelian Categories and Grothendieck Categories

A category is said to be pre-additive if :

1. For A,B ∈ C, HomC(A,B) is an abelian group, its zero element is
denoted by OAB (simply O if no confusion can arise) and it is called the
zero morphism.

2. For A,B,C ∈ C and u, u1, u2 ∈ HomC(A,B), v, v1, v2 ∈ HomC(B,C) it
follows that :

v ◦ (u1 + u2) = v ◦ u1 + v ◦ u2

(v1 + v2) ◦ u = v1 ◦ u+ v2 ◦ u

3. There is an X ∈ C such that 1X = O. It is easily verified that such X
is exactly a zero object, which is unique up to isomorphism and usually
denoted by O.

With notation as above 0→ A is a monomorphism, A→ 0 is an epimorphism.
It is clear that the dual of a preadditive category is also preadditive.

An additive functor F : C → D between preadditive categories is a functor
such that F (f + g) = F (f) + F (g) for f, g ∈ HomC(A,B) and arbitrary
A,B ∈ C. If O is the zero object of C then F (0) is the zero object of D. In
a preadditive category we may define, for every morphism f : A → B in C,
Ker(f), Coker(f), Im(F ) and Coim(f) (but these need not always exist).

A preadditive category C is said to satisfy (AB1) if for any morphism f : A→
B in C both Ker(f) and Coker(f) exist. Then f allows a decomposition :

Ker(f) i �� A
f ��

λ

��

B
π �� Coker(f)

Coim(f)
f

Im(f)

µ

�����������

where f = µ ◦ f ◦ λ, i and µ are monomorphisms and π, λ are epimorphisms.
The preadditive category C satisfies (AB2) if for every f in C, f is an isomor-
phism. In a category verifying (AB2) being an isomorphism is equivalent to
being a monomorphism and an epimorphism.

Suppose C is preadditive and (AB1) and (AB2) hold.

A sequence A
f−→B

g−→C is exact if Im(f) = Ker(g) as subobjects of B. An
arbitrary (long) sequence is said to be exact if every (short) subsequence of
two consecutive morphisms is exact in the foregoing sense.
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An additive functor F : C → D between preadditive categories with (AB1)
and (AB2) is left, resp. right, exact if for any exact sequence of the type

0−→A−→
f
B−→

g
C −→ 0

the following sequence is exact :

0 �� F (A)
F (f)

�� F (B)
F (g)

�� F (C)

resp
F (A)

F (f)
�� F (B)

F (g)
�� F (C) �� 0

We say that F is exact if it is both left and right exact.

An additive category is a preadditive category C with coproducts of any two
objects; if moreover (AB1) and (AB2) hold then C is an abelian category.
Let A1 ⊕ A2 be the coproduct of A1 and A2 in an additive category C From
the universal property of the coproduct if follows that there exist natural
morphisms in : An → A1 ⊕ A2, πn : A1 ⊕ A2 → An for n = 1, 2, such that
πn ◦ in = 1An , πn ◦ im = 0 for n �= m, i1 ◦ π1 + i2 ◦ π2 = 1A1⊕A2 .

The foregoing actually establishes that (A1 ⊕ A2, π1, π2) is a product of A1

and A2. Consequently, if C is additive, preabelian, abelian, then so is C◦.
Moreover a functor F between additive categories is additive if and only if it
commutes with finite coproducts.

In [92], A. Grothendieck introduced some extra axioms on abelian categories
leading to the definition of what we now call Grothendieck categories.

(AB3) C has coproducts.

(AB3)∗ C has products.

If C satisfies (AB3) and J is any nonempty index set, then we define a func-
tor ⊕i∈J : C(J) → C associating to a family of C-objects indexed by J the
coproduct (direct sum) of that family. This functor is always right exact.

(AB4) For any nonempty set J , ⊕i∈J is an exact functor.

(AB4)∗ For any nonempty set J ,
∏
i∈J is an exact functor.

In case C is abelian with (AB3) then for a family of subobjects (Ai)i∈JAi
of A we may consider a “smallest” subobject

∑
i∈J Ai of A such that all Ai

are subobjects of the latter. That subobject is called the sum of the (A)i∈J .
Dually, if C is an abelian category satisfying (AB3)∗, then to a family of
subobjects (Ai)i∈J we may associate a subobject ∩i∈JAi the intersection of
the family (Ai)i∈J .

Since in an abelian category finite products do exist, the intersection of a
family of two subobjects exists. We may now formulate a new axiom :
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(AB5) Let C be a category with (AB3). For an A ∈ C and (Ai)i∈J , B subob-
jects of A such that the family (Ai)i∈J is right filtered then (

∑
i∈J A1)∩

B =
∑
i∈J (Ai ∩B).

(AB5)∗ The dual version of (AB5). A category with (AB5) also has (AB4).

Consider an abelian category C. A family (Ui)i∈J is called a family of gen-
erators of C if for any A ∈ C and any subobject B of A such that B �= A (as
a subobject) there is an i ∈ J and a morphism α : Ui → A such that Imα
is not a subobject of B. An object U of C is a generator if {U} is a family
of generators. For an abelian category with (AB3) a family (Ui)i∈J in C is a
family of generators if and only if ⊕i∈JUi is a generator. An abelian category
with (AB5) and having a generator is called a Grothendieck category.

Note that (AB5) and (AB5)∗ do not exist together, indeed an abelian category
with (AB5) and (AB5)∗ must be the zero category (cf. loc cit). In particular,
if C is a nonzero Grothendieck category then C◦ is never a Grothendieck
category.

Finally let us recall some basic facts about adjoint functors. Consider functors
F : C → D, G : D → C. We say that F is a left adjoint of G (or G is a right
adjoint of F ) if there exists a functorial isomorphism :

φ : HomD(F,−)−→HomC(−, G)

where : HomD(F,−) : C◦ × D → Set associates to (A,B) the set
HomD(F (A), B), HomC(−, G) : C◦ × D → Set associates to (A,B) the set
HomC(A,G(B)).

When C and D are preadditive and F,G are additive then we assume that
φ(A,B) is an isomorphism of abelian groups for any A ∈ C, B ∈ D.

It is well known that if C is a Grothendieck category, then C has enough
injective objects i.e., if M ∈ C, there exists an injective object Q in C and
a monomorphism 0 → M → Q. Also, as in the case of module category, if
M ∈ C there exists a unique (up to isomorphism) injective object denoted by
E(M), such M is a subobject of E(M) and E(M) is an essential extension of
M ; E(M) is called the injective envelope of M .

With these conventions and notation as before we obtain :

A.2. Theorem

Suppose F is left adjoint to G, then :

1. The functor F commutes with coproducts and G commutes with prod-
ucts.
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2. If C and D are abelian and F,G are additive then F is right exact, G is
left exact.

3. When D has enough injective objects, that is if for B ∈ D there exixts
an injective Q ∈ D and a monomorphism B → Q, then F is exact if
and only if G preserves injectivity (if Q is injective in D then G(Q) is
injective in C).

4. When C has enough projective objects, that is if for A ∈ C there exists
a projective P ∈ C and an epimorphism P → A in C, then G is exact if
and only if F preserves projectivity.

The abstract concept of “adjoint functors” is very fundamental and has ap-
plications in different areas of mathematics. A very well-known example of
an adjoint pair of functors is provided by the Hom and ⊗ functors. More
precisely, let R and S be associative rings, R-mod-S, R-mod and S-mod the
respective module categories , then for M ∈ R-mod-S, the tensor functor
M ⊗S − : S-mod → R-mod, is a left adjoint of HomR(M,−) : R-mod → S-
mod.



Appendix B. Dimensions in an Abelian Cate-

gory

B.1. Krull Dimension

The Krull dimension of ordered sets has been defined by P. Gabriel and R.
Rentschler in [68], for finite ordinal numbers, and G. Krause generalized the
notion to other numbers, cf. [116]. Let us recall some definitions and elemen-
tary facts.

Let (E,≤) be an ordered set. For a, b ∈ E such that a ≤ b we denote by [a, b]
the set

{x ∈ E|a ≤ x ≤ b}
and we put Γ(E) = {(a, b)|a ≤ b; a, b,∈ E}. By transfinite recurrence we
define on Γ(E) the following filtration :

Γ−1(E) = {(a, b)|a = b},Γ0(E) = {(a, b) ∈ Γ(E)|[a, b] is Artinian}

supposing Γβ(E) has been defined for all β < α, then Γα(E) = {(a, b) ∈
Γ(E)|∀b ≥ b1 . . . ≥ bn . . . ≥ a, there is an n ∈ IN such that (bi+1, bi) ∈
∪β<αΓβ(E) for all i ≥ n}.
We obtain an ascending chain Γ−1(E) ⊂ Γ0(E) ⊂ . . . ⊂ Γα(E) ⊂ . . .. There
exists an ordinal ξ such that Γξ(E) = Γξ+1(E) = . . .. If there exists an ordinal
α such that Γ(E) = Γα(E) then E is said to have Krull dimension. The
smallest ordinal α with the property that Γα(E) = Γ(E) will be called the
Krull dimension of E and we denote it by K.dimE.

Lemma B.1.1.

Let E,F be ordered sets and let f : E → F be a strictly increasing map. If
F has Krull dimension then E has Krull dimension and K.dimE ≤ K.dimF
(cf. [68]).

Lemma B.1.2

If E,F are ordered sets with Krull dimension then E×F has Krull dimension
and K.dim(E×F ) = sup(K.dimE,K.dimF ) (note that E×F has the product
ordering).

If A is an arbitrary abelian category and M is an object of A then we consider
the set L(M) of all subobjects of M in A ordered by inclusion. In fact L(M)
is a modular lattice. If L(M) has Krull dimension then M is said to have
Krull dimension and we denote it by K.dimAM or simply K.dimM if no
ambiguity can arise. In this case we may reformulate the definition of Krull
dimension as follows : if M = 0, K.dimM = −1; if α is an ordinal and
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K.dimM �< α then K.dimM = α provided there is no infinite descending
chain M ⊃ M0 ⊃ M1 ⊃ . . . of subobjects Mi of M in A such that for
i ≥ 1,K.dim(Mi−1/Mi) �< α. An object M of A having K.dimM = α is said
to be α-critical if K.dim(M/M ′) < α for every non-zero subobject M ′ of M
in A. For example, M is 0-critical if and only if M is a simple object of A.
Also, it is obvious that any non-zero subobject of an α-critical object is again
α-critical.

Lemma B.1.3

If M is an object of A and N is a subobject of M then

K.dimM ≤ sup(K.dimN,K.dim(M/N))

and equality holds provided either side exists.

Proof Follows from Lemma B.1.2., cf [68].

Lemma B.1.4

If M ∈ A has Krull dimension then it contains a critical subobject.

Proof Cf. [68] and [157].

Lemma B.1.5

Every Noetherian object of A has Krull dimension.

Proof See Proposition 1.3. [85] or Corollary 3.1.8 [157].

Lemma B.1.6.

Suppose that A is ab abelian category allowing infinite direct sums. If an
object M of A has Krull dimension then M cannot contain an infinite direct
sum of subobjects. In particular M has finite Goldie dimension.

Lemma B.1.7

Suppose that A is an abelian category allowing infinite direct sums and sup-
pose that the object M of A has Krull dimension. Put

α = sup{K.dimA(M/N) + 1|N an essential subobject ofM}
Then K.dimM ≤ α.

Proof For B.1.6 and B.1.7 we refer to [68].
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Lemma B.1.8

If M ∈ A is a Noetherian object, then there exists a composition series M ⊃
M1 ⊃ . . . ⊃Mn = 0 such that Mi−1/Mi is a critical object for each 1 ≤ i ≤ n.
Moreover if αi = K.dim(Mi−1/Mi) then K.dimM = sup{αi|i = 1, . . . , n}.

Proof See [80], [157].

Lemma B.1.9

Assume that U is a generator of the category A and M ∈ A. If U and M
have Krull dimension then K.dimM ≤ K.dimU .

Proof See [80] or [157].

B.2. Gabriel Dimension of a Grothendieck Category

This dimension is first defined by P. Gabriel in his thesis [67] but under the
name of Krull dimension. The actual name “Gabriel dimension” is given
by Gordon and Robson in [80]. In the book [157] the definition of Gabriel
dimension is given for a modular lattice.

We follow the definition given by P. Gabriel using the notion of a localizing
subcategory and its quotient category.

Let A be a Grothendieck category. An objectM ∈ A is called semi-Artinian
if for every subobject M ′ of M such that M ′ �= M , M/M ′ contains a sim-
ple subobject. It is easy to see that the full subcategory of all semi-Artinian
objects is a localizing subcategory. In fact it is the smallest localizing subcat-
egory that contains all simple objects of A. Now, using transfinite recursion
we define the ascending sequence of localizing subcategories of A :

A0 ⊂ A1 ⊂ . . . ⊂ Aα ⊂ . . . (B.2.1)

in the following way : A0 = {0};A1 is the localizing subcategory of all semi-
Artinian objects of A. Let α be an ordinal and assume that for any β < α the
localizing subcategory Aβ is defined. If α is not a limit ordinal i.e. α = β+1,
let A/Aβ be the quotient category of A by Aβ and Tβ : A → A/Aβ the
canonical functor; Tβ is an exact functor (for detail see P. Gabriel [62]). Then
Aα is a localizing subcategory of all objectsM ∈ A, such that Tβ(M) is a semi-
Artinian in A/Aβ . If α is a limit ordinal, then Aα is the smallest localizing
subcategory that contains ∪β,αAβ (we remark that in general ∪β<αAβ �= Aα,
because ∪β<αA need not be a localizing subcategory; in fact ∪β<αAβ is not
necessarily stable under arbitrary direct sums). It is easy to see that M ∈ Aα
if and only if for any subobject N of M , N �= M , M/N contains a non-zero
subobject isomorphic to some object from ∪β<αAβ .
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Since A has a generator there exists an ordinal ξ such that Aξ = Aξ+1 = . . ..
An object M ∈ A is said to have Gabriel dimension if there exists an
ordinal α such that M ∈ Aα. If moreover α is the smallest ordinal such that
M ∈ Aα then we say that M has Gabriel dimension α and denote this by
G.dimM = α. In particular G.dimM = 1 if and only if M is a semi-Artinian
object (if M = 0 we put G.dimM = 0). We survey the main properties of
Gabriel dimension.

Lemma B.2.1

Let M ∈ A and N ≤ M is a subobjet. Then M has Gabriel dimension
if and only if N and M/N have Gabriel dimension. Moreover G.dimM =
sup(G.dimN,G.dim(M/N)).

Proof See [67] and [157].

Lemma B.2.2

If (Mi)i∈I is a family of objects of A such that each Mi has Gabriel dimension
for any i ∈ I, then ⊕i∈IMi has Gabriel dimension and G.dim(⊕i∈I |Mi) =
supi∈I(G.dimMi).

Proof Cf. loc. cit.

Lemma B.2.3

Let M ∈ A an object. Assume that M has Krull dimension. Then M has
Gabriel dimension and K.dimM ≤ G.dimM ≤ K.dimM + 1.

Proof Cf. loc. cit.

Lemma B.2.4

If M ∈ A is a Noetherian object then G.dimM = K.dimM + 1.

A category A has Gabriel dimension if in the series (B.21) there exists
an ordinal α such that A = Aα; moreover the smallest ordinal α with this
property is called the Gabriel dimension of the category A and we denote this
by G.dimA = α. If U is a generator of the category A, we have the following
characterization : the category A has Gabriel dimension if and only if U has
Gabriel dimension and in this case G.dimA = G.dimU .

An object M ∈ A is called α-simple if

G.dimM = G.dimN = α and G.dim(M/N) < α,
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for any non-zero subobject of M . This definition implies that for any α-simple
object M , α is a non-limit ordinal. We have in particular that M is 1-simple
if and only if M is a simple object of A.

An object M is called Gabriel simple if M is α-simple for some ordinal α.

Lemma B.2.5

Let M ∈ A and assume that for any non-zero subobject X of M,M/X has
Gabriel dimension. Then M has Gabriel dimension and moreover G.dimM ≤
α+ 1 where α = sup{G.dim(M/X)|X ⊂M,X �= 0}.

Proof Cf. loc. cit.

Lemma B.2.6

Let M ∈ A, where A is a Grothendieck category. If M has Krull (respectively
Gabriel) dimension then for any ordinal α ≥ 0, there exists a largest subobject
τα(M) of M , having Krull (respectively Gabriel) dimension less than or equal
to α.

Proof Cf. loc. cit.
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Rings, Rev. Roumaine Math. Pures Appl. 40 (3-4), 1995, 253-258.

15. M. Beattie, A. Del Rio, The Picard Group of Category of Graded Mod-
ules, Comm. Algebra 24, 1996, 4397-4414.

16. M. Beattie, A. Del Rio, Graded Equivalences and Picard Groups, J.
Pure Appl. Algebra 141, 1999, 131-157.

C. Nǎstǎsescu and F. Van Oystaeyen: LNM 1836, pp. 291–302, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



292 Bibliography

17. A. Bell, Localization and Ideal Theory in Noetherian Strongly Group-
graded rings, J. Algebra 105, 1987, 76-115.

18. G. Bergman, On Jacobson Radicals of Graded Rings, preprint.

19. G. M. Bergman, Groups Acting on Rings, groups - graded rings, and
Beyond - some thoughts, preprint.

20. J. Bit David, J. C. Robson, Normalizing Extensions I, Ring Theory
Antwerp 1980, LNM 825, Springer Verlag, Berlin 1981, 1-5.

21. J. Bit David, Normalizing Extensions II, Ring Theory Antwerp 1980,
LNM 825, Springer Verlag, Berlin 1981, 6-9.

22. C. Boboc, Superalgebra Structures onM2(k) in Characteristic 2, Comm.
Algebra., 30, 2002, 255-260.

23. C. Boboc, Grading of Matrix Algebras by the Klein Group, Comm.
Algebra, 31, 2003, 2311-2326

24. C. Boboc, S. Dǎscǎlescu, On Gradings of Matrix Algebras by Cyclic
Groups, Comm. Algebra, 29, 2001, 5013-5021.

25. P. R. Boisen, The Representation Theory of Fully Group-graded Alge-
bras, J. Algebra 151, 1992, 160-179.

26. P. R. Boisen, Graded Morita Theory, J. Algebra 164, 1994, 1-25
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59. S. Dǎscǎlescu, C. Nǎstǎsescu, A. Del Rio, F. Van Oystaeyen, Gradings of
Finite Support. Application to Injective Objects, J. Pure Appl. Algebra
107, 1996, 193-206.
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76. J. L. Gomez Pardo, C. Nǎstǎsescu, Graded Clifford Theory and Duality,
J. Algebra 162, 1993, 28-45.

77. L. Gomez Pardo, G. Militaru, C. Nǎstǎsescu, When is HOMR(M,−)
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159. C. Nǎstǎsescu, M. Van den Bergh, F. Van Oystaeyen, Separable Func-
tors Applied to Graded Rings, J. Algebra 123, 1989 (2), 397-413.
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